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Abstract

Background: Conversational agents, also known as chatbots, are computer programs designed to simulate human text or verbal conversations. They are increasingly used in a range of fields, including health care. By enabling better accessibility, personalization, and efficiency, conversational agents have the potential to improve patient care.

Objective: This study aimed to review the current applications, gaps, and challenges in the literature on conversational agents in health care and provide recommendations for their future research, design, and application.

Methods: We performed a scoping review. A broad literature search was performed in MEDLINE (Medical Literature Analysis and Retrieval System Online; Ovid), EMBASE (Excerpta Medica database; Ovid), PubMed, Scopus, and Cochrane Central with the search terms “conversational agents,” “conversational AI,” “chatbots,” and associated synonyms. We also searched the gray literature using sources such as the OCLC (Online Computer Library Center) WorldCat database and ResearchGate in April 2019. Reference lists of relevant articles were checked for further articles. Screening and data extraction were performed in parallel by 2 reviewers. The included evidence was analyzed narratively by employing the principles of thematic analysis.

Results: The literature search yielded 47 study reports (45 articles and 2 ongoing clinical trials) that matched the inclusion criteria. The identified conversational agent applications were largely delivered via smartphone apps (n=23) and used free text only as the main input (n=19) and output (n=30) modality. Case studies describing chatbot development (n=18) were the most prevalent, and only 11 randomized controlled trials were identified. The 3 most commonly reported conversational agent applications in the literature were treatment and monitoring, health care service support, and patient education.

Conclusions: The literature on conversational agents in health care is largely descriptive and aimed at treatment and monitoring and health service support. It mostly reports on text-based, artificial intelligence–driven, and smartphone app–delivered conversational agents. There is an urgent need for a robust evaluation of diverse health care conversational agents’ formats, focusing on their acceptability, safety, and effectiveness.

(J Med Internet Res 2020;22(8):e17158) doi:10.2196/17158
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Introduction

Background

Conversational agents or chatbots are computer programs that simulate conversations with users [1]. They are increasingly adopted in many different fields, including finance, commerce, marketing, retail, and fitness, with favorable reception from customers [2]. Conversational agents are often deployed via messaging apps, a website, or a mobile phone app. They can also be integrated into cars and television sets or in the form of a stand-alone device such as speakers. They can converse through a range of methods such as text, image, and voice. Conversational agents that can interpret human speech and respond via synthesized voices as well as manage tasks requested by the user are also known as voice assistants. Some of the most popular voice assistants include Apple’s Siri, Amazon’s Alexa, Google Assistant, and Microsoft’s Cortana, mostly delivered using voice-activated or smart speakers such as Amazon’s Echo and Google Home. They are utilized for aiding or executing tasks such as web-based shopping, control of smart home devices, and disseminating news or for entertainment [3-5].

Conversational agents cover a broad spectrum of aptitudes ranging from simple to smart [2]. Simple conversational agents are rule based, meaning that they depend on prewritten keywords and commands programmed by the developer. The user is therefore restricted to predetermined options when answering questions posed by the conversational agents, and there is little or no opportunity for free responses. If a user enters a question or sentence without a single keyword, the conversational agents will be unable to understand the input and will respond with a default message such as “Sorry, I did not understand” [2]. Despite these restrictions, simple conversational agents are increasingly used in executing tasks such as booking appointments, purchasing merchandise, ordering food, and sharing information without the need for human involvement [2].

In contrast, smart conversational agents do not respond with preprepared answers but with adequate suggestions instead. This is enabled by machine learning, a type of artificial intelligence (AI), which allows for broadening of the computer system’s capacity through its learning from data (in this case conversations) without being explicitly programmed [2,6]. The process whereby the machine translates human commands into a form in which the computer can understand, process, and revert to the user is called natural language processing (NLP) [6] and natural language understanding or interpretation [6,7]. This degree of programming allows for personalized conversational agents to be generated. Smart conversational agents have the potential to undertake more complex tasks that involve greater interaction, reasoning, prediction, and accuracy. Although the technology behind smart conversational agents is continuously developed, they currently do not have full human-level language abilities, resulting in misunderstanding and users’ dissatisfaction [8]. Furthermore, as machine learning algorithms develop, it is becoming increasingly challenging to keep track of their development, evolution, and the reasoning behind their responses. This is known as the black box effect [9,10]. Although the black box effect appears to be an unavoidable consequence of the use of AI, there is some emerging research on making AI transparent and explainable [11]. However, at the moment, its use may affect the safety and accuracy of treatment and should be carefully monitored and evaluated when used in health care [9].

The first conversational agent ELIZA was developed by Weizenbaum [12] in 1966, with ELIZA taking on the role of a person-centered Rogerian psychotherapist (Figure 1). This was a groundbreaking contribution to the field of AI and was reported to have a positive impact on patients who communicated with the conversational agent [13]. A step up from ELIZA was achieved when PARRY, a conversational agent representing a simulated paranoid patient with schizophrenia, was developed [14,15]. These first examples of conversational agents, chatterbots (as they were referred to then), in health care were valuable in demonstrating that virtual agents have the potential to mimic human-human conversation and successfully pass the Turing Test, a test of a machine’s ability to replicate human intelligence, and the machine passes the test when the tester cannot distinguish it from the human [16].

The literature over the next few decades does not explicitly mention chatbots or conversational agents in health care, but it does refer to talking computers [17-21], a less sophisticated version of today’s conversational agents previously used for conducting patient satisfaction surveys [17], altering adult eating habits [18], aiding health care service delivery through diagnosis aid [19], and promoting patient-physician communication [20]. Although not presented in the literature, chatbot Jabberwacky was released in 1988. It was one of the first few AI agents developed for human interaction and entertainment and introduced the shift from text- to voice-operated conversational agents. Soon after, ALICE gained plenty of attention in 1995, after which it went on to win the Loebner Prize 3 times in 2000, 2001, and 2004.
The next big milestone for conversational agents was in 2010 when Apple released Siri. The interest in conversational agents increased exponentially at this point as evidenced by Google, Amazon, and Microsoft all developing their own versions over the coming years: Google now, Alexa, and Cortana, respectively [14]. Year 2016 was named the Year of the Chatbot as a number of major information technology companies started to use conversational agents: Facebook launched its messenger platform for conversational agents, Google announced its procurement of the conversational agent development tool API.ai, LinkedIn revealed its first messaging bot, and Viber released Public Accounts for chatting with businesses [22-25]. Currently, the title of the world’s best conversational agent is held by Mitsuku, a 4-time winner of the Loebner Prize, an annual competition in AI [26].

Health care, which has seen a decade of text messaging on smartphones, is an ideal candidate for conversational agent–delivered interventions. Conversational agents enable interactive, 2-way communication, and their text- or speech-based method of communication makes it suitable for a variety of target populations, ranging from young children to older people. The concept of using mobile phone messaging as a health care intervention has been present and increasingly explored in health care research since 2002 [27]. A series of systematic reviews on the use of text messaging for different health disorders have shown that text messaging is an effective and acceptable health care intervention [28,29]. With a global penetration rate of 96% [28], mobile phones are ubiquitous and avidly used, and can be efficiently harnessed in health care [30]. Conversational agents are increasingly used in diverse fields, including health care, and there is a need to identify different ways and outcomes of the use of conversational agents in health care. Existing reviews on conversational agents focus on a certain subtype of agents such as virtual coaches [31-33] or embodied conversational agents (ECAs) [34] or on specific functionalities of these agents such as behavior change [35] or mental health applications [36,37]. Other reviews report solely on the technical aspects of conversational agents such as system architecture and dialogues [38] or on the funding component of health care conversational interfaces [39].

**Objectives**

Our objective was to provide a comprehensive overview of the existing research literature on the use of health care–focused conversational agents. We aimed to examine how conversational agents have been employed and evaluated in the literature to date and map out their characteristics. Finally, in line with the observed gaps in the literature, we sought to provide recommendations for future conversational agent research, design, and applications.

**Methods**

**Search Strategy**

We adopted methodological guidance from an updated version of the Arksey and O’Malley framework with suggestions proposed by Peters et al [40] in 2015 to conduct our scoping review. To identify literature pertaining to the application of conversational agents in health care, a broad literature search was conducted in April 2019 in MEDLINE (Medical Literature Analysis and Retrieval System Online; Ovid), EMBASE (Excerpta Medica database; Ovid), PubMed, Scopus, and Cochrane Central. Given the novelty of the field, the amount of ongoing research happening in the area, and to increase comprehensiveness, we also searched for the gray literature in the OCLC WorldCat database, ResearchGate, Google Scholar, OpenGrey, and the first 10 pages of Google.

We used an extensive list of 63 search terms, including various synonyms for conversational agents (Multimedia Appendix 1). These synonyms were generated using a web-based search and by identifying specific terms or phrases used in the titles of articles discussing health care conversational agents. The reference list of relevant articles and systematic reviews were also searched for further articles related to the review.

**Inclusion and Exclusion Criteria**

To map out the current conversational agent applications in health care, we included primary research studies that had conducted an evaluation and reported findings on a conversational agent implemented for a health care–specific purpose. We excluded articles that just presented a proposal for conversational agent development, articles that mentioned conversational agents briefly or as an insignificant part of a review, as well as opinion pieces and articles where primary research was not conducted or discussed. A further point of exclusion was articles with poorly reported data on chatbot research, as well as opinion pieces and articles where primary research was not conducted or discussed. A further point of exclusion was articles with poorly reported data on chatbot research, as well as opinion pieces and articles where primary research was not conducted or discussed. In addition, we excluded articles concerning ECAs, relational agents, animated conversational agents, or other conversational agents with a visual or animated component.
ECAs are computer-generated virtual individuals with an animated appearance to enable face-to-face interaction between the user and the system [41]. Relational agents are a type of ECA designed to create long-term deep and meaningful relationships with individuals [42]. ECAs are similar to conversational agents in that conversation is central to their function; however, ECAs are more complex as hand movements and facial expressions can be conveyed to the user as well [41]. The user’s interaction may be affected by nonverbal behaviors, graphics, and layout of the program, and it was decided that the complexities associated with ECAs are beyond the scope of this review and were therefore excluded.

**Screening, Data Extraction, and Analysis**

Screening of articles for inclusion was performed in 2 stages: title and abstract review and full article review, undertaken independently by 2 reviewers. Following an initial screening of titles and abstracts, full texts were obtained and screened by 2 reviewers. From the included studies, 2 reviewers independently extracted relevant information in an Excel (Microsoft) spreadsheet. We extracted data on the first author, year of publication, source of literature, title of article, type of literature, study design and methods, geographic focus, health care sector, conversational agent name, accessibility of conversational agent, dialogue technique, input and output modalities, and nature of conversational agent’s end goal. We piloted the data extraction sheet on at least five articles. Potential discrepancies in the extracted data were discussed between the authors and resolved through discussion and consensus.

We performed a narrative synthesis of the included literature and presented findings on (1) study specifics, such as study design, geographic focus, and type of literature; (2) conversational agent specifics (ie, conversational agent delivery channel, dialogue technique, personality, etc); (3) conversational agent content analysis; and (4) study evaluation findings.

We used the principles of thematic analysis to analyze the content, scope, and personality traits of the conversational agents. Two researchers familiarized themselves with the literature identified, generated the initial codes in relation to personality and content analysis, applied the codes to the included studies, compared their findings, and resolved any discrepancies via discussion.

The need to present information on conversational agent personality was motivated by the concepts presented in the study by de Haan et al [43], which posits that personalities are not just limited to humans but can be extended to nonhuman artifacts to explain their actions and behavior [43]. Furthermore, it states that personality traits are especially important in the design of socially interactive robots, such as conversational agents. The 5 dimensions of personality presented in this paper were derived from the following: extraversion, agreeableness, conscientiousness, emotional stability, and culture. We have used these headings to guide our analysis of the conversational agents’ personality traits in this review. We also aimed to identify and analyze the patterns in the description of conversational agents pertaining to personality traits. Multiple codes were sometimes assigned to the same agent where necessary, but this was limited to a maximum of 3 codes to maintain some degree of specificity.

**Results**

**Search Findings**

The initial database searches yielded 11,401 records, and another 28 records were retrieved through additional sources such as the gray literature sources and screening of reference lists of relevant studies. A total of 196 duplicates were identified and removed, leaving 11,233 titles and abstracts that needed to be screened. Title and abstract screening led to the exclusion of 11,099 records, resulting in 134 full texts that needed to be screened. Title and abstract screening led to the exclusion of 11,099 records, resulting in 134 full texts that needed to be assessed for eligibility. Of these, 87 articles were excluded, resulting in a final pool of 47 reports comprising 45 studies and 2 ongoing trials (Figure 2).
Characteristics of Included Studies

In this scoping review, 40 included studies were from high-income countries (HICs) and 6 were from low- and middle-income countries (LMICs). A total of 22 studies were from European countries, including Italy [44,45], Switzerland [30,46-52], France [53,54], Portugal [55], the Netherlands [56], the United Kingdom [57-61], Spain [62,63], and Sweden [64]. Moreover, 8 studies originated from Asian countries: Philippines [65], China [66], Japan [67,68], Pakistan [69], India [70,71], and Hong Kong [72]. Other geographic regions acknowledged in the studies of this review were Australia [73,74], Canada [75], New Zealand [76,77], South Africa [78], and the United States of America [79-89].

A variety of study designs were used in the included studies, comprising 20 case studies [44,48,51,61-63,66,69,71,73-79,82,84,85,89], 4 surveys [55,56,59,65], 3 observational studies [53,86,87], 11 randomized controlled trials [46,49,50,57,64,67,72,80,81,83,88], 3 diagnostic accuracy studies [58,60,68], 3 controlled before and after studies [30,45,70], 2 ongoing trials [51,54], and 1 pilot study [47] (Figure 3).
The types of literature included 25 journal articles [44,48,55-57,61-65,67,69,72,74-76,80-87,89], 11 conference abstracts [45,47,49,50,52,59,70,71,73,78,79], 4 conference papers [30,46,66,77], 1 poster abstract [68], 4 electronic preprints [53,58,60,88], and 2 clinical trial protocols [51,54].

There was an increase in the number of publications each year, from 3 in 2015 to 5 in 2016, 10 in 2017, and 23 in 2018. Some author groups were highly productive and published at least two papers within 2 years. Kowatsch et al published 3 papers between 2017 and 2018 based on their open source behavioral intervention platform MobileCoach, which allows the authors to design a text-based health care conversational agent for obesity management and behavior change [30,46,90]. Griol et al published articles on conversational agent for chronic conditions, including chronic pulmonary disease [63] and Alzheimer disease [62] in 2015 and 2016, respectively. Such productive teams reiterate the research interest in this area of conversational agents. Furthermore, the high frequency of publication indicates the feasibility and support to conduct research successfully in this area.

Characteristics of Conversational Agents in the Included Studies

Conversational Agent Delivery Channel

Conversational agents were delivered through a variety of means in the included studies. Most (n=23) were smartphone apps [30,46-50,53,55,58-61,64,67,70,71,75,77,81,83,85,86,88]; web based (n=5) [57,66,73,74,82]; desktop computer based (n=2) [65,79]; used smartphone-embedded software (n=6; eg, Siri, Google Assistant, Alexa, etc) [44,51,62,76,84,87], Telegram [45,78], WeChat [72], SMS and multimedia messaging service [89], Windows live messenger [56], or Facebook Messenger [52,80]; and 4 were made available on more than 1 platform [53,59,68,83]. Three studies did not specify the method of conversational agent delivery [54,63,69].

Technical Development Approach

A total of 8 studies made a reference to the technical details of the conversational agent development process. Some mentioned specific tools such as C and MS Access [65]. Others discussed the application of well-known concepts, to conversational agent development such as using the Computers are Social Actors paradigm to develop a health advice conversational agent, or converting the structure association technique (SAT) into digital SAT for implementation on a LINE platform [67,83]. Some emphasized data set creation and sources for the knowledge base [44]. Four studies provided an in-depth workflow with a step-by-step explanation of the technical development of the conversational agent. Cheng et al [79] provided a very detailed technical explanation of the development process—broken down and explained in parts: program development on Google’s home device, webhook and internal logic, and web interface. Galescu et al [82] described the CARDIAC system architecture including a knowledge base, task models, dialogue management, speech recognition, and language generation. Griol et al [63] presented a spoken dialogue system with specific details of the proposed emotion recognizer. For example, it considers pitch, frequency, energy, and rhythm of speech input from the user. Joerin et al [75] provided a less technically dense explanation for chatbot conversational agent development but mentioned technologies used in the process, such as emotion algorithms and machine learning techniques [75].

Input and Output Modalities

The conversational agents could be categorized according to whether the user input was fixed (ie, predetermined text) or unrestricted (ie, free text/speech). A total of 10 studies employed fixed text user inputs [30,46,47,49,50,52,54,58,83,88], with 2 additional studies enabling fixed text and image inputs [67,88]. Moreover, 19 studies allowed free text user inputs [45,48,51,56,57,60,61,66,69,70,72,74,77,78,80,81,85,86,89], and 4 studies used both fixed and free text user inputs.
Speech was enabled in 8 studies [45, 53, 64, 65, 73], whereas free text and speech were employed in 3 studies [62, 75, 87]. The method of user input was unspecified in 1 study [59] (Multimedia Appendix 2).

Similarly, output modalities largely employed text alone (n=30) [45, 47, 49, 51, 53, 54, 56-58, 60, 61, 64-66, 68-70, 72-74, 77, 78, 80-81, 83, 85, 88, 89]; text and speech (n=5) [48, 55, 63, 71, 87]; speech alone (n=4) [44, 79, 82, 84]; or text, speech, images, and videos [52, 76]. The input and output methods were not specified in 1 of the studies [59] (Multimedia Appendix 2).

Conversational Agent Personality

We condensed the descriptive terms used in individual studies to present the conversational agents into a list of 9 relevant personality traits as presented in Table 1.

<table>
<thead>
<tr>
<th>Personality codes</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coach like</td>
<td>Encouraging, motivating, and nurturing</td>
</tr>
<tr>
<td>Conversational agent identity</td>
<td>Explicitly identifies as a conversational agent</td>
</tr>
<tr>
<td>Culture specific</td>
<td>Speaks the native language or has native names</td>
</tr>
<tr>
<td>Factual</td>
<td>Nonjudgmental, no personal opinions, and responses based on facts or observations</td>
</tr>
<tr>
<td>Gender specific</td>
<td>Male and female versions available</td>
</tr>
<tr>
<td>Health care professional like</td>
<td>Designed to be a doctor or expert, that is, mimics a health care professional</td>
</tr>
<tr>
<td>Human like</td>
<td>Tries to emulate humans, for example, participants reported feeling like they were talking to another human or researchers used features like “typing” to make the conversation more human like</td>
</tr>
<tr>
<td>Informal</td>
<td>Informal, like talking to a friend. Uses exclamations, abbreviations, and emoticons</td>
</tr>
<tr>
<td>Knowledgeable</td>
<td>Content created or informed by medical experts</td>
</tr>
</tbody>
</table>

Human Involvement

A health care administrator or professional was available via the conversational agent for the user to communicate with in some studies. The role of the human varied from an administrator who could be contacted via a dedicated chat channel for the user to ask questions or an individual whose role was to monitor the user’s activity on the conversational agent and provide personalized feedback to them. Seven studies [30, 46, 47, 70, 72, 78, 85] reported on human involvement in the conversation and the remaining articles did not.

Conversational Agent Goals

All the conversational agents in this review were identified as goal oriented. Goal-oriented conversational agents have a clearly defined end point and are employed to execute a specific function, unlike chit chat agents that have no specific end goal, do not delve into the details of any topic, and have a primary aim of merely keeping the conversation going [91]. Goal-oriented conversational agents were further divided into those that yielded long- or short-term outcomes. Of the included studies, 22 articles focused on conversational agents with long-term goals and 23 with short-term goals (Multimedia Appendix 3 [30, 44-89]). Two studies reported on conversational agents with both short-term and long-term goals [45, 56], for example, answering immediate queries (short) and providing education and increasing users’ knowledge on the topic over time (long) [56]. Conversational agents with short-term scope provided users with a response or service almost instantaneously, such as answering health-related queries [84]. Conversely, those with long-term scope needed to build a relationship with the user, over time, to help them overcome health-related issues such as smoking cessation [72] or working through a mental health problem [80].

Conversational Agent Content Analysis

Five distinct themes were identified in terms of conversational agent content: treatment and monitoring (ie, treatment implementation, management, adherence, support, and monitoring), health service support (ie, connecting patients to health care services), education (ie, provision of health care–related information), lifestyle behavior change (ie, supporting users in tackling various modifiable health risk factors), and diagnosis (ie, identification of the nature of a disease or a condition). A number of included conversational
agents spanned several different themes (Multimedia Appendices 3 and 4 [30,44-89]).

**Treatment and Monitoring**

Overall, 17 articles reported on conversational agents that focused on treatment, monitoring, or rehabilitation of patients with specific conditions. One study reported on a conversational agent to help preserve cognitive abilities in those with Alzheimer disease [62]. Two other studies focused on conversational agents to provide support and treatment for metabolic conditions such as type 2 diabetes [70] and obesity [46]. Eight studies presented conversational agents for managing mental health using techniques such as counseling [67]; cognitive behavioral therapy (CBT) [64,80] method of levels therapy [57]; positive psychology [61]; provision of a virtual companion [66]; and a combination of modalities such as CBT with mindfulness-based therapy, emotionally focused therapy, and motivational interviewing [75,81]. One study each reported on the use of a conversational agent for monitoring patients with asthma [85], HIV [45], heart failure [82], and chronic respiratory disease management [63]. Non–disease-specific conversational agents were used as a health information advisor [83] and pediatric generic medicine consultant [65].

**Health Care Services Support**

Overall, 19 studies reported on conversational agents used to support or complement existing health care services. These tasks included remote delivery of health care services for mental health support [67,75,81], breast cancer [53,54], dysarthria [44], obesity [50], diabetes management [79], chronic respiratory diseases [63], asthma [85], heart failure [82], and HIV management [45]. Other studies discussed conversational agents automating health care services such as patient history taking [48,77], providing health advice [83], symptom checking [58], and triaging and diagnosis support [60,69,74].

**Education**

We found 13 articles in which conversational agents were used primarily for educating patients or users. Education focused on topics such as sexual health [59,76] including information on HIV [78], overcoming unhealthy habits such as alcohol misuse [73] and smoking cessation [72], improving well-being [88], and diagnostic accuracy using clinical vignettes as in the Membership of the Royal College of General Practitioners exams, and their performance was compared with that of doctors. The conversational agents were found to be more accurate, faster, and provided safer triage and diagnosis compared with doctors and nurses. Similarly, Ghosh et al [74] and Danda et al [71] assessed conversational agents on their general diagnostic accuracy, and these had a precision rate of 82% and 86%, respectively. Ni et al [77] assessed Chatbot MANDY, designed to automate patient intake, on its ability to adequately diagnose the patient based on their symptoms. There was a prediction accuracy of 100%, 64%, 25%, and 14% for respiratory issues, chest pain, headache, and dizziness, respectively [77]. Furthermore, 2 studies tested the accuracy of conversational agents employed for sexual health purposes [68,76]. The conversational agent used by Kobori et al [68] diagnosed sexually transmitted infections with an accuracy of 77.7% and had high effectiveness (97.7%) in encouraging patients to visit the clinic earlier. In contrast, Wilson et al [76] compared smart assistants—Google Assistant, Siri, and Google

**Lifestyle Behavioral Changes**

We identified 12 studies with conversational agents for healthy lifestyle behavior change in the general population as well as overweight and obese individuals. Two studies discussed conversational agents for the management of obesity in younger patients, including adolescents [46,50]. They largely employed a coach-like conversational agent to promote physical activity [51] and healthy eating [52], sometimes with incentive provision, and provided techniques on how to reverse obesity [30,47,49,71]. Other behavioral change interventions used a social media–driven conversational agent for smoking cessation [72], a health coach for diabetes prevention [86], a reflection companion to encourage physical activity in adults [89], and emotionally intelligent agents to improve mental health [61] and well-being [88].

**Diagnosis**

Seven articles presented health care conversational agents with a primary purpose of establishing a diagnosis. Three articles reported on conversational agents’ triage, diagnosis, or a combination of both, mainly employing a symptom checker function [58,60,74]. Three more studies reported purely on the diagnostic accuracy of 2 conversational agents [69,71,77]. One article reported on a conversational agent for diagnosing sexually transmitted infections to overcome barriers such as social stigma, embarrassment, and discomfort associated with traditional diagnostic approaches that require a medical interview with a health care professional [68].

**Conversational Agent Evaluation**

Included studies that evaluated conversational agents reported on their accuracy (in terms of information retrieval, diagnosis, and triaging), user acceptability, and effectiveness. Some studies reported on more than 1 outcome, for example, acceptability and effectiveness. In general, evaluation data were mostly positive, with a few studies reporting the shortcomings of the conversational agent or technical issues experienced by users. Seventeen studies presented self-reported data from participants in the form of surveys, questionnaires, etc. In 16 studies, the data were objectively assessed in the form of changes in BMI, number of user interactions, etc. In 12 studies, there was a mixture of self-reported and objectively assessed outcomes and outcomes were not reported in the two ongoing trials (Multimedia Appendix 4).

**Accuracy: Information, Diagnosis, and Triaging**

Eleven studies reported on the accuracy of conversational agents [44,58,60,66,68,69,71,74,76,77,82] (Multimedia Appendix 4). Middleton et al [58] and Razzaki et al [60] evaluated 2 versions of the Babylon conversational agent, respectively: Babylon check and Babylon chatbot for triage and diagnosis. In both studies, the conversational agents were tested on their triage and diagnostic accuracy using clinical vignettes as in the Membership of the Royal College of General Practitioners exams, and their performance was compared with that of doctors. The conversational agents were found to be more accurate, faster, and provided safer triage and diagnosis compared with doctors and nurses. Similarly, Ghosh et al [74] and Danda et al [71] assessed conversational agents on their general diagnostic accuracy, and these had a precision rate of 82% and 86%, respectively. Ni et al [77] assessed Chatbot MANDY, designed to automate patient intake, on its ability to adequately diagnose the patient based on their symptoms. There was a prediction accuracy of 100%, 64%, 25%, and 14% for respiratory issues, chest pain, headache, and dizziness, respectively [77]. Furthermore, 2 studies tested the accuracy of conversational agents employed for sexual health purposes [68,76]. The conversational agent used by Kobori et al [68] diagnosed sexually transmitted infections with an accuracy of 77.7% and had high effectiveness (97.7%) in encouraging patients to visit the clinic earlier. In contrast, Wilson et al [76] compared smart assistants—Google Assistant, Siri, and Google
search—to determine their accuracy in responding to queries around sexual health. The Google search option was found to provide the best answers and also had the lowest failure rate [76]. Another study compared 3 known virtual assistants—Siri, Google Assistant, and Amazon Alexa—on their abilities to recognize speech from individuals with dysarthria [44]. They all performed similarly (50-60% recognition), with Siri being the only agent attempting to parse all the dialogue inputted [44].

Two studies discussed the accuracy of 2 conversational agents in making diagnoses in children and adolescents [66,69]. Teenchat had a 78.34% precision rate in diagnosing stress [66], whereas Aquabot had an accuracy of 85%, 86.64%, and 87.2% (3 groups aged 18-28 years) for achluophobia and 88%, 87.6%, and 87.53% (3 patient groups aged 1-7 years) for autism [69]. Finally, Galescu et al [82] discussed the accuracy of a conversational agent CARDIAC in speech recognition for heart failure patients. A significant number of errors were detected and attributed to insufficient vocabulary coverage in the language model as evidenced by an out-of-vocab rate of 3% [82].

Effectiveness

The effectiveness of health care conversational agents was assessed in 8 studies [47,52,57,61,70,75,81,84]. Furthermore, 10 studies reported on the effectiveness and acceptability, of which 5 are presented here [49,64,67,80,86] and the remainder are presented under Acceptability (Multimedia Appendix 4). Five studies described conversational agents targeting a healthy lifestyle change specifically for healthy eating [52], active lifestyle [49], obesity [47], and diabetes management [70,86].

Casas et al [52] reported improvements in food consumption, whereas Stasinski [47] and Heldt et al [49] noted increases in physical activity performance with high compliance. Shaikh et al [70] reported successful reduction in HbA1c (glycated hemoglobin) levels postengagement with Wellthy diabetes, whereas Stein et al [86] reported successful weight loss (2.38%) and satisfaction was high, rated at 87% for the diabetes prevention chatbot.

Eight studies noted the effectiveness of conversational agents for mental health applications [57,61,64,67,75,80,81,84]. The conversational agent Tess by Fulmer et al [81] initiated a statistically significant improvement in depression and anxiety compared with the control group. Two studies looked at the use of machine learning–based conversational agents for CBT in young adults [64,80]. The conversational agent was both effective (reduced levels of depression and perceived stress and improved psychological well-being) and well received (high engagement with the chat app and high levels of satisfaction) [64,80]. This positive effect was reproduced by Joerin et al [75], where emotional support from Tess decreased symptoms of anxiety and depression by 18% and 13%, respectively [75]. Inkster et al [61] employed the Patient Health Questionnaire-9 self-reported depression scale to note significant improvements in depression scores in the high user group compared with the low user group [61]. In addition, 67.7% of users found the app usage to be helpful and encouraging [61]. In the study by Kamita et al [67], the counseling bot encouraged significant improvements in users’ self-esteem, anxiety, and depression compared with the control condition. Besides effectiveness, user ratings of acceptability, using the technology acceptance model, were higher in the conversational agent condition compared with the control [67]. Gaffney et al [57] proposed a conversational agent MYLO that was significantly better than the existing conversational agent ELIZA in problem solving and helpfulness, but both were equally effective in lowering distress. Miner et al [84] compared Apple’s Siri, Microsoft’s Cortana, Samsung’s S Voice, and Google Now on their abilities to respond to questions about mental health, interpersonal violence, and physical health. Siri responded appropriately and empathetically to issues concerning depression and physical health, and Cortana responded appropriately and empathetically to matters involving interpersonal violence [84].

Acceptability

A total of 26 studies commented on the acceptability of conversational agents (Multimedia Appendix 4). Five studies commenting on acceptability and effectiveness were discussed above [49,64,67,80,86] (see the Effectiveness section), and the remaining 21 studies are presented here [30,45,46,48,50,53,55,56,59,62,63,65,72,73,78,79,83,85,87-89]. Several studies (n=6) were targeted at children or adolescents. Three studies discussed conversational agents for health education on medication, asthma management, drugs, sex, and alcohol [56,65,85]. Acceptability was generally denoted by high response rates and scores like strongly agree or agree for user-friendliness, appropriateness, consistency, and speed of response [65]. In addition, users in the study by Crutzen et al [56] favored the conversational agent over existing methods of information provision. In another 3 studies, conversational agents were employed for the management of obesity in adolescents [30,46,50]. Acceptability was high in all studies, as evidenced by enjoyment of the chats; bonding; formation of social and emotional relationships; and high perceived ease of use, usefulness, and intention to use [30,46,50]. In the study by L’Allemand et al [50], high compliance was attributed to the rewarding game system.

In 4 studies, health care conversational agents were targeted at chronic conditions [55,62,63,79]. The specific conditions addressed were Alzheimer disease, diabetes, heart failure, and chronic respiratory disease. In the study by Cheng et al [79], users responded positively, particularly to features of conversational agents that allowed for personalization and the conversational agent’s ability to understand and respond to natural conversation flow. Some difficulties included learning commands, restricted answer options, slow processing speed, and some problematic responses [79]. Lobo et al [55] reported user acceptability in the form of usability, where the conversational agent had a system usability score of 88, which was considered very good. Griel et al [62] considered the Alzheimer patients’ caregiver’s perspective when judging the acceptability of the conversational agent. The global rate for the system (on a scale from 0 to 10) was 8.6, and the application was thought to be attractive, adequate, and appropriate for its purpose. In another study, Griel et al [63] employed an emotionally sensitive conversational agent for chronic respiratory disease patients who rated this agent significantly higher for interaction rate, frequency, and empathy than the baseline version.
A further 3 studies were concerned with sexual health and/or HIV management [45,59,78]. They indicated that in this field, conversational agents could be used for a variety of functions such as booking an appointment, getting test results, therapy, and event reminders [45]. In addition, the conversational agent in the study by van Heerden et al [78] was well received when used as a counseling tool because it was given an avatar-like profile image and the conversation was embedded in a familiar chat interface, which users associated with talking to another human being. In the study by Nadarzynski et al [59], users favored the conversational agent because of its ubiquity as a convenient smartphone app and its ability to perform remote services such as video consultation, potentially alleviating any inhibitions users may have around discussing sexual health in person.

Two studies employed an emotionally sensitive conversational agent for mental health counseling and general health information advice [83,88]. In the study by Liu et al [83], the sympathetic conversational agent was rated more positively than the advice-only condition. Another conversational agent for well-being improvement procured positive feedback from participants who thought it was an interesting experience, pretty quick, and fun [88].

In 3 studies, conversational agents were used for healthy behavior change, specifically targeting smoking cessation, alcohol misuse treatment, and physical activity promotion [72,73,89]. For smoking cessation, participants indicated enjoyment when conversing with the conversational agent, and effectiveness was also insinuated by 38.3% reporting not having smoked in the past week and 69.4% admitting to a reduction in smoking frequency [72]. In the study by Elmasri et al [73], the participants (young adults) reported a higher satisfaction rate with the use of the conversational agent to manage and treat alcohol misuse. For physical activity promotion through the use of a reflection companion, response rates were high (96% at baseline, 90% at follow-up), insinuating high engagement throughout the study. Furthermore, use of the system beyond the stipulated study period was an indicator of viability. Moreover, 16 of the 33 participants opted to continue without any reward, suggesting participants found some added value in using the conversational system [89].

Two studies examined the acceptability of conversational agents for health care service delivery [48,87]. Outcomes were reported qualitatively, including comments on ease of use, humanity of the chatbot, and users’ comfort with the input functionalities available to them as well as criticisms on technical difficulties [48]. Bickmore et al [87] more specifically compared conversational assistants Siri, Alexa, and Google Assistant on their provision of health information and found satisfaction to be lowest with Alexa and highest with Siri. Overall, there was a neutral rating for satisfaction, with a median score of 4 (IQR 1-6) [87].

One study discussed a condition-specific conversational agent application targeted at improving the quality of life and medication adherence of breast cancer patients [53]. Participants implied a positive experience when interacting with the conversational agent, whereby 88% said it provided them with support in tracking their treatment and mentioned that they would recommend the conversational agent to their friends. There was an overall satisfaction of 94% [53].

**Discussion**

**Principal Findings**

Our scoping review identified 45 studies and 2 ongoing clinical trials. Although conversational agents have been widely employed in various fields, their use in health care is still in its infancy, as evidenced by the study findings that indicate much of the literature being published recently (2016-2018). Most conversational agents used text input and were machine learning based and mobile app delivered. The 3 most commonly reported themes in the health care conversational agent–related literature were treatment and monitoring, health services support, and patient education. Results from the studies evaluating conversational agents were generally positive, reporting effectiveness, accuracy, and acceptability of the conversational agent. However, there is currently a dearth of robust evaluations and a predominance of small case studies.

Our review shows that most of the health care conversational agents reported in the literature used machine learning and were long-term goal oriented. This suggests that conversational agents are evolving from conducting simple transactional tasks toward more involved end points such as long-term disease management [80] and behavior change [30]. The majority of the conversational agents identified in this review targeted patients, with only a few aimed at health care professionals, for example, by automating patient intake or aiding in patient triage and diagnosis. In addition, research into the use of conversational agents to support both formal and informal caregivers is limited and could be a productive area to explore, given that previous systematic reviews on the use of digital technology for caregivers of patients with psychosis [92] or dementia [93] have shown positive outcomes.

Our findings show a predominance of text-based conversational agents, with only a few apps using speech as the main mode of communication. Yet, certain populations, such as older people, may be more comfortable interacting via speech, as some individuals may find the dexterity involved with typing on small keypads on smartphones challenging and time consuming. Furthermore, most conversational agents included in our review were app based. Research shows that the use of apps (which need to be downloaded and regularly updated) is often associated with high dropout rates and low utilization [94]. Such disadvantages do not seem to apply to messaging apps such as Facebook Messenger, iMessage, Telegram, WeChat, or WhatsApp, which are already commonly used in the general population. Future research should aim to overcome this limitation brought on by smartphone apps by embedding future health care conversational agents in platforms, which the target population already uses regularly. The advantage of having numerous publishing platform options is the novelty of conversational agents over smartphone apps, and this should be further explored.
A recent systematic review on the effectiveness of ECAs and other conversational agents noted a lack of an established method for evaluating health care conversational agents in health care and a dearth of data on adverse effects [32]. This corresponds to our findings, with most studies being case studies and lacking information on potential adverse effects. Side effects to consider may relate to the content of the conversational agent conversations, which may not be accurate, evidence based, or suitable for the specific circumstance. For example, if a mental health conversational agent user has suicidal tendencies, the conversational agent may not be best equipped to handle such a situation and may provide inappropriate advice, leaving the user at fatal risk. Additional unwanted effects could arise from the black box effect associated with the use of machine learning–based conversational agents, whereby their suggestions are somewhat unpredictable [95]. Furthermore, conversational agents allowing for free text input may lead to significant privacy concerns, especially for vulnerable populations, as individuals can share private and sensitive data in conversations [96]. There is a need for stringent certification from a regulatory board in cases where conversational agents are given roles akin to health care professionals.

The health care sectors for conversational agent application identified in the review were generally very broad, with references to only a few specialties including mental health [97], neurodegeneration [62], metabolic medicine (obesity [47] and diabetes [70,79]), and sexual health [68]. Future applications could expand toward other health care fields where evidence has suggested potential for digital health interventions such as dermatology [98], primary care [99], geriatrics [100], and oncology [101].

There is also a need for more geographically diverse research. Although our review identified 12 articles with a geographical focus in Asia, the evidence stemming from middle-income countries was scarce, and there were no studies from a low-income country. However, digital health initiatives are becoming more common in developing countries, often with a different, context-specific scope, such as ensuring access to health care using social media [102]. To ensure safe and effective use of solutions developed in HIC settings, there is a need for more research to corroborate the safety, effectiveness, and acceptability of these agents in LMICs too. Furthermore, it is important to explore the integration of conversational agents into the existing health systems and services. A hybrid system, where digital technology supplements health care services, is increasingly seen as the optimal solution [103]. This mirrors our acknowledgment that conversational agents will be most advantageous in supporting rather than substituting health care professionals. In most studies, conversational agents were developed and presented independently, unsupported by humans, and separate from the existing health care delivery models, which may prove unsustainable in the long run. Future research should consider evaluating hybrid systems encompassing conversational agents in their health care delivery, as reported in some of the included studies where conversational agents were complemented by frequent meetings and phone calls with the physicians.

Although the studies reported accuracy, efficacy, effectiveness, and acceptability as outcomes, there were no measurements of cost, efficiency, or how the solution led to improved productivity when used instead of or to augment the work of a health professional. Therefore, it was not possible to ascertain whether the solutions developed were cost-effective compared with alternative approaches.

Strengths and Limitations
We conducted a comprehensive literature search of multiple databases, including gray literature sources. We prioritized sensitivity over specificity in our search strategy to capture a holistic representation of conversational agent usage uptake in health care. However, given the novelty of the field and the employed terminology, some unpublished studies discussed at niche conferences or meetings may have been omitted. Furthermore, although classification of the themes of our conversational agents was based on thorough analysis, team discussions, and consensus, it might not be all inclusive and may require further development with the advent of new conversational agents. In addition, although some conversational agents belong to more than 1 theme, we mostly classified them based on the dominant mode of application for the sake of clarity. Finally, we excluded articles with poorly reported data on chatbot assessments; therefore, we may have missed some health care conversational agents (Multimedia Appendix 5 [36,97,104-188]). We decided to exclude these because they did not appear to contribute anything additional or noteworthy to our review. The personality traits presented were guided by a reference paper on chatbot personality assignment [43] and also a condensation of descriptive terms from several articles. The lack of depth and breadth in the description of the content and development of many conversational agents led us to organically develop a framework for this paper. This framework is, therefore, still exploratory and adapted to suit the purposes of this review and may well be explored and further refined with more in-depth analysis such as previously published frameworks [189].

Conclusions
Conversational agents are an up-and-coming form of technology to be used in health care, which has yet to be robustly assessed. Most conversational agents reported in the literature to date are text based, machine learning driven, and mobile app delivered. Future research should focus on assessing the feasibility, acceptability, safety, and effectiveness of diverse conversational agent formats aligned with the target population’s needs and preferences. There is also a need for clearer guidance on health care–related conversational agents’ development and evaluation and further exploration on the role of conversational agents within existing health systems.
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Abstract

Background: Blended learning, which combines face-to-face learning and e-learning, has grown rapidly to be commonly used in education. Nevertheless, the effectiveness of this learning approach has not been completely quantitatively synthesized and evaluated using knowledge outcomes in health education.

Objective: The aim of this study was to assess the effectiveness of blended learning compared to that of traditional learning in health education.

Methods: We performed a systematic review of blended learning in health education in MEDLINE from January 1990 to July 2019. We independently selected studies, extracted data, assessed risk of bias, and compared overall blended learning versus traditional learning, offline blended learning versus traditional learning, online blended learning versus traditional learning, digital blended learning versus traditional learning, computer-aided instruction blended learning versus traditional learning, and virtual patient blended learning versus traditional learning. All pooled analyses were based on random-effect models, and the I² statistic was used to quantify heterogeneity across studies.

Results: A total of 56 studies (N=9943 participants) assessing several types of learning support in blended learning met our inclusion criteria; 3 studies investigated offline support, 7 studies investigated digital support, 34 studies investigated online support, 8 studies investigated computer-assisted instruction support, and 5 studies used virtual patient support for blended learning. The pooled analysis comparing all blended learning to traditional learning showed significantly better knowledge outcomes for blended learning (standardized mean difference 1.07, 95% CI 0.85 to 1.28, I²=94.3%). Similar results were observed for online (standardized mean difference 0.73, 95% CI 0.60 to 0.86, I²=94.9%), computer-assisted instruction (standardized mean difference 1.13, 95% CI 0.47 to 1.79, I²=78.0%), and virtual patient (standardized mean difference 0.62, 95% CI 0.18 to 1.06, I²=78.4%) learning support, but results for offline learning support (standardized mean difference 0.08, 95% CI –0.63 to 0.79, I²=87.9%) and digital learning support (standardized mean difference 0.04, 95% CI –0.45 to 0.52, I²=93.4%) were not significant.

Conclusions: From this review, blended learning demonstrated consistently better effects on knowledge outcomes when compared with traditional learning in health education. Further studies are needed to confirm these results and to explore the utility of different design variants of blended learning.

(J Med Internet Res 2020;22(8):e16504) doi:10.2196/16504
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Introduction

Background

New types of learning, such as e-learning, have become popular in medical education [1,2] since the emergence of the internet [2]. These new models allow learning to transcend boundaries of space and time; they improve collaborative and individualized learning effectiveness and are more convenient [3-5]. Nevertheless, e-learning presents some disadvantages, including high cost multimedia materials, high costs for platform maintenance, and often user training is required. In parallel, traditional learning presents several limitations, including requiring the physical presence of students and teachers at a specific time and place [6].

Blended learning is characterized by the combination of traditional face-to-face learning and asynchronous or synchronous e-learning [7]. Blended learning is a promising alternative for medical education because of its advantages over traditional learning. In academia, this learning format has had a rapid growth and is now widely used [8].

Increased research on blended learning has been reported since the 1990s [9-11]. Synthesis of these studies may inform students and teachers on the effectiveness of blended learning [12]. Previous systematic reviews have reported that blended learning has the potential to improve clinical training among medical students [13] and undergraduate nursing education [14]. In parallel, many reviews have summarized the potential of blended learning in medical education [15,16]. A meta-analysis [12] showed that blended learning was more effective than nonblended learning but with a high level of heterogeneity.

Nevertheless, these reviews were limited to only some areas of health education, and few have used quantitative synthesis in the evaluation of the effectiveness of blended learning; therefore, the purpose of this study was to quantitatively synthesize the studies that evaluated the efficacy (using knowledge outcomes) of blended learning for health education (with students, postgraduate trainees, or practitioners).

Objective

The objective of this review was to evaluate the effectiveness of blended learning for health education on knowledge outcomes assessed with subjective (eg, learner self-report) or objective evaluations (eg, multiple-choice question knowledge test) of learners’ factual or conceptual understanding of the course in studies where blended learning was compared with traditional learning.

Methods

Comparison Categories and Definitions

Blended learning was compared with traditional learning, overall, and after stratification by type of learning support, the following comparisons were made: offline blended learning versus traditional learning, online blended learning versus traditional learning, digital blended learning versus traditional learning, computer-aided instruction blended learning versus traditional learning, and virtual patient blended learning versus traditional learning.

Offline learning was defined as the use of personal computers or laptops to assist in delivering stand-alone multimedia materials without the need for internet or local area network connections [17]. These could be supplemented by videoconferences, emails, and audio-visual learning materials kept in either magnetic storage (CD-ROM, floppy disk, flash memory, multimedia cards, external hard disks) as long as the learning activities did not rely on this connection [18].

Online support was defined as all online materials used in learning courses.

Digital education was a broad construct describing a wide range of teaching and learning strategies that were exclusively based on the use of electronic media and devices as training, communication, and interactions tools [19]. These aspects could pertain to educational approaches, concepts, methods, or technologies. Moreover, these concepts facilitated remote learning, which could help address the shortage of health professionals in settings with limited resources by reducing the time constraints and geographic barriers to training.

Computer-assisted instruction was defined as the use of interactive CD-ROM, multimedia software, or audio-visual material to augment instruction including multimedia presentations, live synchronous virtual sessions offered via a web-based learning platform, presentations with audio-visuals, and synchronous or asynchronous discussion forums to enhance participation and increase engagement [20,21].

Virtual patients were defined as interactive computers adding material to augment instruction including multimedia presentations, live synchronous virtual sessions offered via a web-based learning platform, presentations with audio-visuals, and synchronous or asynchronous discussion forums to enhance participation and increase engagement [20,21].

Virtual patients were defined as interactive computers simulations of real-life clinical scenarios for health professional training, education, or assessment. This broad definition encompassed a variety of systems that used different technologies and addressed various learning needs [22].

Traditional learning, in this paper, was used to describe all nonblended learning such as nondigital and not online, but also only online, only e-learning, or other single support educational methods (lectures, face-to-face, reading exercises, group discussion in classroom).

Reporting Standards

We conducted and reported our study according to PRISMA guidelines [23] and Cochrane systematic review guidelines [24].

Eligibility Criteria

Inclusion criteria for studies were based on the PICOS (population, intervention, comparison, outcome, and study design) framework.

Studies were included if they were conducted among health learners, used a blended learning intervention in the experimental group, involved a comparison of blended learning with traditional learning, included quantitative outcomes with respect to knowledge assessed with either subjective or objective evaluations, and were randomized controlled trials or nonrandomized studies (which are widely used in health education). Only studies published in English were included.
Data Sources
To identify relevant studies, we conducted a search of citations published in MEDLINE between January 1990 and July 2019. Key search terms included delivery concepts (blended, hybrid, integrated, computer-aided, computer assisted, virtual patient, learning, training, education, instruction, teaching, course), participant characteristics (physician, medic*, nurs*, pharmac*, dent*, health*), and study design concepts (compar*, trial*, evaluat*, assess*, effect*, pretest*, pre-test, posttest*, post-test, preintervention, pre-intervention, postintervention, post-intervention). Asterisks were used as a truncation symbol for searching. Multimedia Appendix 1 describes the complete research strategy.

Study Selection
Using the eligibility criteria, AV and ES independently screened all articles and abstracts and reviewed the full text of potentially eligible abstracts.

Data Extraction
AV and ES independently extracted relevant characteristics related to participants, intervention, comparators, outcome measures, and results from the studies that were found to be eligible using a standard data collection form. Any disagreements were resolved through discussion with a third research team member until agreement was reached.

Risk of Bias Assessment
During the data extraction process, researchers independently assessed the risk of bias for each study using the Cochrane Collaboration’s risk of bias tool [25]. Evaluation criteria included the following: random sequence generation, allocation concealment, blinding of students and personnel, blinding of outcome assessment, incomplete outcome data, selective reporting, or other which included publication bias. Forest plots were created to display the meta-analysis findings. To explore publication bias, funnel plots were created and Begg tests were performed (statistically significant if \( p < .05 \)). To explore potential sources of heterogeneity, multiple meta-regression and subgroup analyses based on the study design were performed. Sensitivity analyses to test the robustness of findings were also performed.

Results
Study Selection
The search strategy identified 3389 articles from MEDLINE. After scanning the titles and abstracts, 93 articles were found to be potentially eligible, and their full texts were read for further assessment. Of these, 56 articles were included [9-11,22,27-78] (Figure 1). All articles that were included had been published in peer-reviewed journal.

![Figure 1. Study flow diagram.](https://www.jmir.org/2020/8/e16504)
Type of Participants
In the 56 articles, 9943 participants were included. In 30 out of 56 participant subgroups, participants were from the field of medicine [11,31-34,36,38,39,41,43,44,46-50,53,64-67,69-74, 76,78,79]. The participant subgroups from fields other than medicine were as follows: 16 studies in nursing [9,10,12,27,29,35,37,40,51,52,57,58,61-63,75], 1 in pharmacy [37], 3 in physiotherapy [12,30,45], 5 in dentistry [10,42, 54,55,59], and 4 interprofessional education [56,60,68,77].

Of the 56 studies, 47 were conducted in high-income countries: 14 were from the United States [9,10,29,31,36,38,43,50, 53,55,59,61,73], 2 from Canada [47,58], 5 from Germany [39,41,46,57,76], 3 from the United Kingdom [42,56,75], 3 from Spain [30,45,48], 1 from France [74], 1 from Greece [34], 1 from Sweden [67], 1 from the Netherlands [37], 1 from Korea [40], 1 from Poland [79], 1 from Serbia [70], 1 from Croatia [64], 1 from Turkey [32], 2 from Taiwan [28,51], 1 from Japan [69], and 7 from Australia [44,49,63,65,66,68,78]. Of the 56 studies, 9 studies were conducted in low- or middle-income countries: 2 from Thailand [52,62], 1 from China [77], 1 from Malaysia [72], 2 from Iran [27,71], 1 from Jordan [35], 1 from South Africa [11], and 1 from Uruguay [60].

The technical characteristics of the blended learning systems, topics of educational content, applied design methods, and other information on the validity of outcome measurements can be found in Multimedia Appendix 1.

Effects of Interventions
Blended Learning Versus Traditional Learning
The pooled effect size reflected a significantly large effect on knowledge outcome (standard mean difference 1.07, 95% CI 0.85 to 1.28, \( z = 9.72 \), \( n = 9943 \), \( P < .001 \)). A significant heterogeneity was observed among studies (\( I^2 = 94.3\% \)). Figure 2 shows details of the main analysis. The test of asymmetry funnel plot (Figure 3) indicated publication bias among studies (Begg test \( P = .01 \)). The trim and fill method indicated that the effect size changed to 0.41 (95% CI 0.16 to 0.66, \( P < .001 \)) after adjusting for publication bias, which suggested that blended learning was more effective than traditional learning.
Figure 2. Forest plot of blended learning to traditional learning comparison for knowledge outcomes. df: degree of freedom; CI: confidence interval; SMD: standard mean difference.
Offline Blended Learning Versus Traditional Learning

Of the 3 studies [27-29] comparing offline blended learning to traditional learning, in 2 studies [27,28], the groups with blended resources scored better than their corresponding control groups with significant positive standard mean differences. The other study did not show a statistically significant difference in knowledge outcome (standard mean difference 0.08, 95% CI –0.63 to 0.79) [29]. The pooled effect for knowledge outcomes suggested no significant effects from offline blended learning over traditional education alone (standard mean difference 0.67, 95% CI –0.50 to 1.84, $I^2=87.9\%$, n=327) (Figure 4).

Online Blended Learning Versus Traditional Learning

In studies comparing online blended learning to traditional learning, 26 [34-37,39-41,43,46,50,53-55,58,60,64,69-72,74,75,77,78] of the 41 studies [34-47,50,51,53-55,57,58,60,62,64,68-72,74,75,77,78] showed that groups with blended learning had better scores than those of their corresponding control groups. The pooled effect for knowledge outcomes was a standard mean difference of 0.73 (95% CI 0.60 to 0.86, n=6976) (Figure 5). There was a substantial amount of heterogeneity in the pooled analysis ($I^2=94.9\%$).
Figure 5. Forest plot of online blended learning to traditional learning comparison for knowledge outcomes. df: degree of freedom; CI: confidence interval; SMD: standard mean difference.

Digital Learning Versus Traditional Learning

Only 3 [32,33,63] of 7 studies [30-33,56,63,76] comparing digital learning to traditional learning presented a better score than the control group. The pooled effect for knowledge outcomes suggested no significant effects between blended and traditional learning (standard mean difference 0.04, 95% CI –0.45 to 0.52, I²=93.4%, n=1093) (Figure 6).

Figure 6. Forest plot of digital blended learning to traditional learning comparison for knowledge outcomes. df: degree of freedom; CI: confidence interval.
Computer-Assisted Instruction Blended Learning Versus Traditional Learning

Of the studies focusing on computer-assisted instruction blended learning, 5 [10,11,48,49,73] of the 8 studies [9-11,38,48,49,52,73] showed significantly higher scores than those of traditional learning. Only 1 study [38] showed a significant negative effect compared to traditional learning (standard mean difference −0.68, 95% CI −1.32 to −0.04). The other studies showed no significant difference [9,52]. The pooled effect for knowledge outcomes suggested a significant improvement of computer-assisted instruction blended with traditional education over traditional education alone (standard mean difference 1.13, 95% CI 0.47 to 1.79, I²=78.0%, n=926) (Figure 7).

Virtual Patient Blended Learning Versus Traditional Learning

In 4 [59,65,66,79] of the 5 studies [59,65-67,79] on knowledge outcomes when using virtual patients as a supplement to traditional learning, the groups with supplementary virtual patient learning support scored better than their corresponding control groups. Only 1 study with virtual patients did not show a statistically significant difference in knowledge outcomes (standard mean difference 0.13, 95% CI −0.30 to 0.56) [67]. The pooled effect for knowledge outcomes suggested significant effects for virtual patient blended learning (standard mean difference 0.62, 95% CI 0.18 to 1.06, I²=78.4%, n=621) (Figure 8).

Sensitivity Analyses

None of the subgroup analyses that were initially planned explained the heterogeneity of the results. Among many analyzed aspects, we considered the differences regarding the efficiency of learning with blended learning between the health professions disciplines. Most of the studies involved students of medicine as participants (30/56, 54%).

When analyzing knowledge outcomes in medicine, nursing, and dentistry, some differences were apparent. The pooled effect of medicine studies showed a standard mean difference of 0.91 (95% CI 0.65 to 1.17, z=6.77, I²=95.8%, n=3418, P<.001) (Figure 9), nursing studies showed a standard mean difference of 0.75 (95% CI 0.26 to 1.24, z=2.99, I²=94.9%, n=1590, P=.008) (Figure 10), and dentistry studies showed a standard mean difference of 0.35 (95% CI 0.17 to 0.53, z=3.78, I²=37.6%, n=1130, P=.001) (Figure 11). Dentistry studies included 3 online blended learning studies (standard mean difference 0.37, 95% CI 0.14 to 0.64, z=2.63, I²=58.3%, n=879), 1 virtual patient learning study, and 1 computer-assisted instruction learning study.

Additional interest was observed for offline blended learning in nursing compared to traditional learning (standard mean difference 1.28, 95% CI 0.25 to 2.31, z=2.43, I²=86.2%, n=249), and in computer-assisted instruction (standard mean difference 0.53, 95% CI 0.17 to 0.90, z=2.84, I²=23.9%, n=174), but not for online blended learning (standard mean difference 0.68, 95% CI −0.07 to 1.45, z=1.76, I²=96.7%, n=1091).

Additional interest was observed for digital blended learning compared to traditional learning in medicine (standard mean difference 0.26, 95% CI 0.07 to 0.45, z=2.71, I²=95.6%, n=417)
in virtual patient (standard mean difference 0.71, 95% CI 0.14 to 1.28, \( z = 2.45, I^2 = 85.8\%, n = 416 \)) [65-67,79], in online (standard mean difference 1.26, 95% CI 0.81 to 1.71, \( z = 5.49, I^2 = 96.1\%, n = 1879 \)) [34,36,38,39,41,43,44,46,47,50,53, 64,69-72,74,78], and in computer-aided-instruction (standard mean difference 2.1, 95% CI 0.68 to 3.44, \( z = 2.91, I^2 = 97.9\%, n = 706 \)) [11,38,48,49,73] suggesting more positive effects of blended learning over traditional learning alone for learning in medicine.

**Figure 9.** Forest plot of blended learning to traditional learning comparison for knowledge outcomes for medical students. df: degree of freedom; CI: confidence interval.

**Figure 10.** Forest plot of blended learning to traditional learning comparison for knowledge outcomes for nurses as students. df: degree of freedom; CI: confidence interval.
**Risk of Bias**

Risk of bias is shown in Figure 12. The risk of bias of evaluators was avoided in several studies by using automated assessment instruments. Thus, we rated the risk as low in 50 of the 56 studies. Nevertheless, it was still unclear whether the instruments had been correctly validated. Attribution bias was within acceptable levels in some studies (low risk in 24 of the 56 studies), but this did not exclude voluntary bias and its influence on the estimated effect. Reporting bias was considered low in 28 of the 56 studies.

We cannot consider allocation bias as a significant problem in this review because, if studies described an adequate randomization method or an unclear description, it was assumed that randomization was unlikely be defective. Performance bias on traditional learning may be a problem, but it is impossible to avoid in this type of research. It is possible to blind participants in blended learning design comparisons, but these studies are still rare in the literature. We cannot reliably estimate publication bias given the high degree of heterogeneity of the included studies.
Discussion

Principal Findings

This meta-analysis provided several findings. First, blended learning had a large consistent positive effect (standard mean difference 1.07, 95% CI 0.85 to 1.28) on knowledge acquisition in comparison to traditional learning in health professions. A possible explanation could be that, compared to traditional learning, blended learning allowed students to review electronic materials as often as necessary and at their own pace, and this likely enhanced learning performance [80]. The trim and fill method showed that the pooled effect size changed to 0.41 (95% CI 0.16 to 0.66), meaning that blended learning remained more effective than traditional learning. The strength of this meta-analysis was that it reinforced previous results [12]; however, a large heterogeneity was observed across the studies.
The participant subgroup analyses partially explained these differences.

The effectiveness of blended learning is complex and dependent on how well the evaluation fits, since it occurs before the implementation of any innovation as well as allowing planners to determine the needs, considering participant characteristics, analyzing contextual matters, and gathering baseline information [81]. Some interventional studies have highlighted the potential of blended learning to increase course completion rates, improve retention, and increase student satisfaction [82]. Nevertheless, comparisons between blended learning environments and the disparity between academic achievement or grade dispersions have been studied; no significant differences were observed [83]. The effectiveness of blended learning may be dependent on student characteristics, design features, and learning outcomes. Learner success is dependent on the ability to cope with technical difficulty, technical skills, and knowledge in computer operations and internet navigation. Thus, the success of blended learning is highly dependent on experience with the internet and computer apps. Some studies have observed that the success of blended learning was largely associated on the capability to participate in blended course. A previous study [84] showed that high motivation among blended learning led to persistence in their courses. Moreover, time management is a crucial effectiveness factor for successful online learning [85].

Second, offline blended learning did not show a positive pooled effect compared to traditional learning; however, 2 of the 3 studies were in nursing. These results were consistent with a previous meta-analysis on offline digital education [86]. Nevertheless, potential benefits of offline education such as unrestrained knowledge transfer and enriched accessibility of health education have previously been suggested [87]. These interventions could be focused on an interactive, associative, and perceptual learning experience by text, images, audio-video, or other components [88,89].

Third, the effect of digital learning on knowledge outcomes presented inconsistent effects according to the group or subgroup analysis. Overall, the 8 digital blended learning studies showed a nonsignificant effect compared to traditional learning whereas in the medicine subgroup, digital learning had a positive effect (standard mean difference 0.26, 95% CI 0.07 to 0.45). Previous studies [18,90] have shown similar results. Nevertheless, George et al [18] showed the effectiveness of digital learning for undergraduate health professionals compared to traditional learning.

Fourth, in the 10 studies related to computer-assisted instruction, we observed a significant difference in knowledge acquisition outcomes. Furthermore, the difference was higher in the medicine subgroup. This finding must be interpreted with caution because of the high level of heterogeneity (all computer-assisted instruction: $I^2=78.0\%$; medicine computer-assisted instruction: $I^2=97.9\%$). Previous studies showed that computer-assisted instruction was equally as effective as traditional learning [91]. Nevertheless, the results of these studies also had high levels of heterogeneity and require cautious interpretation. We believe that a comparative approach focusing on the differences in intervention design, sample characteristics, and context of learning is needed to better understand the effectiveness of computer-assisted instruction. Computer-assisted instruction could be perceived negatively by some students and impact outcomes.

Fifth, the participants in Al-Riyami et al’s study [92] reported difficulties accessing the course because of network difficulties with university’s server and internet; therefore, the asynchronous features of the discussion boards were not used to their full potential in this study. Both problems could have emerged regardless of the online course. In traditional learning, students may choose not to engage in discussions, and internet connectivity issues can happen anywhere. This supports the contention above that local conditions, rather than a general effect, may render one or the other mode of instruction preferable to the other.

Sixth, virtual patient blended learning had an overall positive pooled effect when compared to traditional learning on knowledge outcomes; this was also found in a similar meta-analysis [93]. Our observations also supplement the evidence in previous reviews [94,95] which included studies since 2010. Nevertheless, virtual patient simulations predominantly affect skill rather than knowledge outcomes. This could explain the low number of studies and the low added value of virtual patient in comparison to traditional learning. Virtual patients have greater impact in skills training, in applying problem solving, and when direct patient contact is not possible [93]. As proposed by Cook and Triola [96], virtual patients can be said to be a modality for learning in which learners actively use and train their clinical reasoning and critical thinking abilities before bedside learning [96]. Nevertheless, some exceptions can be noted. A need for more guidance within virtual patient simulations may appear in studies with different instructional methods where narrative virtual patient design was better than more autonomous problem-oriented designs [97]. Feedback given by humans in a virtual patient system was better than an animated backstory in increasing empathy [98], but no feedback had no more positive result on the outcomes than learning from a virtual patient scenario [99]. This reminds us that presenting realistic patient scenarios with a great degree of freedom may not be an excuse for neglecting guidance in relation to learning objectives [100].

**Strengths and Limitations**

This meta-analysis had numerous strengths. An evaluation of the effectiveness of blended learning for health professions is timely and very important for both health educators and learners. We intentionally kept our scope broad in terms of learning topic and included all studies with learners from health professions. The samples used in this study consisted in various health professionals (in medicine, nursing, dentistry, and others) across a wide variety of health care disciplines. Although, these observations could explain the high level of heterogeneity, we found moderate or large effects for the pooled effects sizes of almost all subgroup analyses exploring variations in participant types. Thus, these results could suggest that health care learning should use blended learning in several and various disciplines of health learning.
However, some limitations must be considered. The systematic literature search encompassed one database (MEDLINE) with few exclusion criteria. The quality of the analyses was dependent on the quality of data from the included studies. Although the standard deviation of some interventions was not available due to poor reporting, we used the average standard deviation of the other studies and imputed effect sizes with concomitant potential for error. Results of subgroup analyses should be interpreted with caution because of the absence of a priori hypotheses in some cases, such as study design, country socioeconomic status, and outcome assessment. In addition, since variability of study interventions, assessment instruments, circumstances were not assessed and could be potential sources of heterogeneity, this should also be cause for cautious interpretation of results. Finally, publication bias was also found.

Conclusions
This study has implications for research on blended learning in health professions. Even though conclusions could be weakened by heterogeneity across studies, the results of this synthesis reinforced that blended learning may have a positive effect on knowledge acquisition related to health professions. Blended learning could be promising and worthwhile for further application in health professions. The difference in effects across subgroup analyses of health population indicated that different methods of conducting blended courses could demonstrate differing effectiveness. Therefore, researchers and educators should pay attention to how to implement a blended course effectively. This question may be answered successfully through studies directly comparing different blended instructional methods.
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Abstract

Background: Mass media campaigns for public health are increasingly using digital media platforms, such as web-based advertising and social media; however, there is a lack of evidence on how to best use these digital platforms for public health campaigns. To generate this evidence, appropriate campaign evaluations are needed, but with the proliferation of digital media–related metrics, there is no clear consensus on which evaluation metrics should be used. Public health campaigns are diverse in nature, so to facilitate analysis, this review has selected tobacco control campaigns as the scope of the study.

Objective: This literature review aimed to examine how tobacco control campaigns that use traditional and digital media platforms have been evaluated.

Methods: Medicine and science databases (Medical Literature Analysis and Retrieval System Online [MEDLINE], EMBASE, PsycINFO, Cumulative Index to Nursing and Allied Health Literature [CINAHL], and Scopus), and a marketing case study database (World Advertising Research Center) were searched for articles published between 2013 and 2018. Two authors established the eligibility criteria and reviewed articles for inclusion. Individual campaigns were identified from the articles, and information on campaigns and their evaluations were supplemented with searches on Google, Google Scholar, and social media platforms. Data about campaign evaluations were tabulated and mapped to a conceptual framework.

Results: In total, 17 campaigns were included in this review, with evaluations reported on by 51 articles, 17 marketing reports, and 4 grey literature reports. Most campaigns were from English-speaking countries, with behavioral change as the primary objective. In the process evaluations, a wide range of metrics were used to assess the reach of digital campaign activities, making comparison between campaigns difficult. Every campaign in the review, except one, reported some type of engagement impact measure, with website visits being the most commonly reported metric (11 of the 17 campaigns). Other commonly reported evaluation measures identified in this review include engagement on social media, changes in attitudes, and number of people contacting smoking cessation services. Of note, only 7 of the 17 campaigns attempted to measure media platform attribution, for example, by asking participants where they recalled seeing the campaign or using unique website tracking codes for ads on different media platforms.

Conclusions: One of the key findings of this review is the numerous and diverse range of measures and metrics used in tobacco control campaign evaluations. To address this issue, we propose principles to guide the selection of digital media–related metrics for campaign evaluations, and also outline a conceptual framework to provide a coherent organization to the diverse range of metrics. Future research is needed to specifically investigate whether engagement metrics are associated with desired campaign outcomes, to determine whether reporting of engagement metrics is meaningful in campaign evaluations.

(J Med Internet Res 2020;22(8):e17432) doi:10.2196/17432
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Introduction

Background

By 2019, advertising on the internet made up over half of all media spending in 8 countries, including the United Kingdom, China, the United States, and Australia [1]. The growing trend toward digital advertising has extended into public health mass media campaigns, with the majority of these campaigns now using digital media platforms, such as web advertising and social media, in addition to traditional media platforms [2].

Despite the increasing popularity of digital media use, there is a lack of robust evidence on how best to use digital platforms for public health campaigns, including questions around which platforms, or combinations of platforms, are most effective for driving behavioral change [3]. Developing a body of evidence in this area is vital to ensure public health campaigns are effective, that they reach intended audiences, and that there is appropriate investment of resources.

To generate this evidence, appropriate evaluations of campaigns are needed. With the proliferation of digital media platforms, metrics such as likes, engagements, impressions, and click-through rates have become commonplace in evaluations [3-8]. Despite the prevalence of their use, their meaning in public health is not completely understood, and there are currently no clear guidelines on which, if any, of these metrics are relevant for public health campaign evaluations. This situation will continue to become a greater challenge, as the continual emergence of new platforms, such as the recent popularity of Tik Tok (ByteDance) [9], leads to an ever-increasing number of digital evaluation metrics. In addition, the growing number of digital media platforms means that campaigns can use multiple media platforms, creating the additional challenge for practitioners to understand which platform, or combination of platforms, should be used for public health campaigns.

Given varied objectives, strategies, and activities of public health campaigns, this review focuses on campaigns relating only to tobacco control to facilitate comparison. Today, some tobacco control campaigns are among the most advanced public health campaigns in terms of funding, strategy, and evaluation, and have a large underpinning evidence base that describes effective campaigns [10]. Despite this, there is limited evidence on what constitutes effective digital media use in tobacco control campaigns, with the US Center for Disease Control and Prevention’s Best Practices for Comprehensive Tobacco Control Programs acknowledging that there is insufficient evidence to make any recommendations on how to best use digital media channels [11]. This gap in knowledge is the background for this review.

Objectives

This paper examines how tobacco control campaigns that use traditional and digital media platforms have been evaluated in the published literature. A better understanding of how to evaluate these campaigns will enable practitioners and researchers to develop greater insight into how to effectively use digital media platforms for tobacco control campaigns, and more widely, for public health campaigns.

Methods

Data Collection

Data were collected through 3 search approaches: (1) in medicine and science journal databases, (2) in a marketing case studies database, and (3) through internet searches for grey literature, campaign websites, and social media sites.

For medicine and science journals, a search was conducted using the Medical Literature Analysis and Retrieval System Online (MEDLINE) via OvidSP (Wolters Kluwer Health), EMBASE via OvidSP, PsycINFO via OvidSP, and Cumulative Index to Nursing and Allied Health Literature (CINAHL; EBSCO) and Scopus (Elsevier). The search strategy used the following terms: (smok*.mp OR tobacco/) AND (campaign.mp OR mass media.mp) AND (digital.mp OR online.mp). Search results were limited to articles in English and published in the last 5 years (2013-2018). This timeframe was selected to ensure the relevance of this review because of the fast-changing nature of digital platforms and their usage patterns.

The review was supplemented with a search of the marketing database WARC (World Advertising Research Center). For this search, the keyword terms were smoking OR tobacco, with results limited to the last 5 years, within the Non-profit, public sector, and education database category.

Subsequently, the reference lists of included articles and systematic reviews identified in the literature search were reviewed for additional relevant references.

The first stage of this review involved 2 authors (LC and BH) independently reviewing the same subset (25%) of all identified database search results to establish and test the eligibility criteria (see Multimedia Appendix 1). One author (LC) then reviewed the remaining search results against the criteria to identify literature that warranted full-text review. The same 2 authors then independently reviewed all full-text articles against the eligibility criteria.

Campaign Identification

The second stage of the literature review involved the identification of individual campaigns from the included articles (see Figure 1). Each identified campaign was searched on both Google Scholar and Google for evaluation reports, press releases, or other evaluation materials. Campaign websites and social media pages were also searched and examined. Based on these multiple sources, campaigns were assessed for inclusion in the review against the eligibility criteria (see Multimedia Appendix 1). One author (LC) conducted the additional searches and performed the initial assessment against the eligibility criteria. Two authors (BH and BF) independently reviewed any unresolved campaigns.
Data Extraction

All articles identified throughout the data collection process were recorded using Endnote (Version X8, Clarivate Analytics). Information from multiple sources was then tabulated by campaign to provide a complete picture of the evaluation measures and methods used by each campaign. To provide context for the evaluations, data on each campaign’s objectives, target audience, and details of media usage (both paid and unpaid) were also collected.

Data Analysis

To summarize evaluation measures used by different campaigns, data were mapped to a conceptual framework (Table 1). This framework includes evaluation metrics that were commonly reported for the digital components of campaigns, alongside measures that have conventionally been used in campaign
The conceptual framework is based on the different levels of evaluation—process, impact, and outcome. Building on other campaign evaluation models [12,13], this framework incorporates several levels of impact evaluation: measures of campaign awareness, engagement, priming steps, and trialing behaviors (Table 1). Actions within each level of evaluation are not necessarily equal in value to the overall campaign outcome but are grouped together based on the nature of the action. Information on whether and how campaigns measured which media platforms contributed to outcomes was also collected. Formative, precampaign, and message development evaluations were not included in this review.

Table 1. Conceptual framework of campaign evaluation metrics and measures

<table>
<thead>
<tr>
<th>Process evaluation</th>
<th>Impact evaluation</th>
<th>Proximal impact I: Priming steps of behaviors</th>
<th>Proximal impact II: Initial trialing behaviors and antecedents of behaviors</th>
<th>Distal impact: Trialing behaviors</th>
<th>Outcome evaluation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Awareness</td>
<td>Engagement</td>
<td></td>
<td>Knowledge and beliefs</td>
<td>Contact smoking cessation service or registrations to service</td>
<td>Sustained quit attempts</td>
</tr>
<tr>
<td>Delivery of</td>
<td></td>
<td></td>
<td>Attitudes: about smoking, tobacco industry, etc</td>
<td>Quit attempts</td>
<td>Population smoking prevalence rates</td>
</tr>
<tr>
<td>Delivery of</td>
<td></td>
<td></td>
<td>Attention: intention to quit</td>
<td></td>
<td>(For nonsmokers): Conversation with family or friend about smoking cessation</td>
</tr>
<tr>
<td>Television ads</td>
<td></td>
<td></td>
<td>Information-seeking action offline</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Target Audience</td>
<td></td>
<td></td>
<td>(spoke with health care provider)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rating Points [TARPs] or Gross Rating Points [GRPs])</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Digital video ads</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| (digital GRPs or impressions or video views) &nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&nbsp;&n

aAll italics indicate metrics and measures that relate to digital media platforms.

bIn this review, media channel attribution and campaign responses were measured through both digital platform evaluation methods and traditional evaluation methods.

Results

Study Selection

The medicine or science database searches identified 336 articles. After removal of duplicates, 208 articles were screened. This identified 49 articles for full-text review, and subsequently 24 articles were included in this review. The marketing database search identified 73 reports, and after review, 26 were included. From hand-searching references of the included articles, 30 additional articles were identified for this review (see Figure 1).

Campaign Selection

After further searches for more information about the identified campaigns in grey literature reports, campaign websites and social media pages, 6 campaigns were excluded for the following reasons: insufficient information about the campaign, insufficient information about the digital aspects of the campaign, lack of evaluation data, campaign related to e-cigarettes, and intervention assessed as not primarily a campaign. As a result, 17 campaigns were included in this review, reported on by 51 peer-reviewed articles and 22 marketing reports. However, 5 of the marketing reports provided contextual campaign information but did not contain unique evaluation data. Therefore, the analysis of evaluations of the 17 campaigns was based on 51 peer-reviewed articles, 17 marketing reports, and 4 grey literature evaluation reports.

Of the 17 identified campaigns, 7 were only located in marketing reports and grey literature, highlighting the benefit of using these additional sources of information for this review. Of the 51 peer-reviewed articles included in this review, 29 reported on the Tips from Former Smokers campaign, 7 reported on the Truth FinishIt campaign, and 7 reported on The Real Cost campaign.

Campaign Characteristics

Most campaigns were from high-income, English-speaking countries, with 6 from the United States, 4 from Canada, 3 from Australia, and 2 from the United Kingdom. In all, 13 of the 17 campaigns had a primary objective of behavioral change, 2 were...
awareness-raising campaigns, and 2 were campaigns aimed at changing social norms.

**Campaign Evaluation Measures**

The types of evaluation measures used for campaigns are summarized in Tables 2 and 3.

### Table 2. Reported evaluation measures in behavioral change campaigns.

<table>
<thead>
<tr>
<th>Campaign</th>
<th>Process</th>
<th>Awareness</th>
<th>Proximal impact: engagement</th>
<th>Proximal impact: priming steps</th>
<th>Distal impact</th>
<th>Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tips from Former Smokers</td>
<td>✓✓✓✓✓✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Stop before the suffering starts</td>
<td>✓✓✓✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Stoptober</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>The Real Cost</td>
<td>✓✓✓✓</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>Be a Failure</td>
<td>✓✓✓</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>16 cancers</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>SmokeFree Teen</td>
<td>✓✓✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Fingerband campaign</td>
<td>✓✓✓✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Break it Off</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Keep Trying</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>No judgments. Just help</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Personal Testimonies</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>The Smoking Kid</td>
<td>✓✓✓✓✓</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>✓</td>
<td>—</td>
</tr>
</tbody>
</table>

*No data was available on these evaluation measures.

### Table 3. Reported evaluation measures in awareness raising and social norm change campaigns.

<table>
<thead>
<tr>
<th>Campaign</th>
<th>Process</th>
<th>Awareness</th>
<th>Proximal impact: engagement</th>
<th>Proximal impact: priming steps</th>
<th>Distal impact or outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Truth FinishIt</td>
<td>✓✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>The Facts Now</td>
<td>✓✓✓</td>
<td>—</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>Take it right outside</td>
<td>—</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
<td>✓</td>
</tr>
<tr>
<td>Quit the Denial</td>
<td>✓✓✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
</tr>
</tbody>
</table>

*No data was available on these evaluation measures.

### Process Evaluation Measures

The conceptual framework as described in Table 1 emphasizes quantitative measures for process evaluations of campaigns. Of the 10 campaigns in this review that had a television advertising component, 4 reported the number of target audience rating points (TARPs) or gross rating points (GRPs) [14-23], which are both measures of reach, describing the estimated percentage of the population that viewed the ad.

The majority of campaigns (8/10) using digital videos reported a metric about the reach of the digital video [8,15,19,24-32]. The reach of digital videos was reported using a variety of metrics, including digital TARPs (the equivalent of TARPs for content delivered on a digital platform) [33], impressions (the number of times the content was delivered) [33], exposures (opportunities for the content to be seen) [34], or video views.

The reach of web banner ads was reported as impressions or exposures by 2 campaigns [8,24], and digital impressions by 1 campaign, but it was not clear whether this was for static banner ads and/or digital video ads (Truth FinishIt) [35]. One campaign reported measuring banner ad reach but did not report the result (Be a Failure) [36].

### Campaign Awareness Measures

In all, 7 campaigns evaluated whether people recalled (ie, without prompting with campaign material) or recognized (after being shown campaign material) the campaign, which was primarily measured through sampled surveys or interviews [14,15,19,23,26,35,37-54]. A total of 7 campaigns reported evaluations on the audience’s response to the campaign, such as perceived effectiveness of the campaign or emotional reaction to the campaign. This was evaluated through surveys or interviews or content analysis of social media comments [14,15,25,30,36,51,53-58].

### Proximal Impact Evaluation Measures I: Engagement

Proximal impact measures of engagement, such as the number of visits to a website or ad click-through rates (the percentage of times an ad is clicked) [33], represent intermediary steps...
between exposure to a campaign and the desired outcomes of a campaign (see Table 1).

All but one campaign in this review reported at least one proximal impact measure of engagement. Of all the evaluation measures identified in this review, campaign website visits was the most commonly reported measure (11/17 campaigns) [8,20,24,27,36,37,59-66]. Engagement on social media—broadly encompassing numbers of likes, shares, comments, or followers on any social media platform—was reported for 8 campaigns [8,25-27,29,30,32,35,52,60]. Two of these campaigns used aggregated metrics of engagement (social media engagement rate in The Real Cost, and social media conversation in Quit the Denial) [26,29].

The number of times an ad was clicked or the click-through rate were only reported in 2 of the 11 campaigns that used web static banner ads (SmokeFree Teen and Tips from Former Smokers) [8,24]. In all, 5 campaigns reported on whether people exposed to the campaign took an intermediary action of seeking more information about the issue on the internet [14,24,26,36,67,68]. This was either measured through survey questions or through analyzing campaign keyword search trends on search engines (Tips from Former Smokers and Stoptober) [67,68].

A total of 5 campaigns used other digital media–based measures as part of the evaluation of proximal impact. These included measuring mobile phone app downloads [8,14,60,63], sign ups to the campaign [32], views of email marketing messages [69], and campaign resource downloads [63].

Proximal Impact Evaluation Measures II: Priming Steps

In all, 3 of the 17 campaigns measured knowledge-related outcomes, such as about the health-related harms of smoking or of second-hand smoke [26,40,46,50,70]. A total of 8 campaigns measured attitudes related to smoking, the tobacco industry, and the quitting process [14,23,26,36,39,40,42,43,45,46,51-54,64,67,70,71]. Overall, 8 campaigns specifically measured attitudes around intention to quit smoking [14,21,26,36,39,45,47,48,50,53,60,63]. Changes in knowledge and attitudes were measured by surveys or interviews. In addition, 3 campaigns identified whether people had spoken to a health care professional for more information on quitting [14,26,36].

Distal Impact Evaluation Measures: Trialling Behaviors

The number of people contacting smoking cessation services was reported in 9 of the 13 behavioral change campaigns [8,14,18,22,28,37,59,61,65-67,72,73]. In all, 6 campaigns evaluated the number of people making quit attempts [14,17,21,40,44,46,47,50,60,63,67,72,74,75].

Outcome Evaluation Measures

Finally, 4 campaigns evaluated the number of people with sustained quit attempts [44,47,60,63,72,76]. The Real Cost, which aimed to reduce smoking initiation rates in young people, evaluated smoking initiation behavior [41]. Tips from Former Smokers, which had nonsmokers as a secondary target audience, also measured the number of nonsmokers who had initiated conversations about smoking cessation with friends or family [44,50]. These outcomes were all measured by surveys or interviews. In addition, 2 campaigns (Fingerband Campaign and The Facts Now) used population smoking prevalence rates [25,27], and 1 campaign (Stoptober) measured cigarette sale volumes as part of the outcome evaluation [67].

Media Platform Attribution

In all, 7 campaigns attempted to measure media platform attribution, that is, where the audience was exposed to the campaign [8,14,19,35,37,38,40,44,59]. A total of 4 campaigns used surveys or interviews to ask participants where they recalled seeing the campaign (Stop before the suffering starts, Tips from Former Smokers, Take it right outside, and Truth FinishIt) [14,19,35,40,44]. 2 campaigns used correlations between timings of campaign outcome events with waves of the campaign that used different media formats (16 Cancers and Personal Testimonies) [37,59], and 1 campaign used unique website tracking codes for ads shown on different media formats (SmokeFree Teen) [8].

Discussion

So Many Metrics, Which Ones to Use?

This review found that there is a wide range of metrics used in tobacco control campaign evaluations, as a consequence of the diversity of media platforms and activities employed by campaigns (see Multimedia Appendix 2). This review found that there is a wide range of metrics used in tobacco control campaign evaluations, as a consequence of the diversity of media platforms and activities employed by campaigns (see Multimedia Appendix 2). This review found that there is a wide range of metrics used in tobacco control campaign evaluations, as a consequence of the diversity of media platforms and activities employed by campaigns (see Multimedia Appendix 2). This review found that there is a wide range of metrics used in tobacco control campaign evaluations, as a consequence of the diversity of media platforms and activities employed by campaigns (see Multimedia Appendix 2).
metrics is usually not transparently described. Finally, digital metrics are usually provided by the platforms themselves, which raises a number of issues. First, the platforms are constantly changing their reporting systems. For example, in 2019 Facebook and Instagram began hiding the number of likes publicly displayed [88,89]. Second, the metrics are not open to independent scrutiny as the platforms are not transparent in how the metrics are calculated. For example, Facebook has previously been reported to have inflated its video view metrics [90]. With these factors in play, campaign practitioners are faced with the great challenge of deciding which metrics to use.

There are currently moves to try to create more uniform digital metrics across the board [91-93]; however, this is a complex undertaking and it is unlikely that a standardized system will be developed in the near future. In the meantime, a published glossary explaining commonly used metrics could provide practitioners and evaluators with a greater understanding of the specific definitions of metrics. In addition, when practitioners and evaluators select metrics, they should be guided by certain principles, as opposed to overloading the reader with numbers that may or may not have relevance to the evaluation. Principles to guide the use of metrics include the following:

1. Metrics should be consistent with the objectives of the campaign [87,94]. For example, reach (the number of people who have seen a campaign) would be appropriate for awareness-raising campaigns that aim to reach as many people as possible, whereas impressions (the number of times the campaign has been shown to the target audience) could be more relevant for behavioral change campaigns that aim to communicate a message many times to a targeted audience.

2. Reported metrics should be the simplest metric available for reporting the intended concept, that is, the metric understood by most people. While complex metrics may help practitioners understand how campaigns are performing at the time, they are usually not widely understood. Furthermore, combined metrics, such as “the campaign produced XXX impressions in total,” should be avoided, as they are ambiguous about how the number is calculated across different media.

**Contextualizing Evaluation Metrics Through the Conceptual Framework**

The conceptual framework in Table 1 provides a starting point in organizing the range of metrics identified in this review. The framework is based on an established program evaluation framework, and for the purposes of planning and evaluating campaigns, provides a structured approach to grouping the metrics. In reality, the flow of events relating to the campaign-desired outcomes may not be linear as depicted in this framework. In the public health literature, several approaches have been used to organize social media metrics [93,95-97]; however, they focus on social media metrics alone, without demonstrating how the social media metrics fit with other digital media measures or other mass media evaluation measures.

Through the use of this conceptual framework to review the range of metrics, we identified strengths and gaps in the evaluations in this review. A large proportion of campaigns reported proximal impact engagement measures, such as website visits, whereas a smaller proportion evaluated proximal impact priming step measures of health-related knowledge and attitudes. The review also identified that marketing reports generally focused more on process evaluation measures and proximal impact engagement measures, whereas peer-reviewed articles focused more on priming step measures. This distinction has practical implications, as campaigns with smaller evaluation budgets often rely on marketing reports to evaluate the effectiveness of a campaign. Conversely, researchers may only look at peer-reviewed articles to identify best practice in campaign development. As all levels of evaluation are of value, it is important that the full spectrum of evaluation measures is reported to understand the effectiveness of a campaign.

Many mass media campaigns are based on behavioral change theories that have priming steps of changes in knowledge, attitudes, or beliefs as intermediary stages before the behavioral change outcome [15,98]. This conceptual framework demonstrates that there is a gap in understanding of whether there is any relationship between proximal impact engagement measures (such as Facebook likes) and proximal impact priming steps of changes, or other impact or outcome measures. Social media is inherently performative, with the user’s social network serving as an audience that observes what content users interact with and share. Motivations for engaging may or may not be linked to processing of campaign messaging. For example, it is possible that content that is highly engaging (eg, humorous or controversial content) does not drive behavioral change, such as when the desired behavioral change is not personally relevant to advocates who are keen to engage and promote the campaign (eg, ex-smokers), or that people do not engage (by liking, sharing, or commenting) with hard-hitting content that does not drive behavioral change.

**Measuring Media Platform Attribution**

One of the major challenges facing practitioners is knowing where to invest resources given the diverse media landscape. The number of platforms is overwhelming, and without evidence of which are more useful at achieving campaign objectives, decisions are sometimes made based on opinions or trends. Therefore, this review examined whether campaign evaluations measured attribution, that is, how activity on each media platform used by the campaign contributed to the campaign’s outcomes. Despite this being important information, only a low
The study design used by Allom et al [37] provides a good platform for public health mass media campaigns are required. The synergistic effects of different combinations of media need to be guidance provided to practitioners on what are campaigns, as the final outcome to determine return-on-investment is not a purchase, but rather an attitudinal or behavioral change.

In all, 4 of the campaigns in this review used surveys or interviews to determine where people had encountered the campaign. However, this method has widely been found to be inaccurate, particularly where different media interact with one another or are viewed at the same time, making it difficult for people to recall where they encountered the campaign [105]. The study by Pettigrew et al [38] identified that people would often attribute their encounter with a campaign to television, even if this was unlikely to be the case. One campaign in this review (SmokeFree Teen) used unique website tracking codes on different media format ads to identify attribution. While this has the benefit of being objective, ad click-throughs underestimate the true impact of campaigns. Ad click-through rates have been steadily dropping over time to an average of 0.1% and have been shown not to have any relationship with ad effectiveness [86]. This may be because people instead search for the campaign on a search engine or manually type in a website address at a later time, rather than clicking on an ad at the time of viewing [24]. In addition, using ad click-throughs to measure attribution only captures the most recent encounter that an individual has with the campaign, not taking into account that earlier encounters with the campaign could have influenced their decision to click on the ad. Other methods of measuring attribution include passive systems of tracking exposure to campaigns, such as household meters to record when the TV is on or computer meters that monitor what websites are visited [106]. These methods are used by market research companies for population samples but were not used by any of the campaign evaluations in this review and are not widely used in public health campaigns as they are expensive to implement.

Given the absence of practical methods for campaign evaluators to accurately measure attribution for individual campaigns, there needs to be guidance provided to practitioners on what are generally the most effective combinations of media use. To develop such best practice guidelines, more studies examining the synergistic effects of different combinations of media platforms for public health mass media campaigns are required. The study design used by Allom et al [37] provides a good approach to developing a stronger understanding of the effectiveness of different combinations of media. By testing individual and combinations of media platform use at different times (such as TV only, TV and digital video, and web display and digital video) and then measuring campaign awareness and campaign-related events (website visits, calls to Quitline, registrations to quit program), the study provides an understanding of which combinations are more effective. This approach captures the synergistic effect of multiple media platforms, rather than attempting to simplify measurement to the first encounter with a campaign (eg, asking in a survey, “Where did you first see the campaign?”) or the last touchpoint with a campaign (eg, tracking click-throughs to a quit website). Further research building on this study would help generate evidence for best practice in cross-platform tobacco control campaigns. This could include replicating the study design with another campaign to validate findings and developing it further by asking about priming steps (eg, attitudes toward smoking) and/or trialing behaviors (eg, quit attempts) in addition to campaign awareness. Furthermore, future studies could explore the effect of varying the order of campaign exposure on different platforms, as it has been shown in advertising campaigns that TV first, then followed by digital, has a much larger synergistic effect than vice versa [101].

Strengths and Limitations
One of the key strengths of this review is the use of peer-reviewed literature, marketing reports, grey literature, campaign websites, and social media sites to collect data for the campaigns. The triangulation of data provides a more comprehensive and practical view of how campaigns are currently evaluated. This review included a wide range of campaigns in terms of scale, making comparison between campaigns difficult. However, the challenges in campaign evaluation identified in this review are common to all health-related campaigns, regardless of size and resourcing. The inclusion of English-only articles and the high representation of campaigns from English-speaking countries may limit the generalizability of this review’s findings and miss potential advances in non-English speaking countries. In addition, the large number of evaluation studies emanating from one campaign (Tips from Former Smokers) may also unevenly influence the findings of this review. The exclusion of campaigns about the use of e-cigarettes and waterpipe smoking is another limitation of this review, particularly as these forms of tobacco use are increasing in many populations, and campaigns in these areas may contain advances in the evaluation of digital media. Another limitation of this review is that a large proportion of articles were identified through hand-searching reference lists of included articles. This highlights the complexities in defining appropriate keywords for searching in this area and also supports the value of using this snowball method to ensure the majority of relevant literature is captured. Of note, specific social media–focused keywords were not included in the search strategy; however, many of the campaigns identified in this review use various social media platforms, suggesting that the overall approach has captured the main forms of social media use by mass media campaigns. In addition, future reviews could benefit from using PubMed.
searches to ensure newer journals not yet indexed by MEDLINE are included as well. The fragmented amount of information publicly available for some of the included campaigns is also a limitation of this review. Contacting organizations responsible for the campaign could provide more information; however, another review study found this method did not yield much additional information [107].

Conclusions
This review examined how recent tobacco control campaigns that used traditional and digital media platforms were evaluated. It found that in today’s fragmented and rapidly evolving media environment, a wide and diverse range of measures and metrics were used in campaign evaluations, particularly for campaign activities relating to digital media use. Purposeful selection of metrics, and utilization of a conceptual framework can help practitioners and researchers make sense of the multitude of metrics and conduct evaluations that further our understanding of how best to use traditional and digital media to communicate health messages to target audiences.
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Abstract

Background: Despite the increase in use and high expectations of digital health solutions, scientific evidence about the effectiveness of electronic health (eHealth) and other aspects such as usability and accuracy is lagging behind. eHealth solutions are complex interventions, which require a wide array of evaluation approaches that are capable of answering the many different questions that arise during the consecutive study phases of eHealth development and implementation. However, evaluators seem to struggle in choosing suitable evaluation approaches in relation to a specific study phase.

Objective: The objective of this project was to provide a structured overview of the existing eHealth evaluation approaches, with the aim of assisting eHealth evaluators in selecting a suitable approach for evaluating their eHealth solution at a specific evaluation study phase.

Methods: Three consecutive steps were followed. Step 1 was a systematic scoping review, summarizing existing eHealth evaluation approaches. Step 2 was a concept mapping study asking eHealth researchers about approaches for evaluating eHealth. In step 3, the results of step 1 and 2 were used to develop an “eHealth evaluation cycle” and subsequently compose the online “eHealth methodology guide.”
Results: The scoping review yielded 57 articles describing 50 unique evaluation approaches. The concept mapping study questioned 43 eHealth researchers, resulting in 48 unique approaches. After removing duplicates, 75 unique evaluation approaches remained. Thereafter, an “eHealth evaluation cycle” was developed, consisting of six evaluation study phases: conceptual and planning, design, development and usability, pilot (feasibility), effectiveness (impact), uptake (implementation), and all phases. Finally, the “eHealth methodology guide” was composed by assigning the 75 evaluation approaches to the specific study phases of the “eHealth evaluation cycle.”

Conclusions: Seventy-five unique evaluation approaches were found in the literature and suggested by eHealth researchers, which served as content for the online “eHealth methodology guide.” By assisting evaluators in selecting a suitable evaluation approach in relation to a specific study phase of the “eHealth evaluation cycle,” the guide aims to enhance the quality, safety, and successful long-term implementation of novel eHealth solutions.

(J Med Internet Res 2020;22(8):e17774) doi:10.2196/17774
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Introduction

Background

Electronic health (eHealth) solutions play an increasingly important role in the sustainability of future health care systems. An increase in the use and adoption of eHealth has been observed in the last decade. For instance, 59% of the member states of the European Union had a national eHealth record system in 2016 [1]. Despite the increase in use and high expectations about the impact of eHealth solutions, scientific evidence about the effectiveness, along with other aspects such as usability and accuracy, is often lagging behind [2-6]. In addition, due to rising demands such as time and cost restrictions from policymakers and commercial interests, the quality of eHealth evaluation studies is under pressure [7-9]. Although most eHealth researchers are aware of these limitations and threats, they may find it difficult to determine the most suitable evaluation approach to evaluate their novel eHealth solution since a clear overview of the wide array of evaluation approaches is lacking. However, to safely and successfully implement novel eHealth solutions into existing health care pathways, and to facilitate long-term implementation, robust scientific evaluation is paramount [10].

Limitations of Classic Methodologies in eHealth Research

The most rigorous method to study the effects of health interventions is considered to be the double blinded parallel-group randomized controlled trial (RCT). Randomization has the unique ability to distribute both known and unknown confounders between study arms equally [11]. Although many RCTs of eHealth solutions have been published, limitations of this method are frequently described in the literature [12]. For instance, information bias could occur due to blinding difficulties because of the visibility of an eHealth solution [13-16]. Moreover, conducting an RCT can be very time-consuming, whereas eHealth technology develops rapidly. Consequently, before the trial results are known, the tested eHealth solution may be outdated [17]. Further, “contamination” in which the control group also uses a digital intervention, despite being randomized to the no-intervention group, easily occurs in eHealth research. Another drawback of placing too much focus on the classical research methodologies that are generally used to evaluate effectiveness is that the need for significant evaluation during the development and implementation phases of eHealth is often neglected. Additionally, validating the quality and evaluating behavioral aspects of an eHealth solution may be lacking [18,19]. Although it is not wrong to use classical research methods such as an RCT to study eHealth solutions, given the fact that eHealth solutions are considered to be “complex” interventions, more awareness about the wide array of eHealth evaluation approaches may be required.

Evaluation of eHealth as a Complex Intervention

As described by the Medical Research Council (MRC) Framework 2000, eHealth solutions typically have multiple interacting components presenting several additional problems for evaluators, besides the already practical and methodological difficulties described above [20,21]. Because of these difficulties, eHealth solutions are considered as complex interventions. To study such interventions, multiple evaluation approaches are needed that are capable of answering the many different questions that arise during the consecutive phases of intervention development and implementation, including the “development,” “feasibility and piloting,” “evaluation,” and “implementation” phases [21]. For instance, to assess the effectiveness of complex interventions, the MRC Framework authors suggest the following experimental designs: individually randomized trials, cluster randomized trials, stepped wedge designs, preference trials, randomized consent designs, and N-of-1 designs. Unfortunately, the authors did not offer suggestions of evaluation approaches to use in the other phases of the MRC Framework. Murray et al [20] proposed a staged approach to the evaluation of eHealth that is modeled on the MRC Framework for Complex Interventions with 10 core questions to help developers quantify the costs, scalability, sustainability, and risks of harm of the eHealth solution. Greenhalgh et al [22] developed the Nonadoption, Abandonment, and challenges to Scale-up, Spread, and Sustainability (NASSS) framework to identify, understand, and address the interacting challenges around achieving sustained adoption, local scale-up, distant spread, and long-term implementation.
sustainability of eHealth programs. Both of these studies illustrated and justified the necessity of a variety of evaluation approaches for eHealth beyond the RCT; however, this research does not assist evaluators in choosing which approach to use in a selected evaluation study phase. Another suggestion to improve the quality of eHealth research was proposed by Nykanen et al [23,24], who developed the guideline for Good Evaluation Practice in Health Informatics (GEP-HI), which precisely describes how to design and carry out a health informatics evaluation study in relation to the evaluation study phases. However, this guideline also did not include information on which specific evaluation approaches could be used in the related study phases. Besides the individual studies described above, there have been several books published concerning eHealth evaluation research. Among one of the first books on the topic is the “Handbook of Evaluation Methods for Health Informatics,” which was published in 2006 [25]. The aim of this book was to suggest options for finding appropriate tools to support the user in accomplishing an evaluation study. The book contains more than 30 evaluation methods, which are related to the phases of the system lifecycle, and the reliability, degree of difficulty, and resource requirements for each method are described. Moreover, the book “Evidence-Based Health Informatics,” published in 2016 [26], provides the reader with a better understanding of the need for robust evidence to improve the quality of health informatics. The book also provides a practical overview of methodological considerations for health information technology, such as using the best study design, stakeholder analysis, mixed methods, clinical simulation, and evaluation of implementation.

Although useful work has been performed by these previous authors, no single source is able to provide clear guidance in selecting appropriate evaluation approaches in relation to the specific evaluation phases of eHealth. Therefore, to enhance quality and safety, and to facilitate long-term implementation of eHealth solutions into daily practice, raising the awareness of eHealth evaluators about the wide array of eHealth evaluation approaches and thereby enhancing the completeness of evidence is sorely needed [27].

**Aim and Objectives**

The overall aim of the present study was to raise awareness among eHealth evaluators about the wide array of eHealth evaluation approaches and the existence of multiple evaluation study phases. Therewith, quality, safety, and successful long-term implementation of novel eHealth solutions may be enhanced.

To achieve this aim, we pursued the following objectives: (1) systematically map the current literature and expert knowledge on methods, study designs, frameworks, and philosophical approaches available to evaluate eHealth solutions; and (2) provide eHealth evaluators with an online “eHealth methodology guide” to assist them with selecting a suitable evaluation approach to evaluate their eHealth solution in a specific study phase.

**Methods**

**Overall Design**

The project consisted of three consecutive steps: (1) a systematic scoping review, (2) concept mapping study, and (3) development of the “eHealth methodology guide” with content based on the results from steps 1 and 2.

**Step 1: Systematic Scoping Review**

To describe the methods, study designs, frameworks, and other philosophical approaches (collectively referred to as “evaluation approach(es”) currently used to evaluate eHealth solutions, a systematic scoping review was conducted. The online databases Pubmed, Embase, and PsycINFO were systematically searched using the term “eHealth” in combination with “evaluation” OR “methodology.” The search included Medical Subject Headings or Emtree terms and free-text terms. A complete list of the search strings is shown in Multimedia Appendix 1. Broad inclusion criteria were applied. All types of peer-reviewed English language articles published from January 1, 2006 until November 11, 2016 and a subsequent update from November 12, 2016 until October 21, 2018 describing any eHealth evaluation approach were included. We reasoned that articles published before January 1, 2006 would not necessarily need to be screened because the annual number of publications related to eHealth evaluation approaches was still low at that time, suggesting that the field was just starting to take its first scientific steps. In addition, if an article did describe a useful evaluation approach, it would have also been described by articles that were published later. Two reviewers (TB and AR) independently screened the titles and abstracts of the articles according to the inclusion criteria described above. Cohen kappa coefficient was calculated to measure the initial interrater reliability. Disagreements between the reviewers were resolved by the decision of a third independent reviewer (MK). Full-text assessment of the selected articles after screening of titles and abstracts was performed by both reviewers (TB and AR). Exclusion criteria after full-text assessment were: no eHealth evaluation approach described, article did not concern eHealth, the described methodology was unclear, full-text version was not available, or the article was a conference abstract. The reference list of eligible articles was checked for relevant additional studies. These studies were also checked for eligibility and included as crossreferenced articles in the Preferred Reporting Items for Systematic Reviews and Meta-analyses (PRISMA) diagram (Figure 1). In the qualitative synthesis, the eHealth evaluation approach was extracted from eligible articles, and duplicates and synonyms were merged to develop a single list of all the methods.
Step 2: Concept Mapping Study

Overview of Phases

Although the systematic scoping review was performed rigorously, it was possible that not all of the current or possible approaches to evaluate eHealth solutions would have been described in the eligible studies. Therefore, to achieve a reasonably complete overview of eHealth evaluation approaches, it was considered essential to incorporate eHealth researchers’ knowledge on these approaches. A concept mapping study was selected as the most suitable method for structuring the suggested evaluation approaches from the researchers and for exploring their views on the different phases of the “eHealth evaluation cycle.” Concept mapping is a qualitative research methodology that was introduced by Trochim and Linton in 1986 [28]. It can be used by a group of individuals to first determine the scope of ideas on a certain topic and then to structure these ideas [29]. There is no interaction between the participants. A typical concept mapping study consists of 5 phases: (1) selection of the participants; (2) brainstorm, generation of the evaluation approaches by participants; (3) sorting and rating of the evaluation approaches; (4) concept mapping analysis; (5) and interpretation and utilization of the concept map. In the next subsections, these 5 phases are described in more detail. Concept System 2017 Global MAX online software was used for these tasks [30]. A Venn diagram was drawn to visualize the overlap between the results of the scoping review (step 1) and the evaluation approaches suggested by participants (step 2).

Selection of the Participants

To include a wide cross-section of eHealth researchers and reduce the influence of “group think,” any researchers in contact with the authors and with any level of expertise in eHealth or evaluation research (to help assure that all major perspectives on the eHealth evaluation topic were represented) were approached as being suitable participants for this concept mapping study. Snowball sampling (ie, asking participants to recruit other researchers) was also included in the recruitment strategy. The target participants received an email describing the objective of the study and instructions on how they could participate. A register was kept of the number of participants that were approached and that refused. In general, in a concept
mapping study, there are no “rules” established as to how many participants should be included [31]. However, we estimated that 25 or more participants would be appropriate to generate a sufficient number of evaluation approaches and to have representative sorting and rating results.

**Brainstorm Phase: Generation of the List of Evaluation Approaches**

In this phase, participants were asked to enter all of the evaluation approaches they were aware of into an online form using Global MAX software. We intentionally did not include a strict definition of “evaluation approaches” so as to maintain the concept mapping phase as broad as possible and to avoid missing any methods due to an overly restrictive definition. The participants were not familiar with the results of the systematic scoping review. Participants were also asked 8 general background questions about their age, gender, background, years of experience in research, type of health care institute they work at, whether their daily work comprised eHealth, self-rated expertise in eHealth in general (grade 1-10), and self-rated expertise (grade 1-10) in eHealth evaluation approaches.

**Sorting and Rating Phases**

The coordinating researcher (AR) reviewed the evaluation approaches suggested by the participants, checking if each suggested approach truly represented a specific evaluation approach rather than, for instance, a broad methodological category such as “qualitative research.” If the coordinating researcher was unfamiliar with the suggested approach, Pubmed or Google Scholar was searched for supporting information. The cleaned results were combined with the results from the systematic scoping review, omitting duplicate approaches. The resulting set of approaches was then presented back to the participants who were instructed to sort these approaches into categories that had to be created by the participants. The participant was instructed to keep the following question in mind while sorting each approach into a self-created category: “To which phase of the research cycle (eg, planning, testing, implementation) does this evaluation approach belong?” To gain insights about opinions of the researchers with respect to the use in daily practice and suitability for effectiveness testing of the evaluation approaches, the participants were asked the following three rating questions about each approach: (1) Does your research group use this approach, or did it do so in the past? (yes or no); (2) In your opinion, how important is it that researchers with an interest in eHealth are familiar with this approach rather than, for instance, a broad methodological category such as “qualitative research.” If the coordinating researcher was unfamiliar with the suggested approach, Pubmed or Google Scholar was searched for supporting information. The cleaned results were combined with the results from the systematic scoping review, omitting duplicate approaches. The resulting set of approaches was then presented back to the participants who were instructed to sort these approaches into categories that had to be created by the participants. The participant was instructed to keep the following question in mind while sorting each approach into a self-created category: “To which phase of the research cycle (eg, planning, testing, implementation) does this evaluation approach belong?” To gain insights about opinions of the researchers with respect to the use in daily practice and suitability for effectiveness testing of the evaluation approaches, the participants were asked the following three rating questions about each approach: (1) Does your research group use this approach, or did it do so in the past? (yes or no); (2) In your opinion, how important is it that researchers with an interest in eHealth are familiar with this approach? (1, unimportant; 2, less important; 3, very important; 4, absolutely essential); (3) In your opinion, how important is the approach for proving the effectiveness of eHealth? (1, unimportant; 2, less important; 3, very important; 4, absolutely essential).

Results of the first rating question are reported as percentages of how many participants use or used the approach. For the second and third questions related to familiarity with the approach and importance for proving effectiveness, respectively, average rating scores ranging from 1 to 4 for each evaluation approach and the proportion of participants who selected categories 3 or 4 are reported.

**Concept Mapping Analysis**

Global MAX software uses a 3-step analysis to compute the concept map [32]. First, the sorting data from each participant were compiled into a similarity matrix. The matrix illustrates how many times each approach was sorted into similar categories. Second, the software applied a multidimensional scaling algorithm to plot points that were frequently sorted close together on a point map. A stress value (0-1), indicating the goodness of fit of the configuration of the point map, was calculated; the lower the stress value, the better the fit. In the last step, a hierarchical cluster analysis using the Ward algorithm was applied to group approaches into clusters (see also pages 87-100 of Kane and Trochim [33] for a detailed description of the data analyses to compute concept maps).

Two authors (TN and AR) reviewed the concept maps ranging from a 7-cluster to a 3-cluster option. The guidance of Kane and Trochim [33] was followed to select the best fitting number of clusters. Once the best fitting number of clusters was identified, each evaluation approach on the concept map was reviewed by the two authors to check if the approach truly belonged to the assigned cluster. If the approach seemed to belong in an adjacent cluster, it was reassigned to that particular cluster. If an approach could be assigned to multiple clusters, the best fitting cluster was selected.

The average rating scores for the rating questions on familiarity with the approach and importance for proving effectiveness were used to create a 4-quadrant Go-Zone graph. The Go-Zone graph easily visualizes the evaluation approaches with above-average rating scores on both questions, which are represented in the upper right quadrant. Approaches in the upper right quadrant that were also mentioned in the effectiveness testing cluster of the concept map are asterisked in the “eHealth methodology guide,” meaning that participants in general used these approaches and that these approaches were recommended by participants for evaluating effectiveness.

**Interpretation and Utilization of the Concept Map**

The initial concept map clusters represented names that participants suggested when sorting the evaluation approaches into self-created categories. Because these cluster names were used to constitute the phases of the “eHealth evaluation cycle” later in the project, three authors (TN, AR, and JW) determined (after multiple discussion sessions) the most appropriate names for the final concept map clusters. A name was found to be appropriate when it was suggested by multiple participants and was considered to be representative for the “eHealth evaluation cycle,” meaning that all of the evaluation approaches could be logically subdivided. After updating the names, the concept map clusters still contained the evaluation approaches allocated by the participants. This subdivision of eHealth evaluation approaches was used as the content for the “eHealth evaluation guide.”

**Step 3: eHealth Methodology Guide**

The unique evaluation approaches identified in the systematic scoping review and unique evaluation approaches described by the participants in the concept mapping study were brought together by authors TB and AR, and used as the content to
develop the “eHealth methodology guide.” To logically subdivide the eHealth evaluation approaches and to increase researchers’ awareness of the existence of multiple evaluation study phases, an “eHealth evaluation cycle” was developed. The cycle was based on the cluster names of the concept map and on the common denominators of the “all phases” evaluation approaches from the systematic scoping review. Each unique evaluation approach was assigned to a specific evaluation study phase. If an approach could belong to multiple study phases, it was assigned to all applicable phases.

Results

Step 1: Systematic Scoping Review

The systematic search retrieved 5971 articles from the databases. After removing duplicates, 5021 articles were screened using title and abstract review. A total of 148 articles were selected for full-text assessment. Among these, 104 articles were excluded because of the following reasons: not containing any named eHealth evaluation approach, not being an eHealth article, unclear description of approach, no full-text version available, conference abstract, and other reasons. Through crossreferencing, 13 additional articles were added to the final selection. In total, 57 articles were included in the qualitative synthesis. Calculation of Cohen kappa showed an interrater reliability of 0.49, which corresponds to “moderate agreement” between both reviewers. Figure 1 presents the PRISMA flow diagram describing the selection process. The 57 articles described 50 unique eHealth evaluation approaches (Table 1). Of the 50 methods, 19 were described by more than 1 article.
<table>
<thead>
<tr>
<th>Reference</th>
<th>Year</th>
<th>Country</th>
<th>Evaluation approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chiasson et al [34]</td>
<td>2007</td>
<td>United Kingdom</td>
<td>Action research</td>
</tr>
<tr>
<td>Campbell and Yue [35]</td>
<td>2014</td>
<td>United States</td>
<td>Adaptive design; propensity score</td>
</tr>
<tr>
<td>Law and Wason [36]</td>
<td>2014</td>
<td>United Kingdom</td>
<td>Adaptive design</td>
</tr>
<tr>
<td>Mohr et al [16]</td>
<td>2015</td>
<td>United States</td>
<td>Behavioral intervention technology model (bit) in Trials of Intervention Principles; SMART</td>
</tr>
<tr>
<td>Van Gemert-Pijnen et al [37]</td>
<td>2011</td>
<td>Netherlands</td>
<td>CeHRes³ Roadmap</td>
</tr>
<tr>
<td>Alpay et al [38]</td>
<td>2018</td>
<td>Netherlands</td>
<td>CeHRes Roadmap; Fog model; Oinas-Kukkonen model</td>
</tr>
<tr>
<td>Shaw [39]</td>
<td>2002</td>
<td>United Kingdom</td>
<td>CHEATS²: a generic ICT² evaluation framework</td>
</tr>
<tr>
<td>Kushniruk and Patel [40]</td>
<td>2004</td>
<td>Canada</td>
<td>Cognitive task analysis; user-centered design</td>
</tr>
<tr>
<td>Jaspers [41]</td>
<td>2009</td>
<td>Netherlands</td>
<td>Cognitive walkthrough; heuristic evaluation; think-aloud method</td>
</tr>
<tr>
<td>Khajouei et al [42]</td>
<td>2017</td>
<td>Iran</td>
<td>Cognitive walkthrough; heuristic evaluation</td>
</tr>
<tr>
<td>Van Engen-Verheul et al [43]</td>
<td>2015</td>
<td>Netherlands</td>
<td>Concept mapping</td>
</tr>
<tr>
<td>Mohr et al [44]</td>
<td>2013</td>
<td>United States</td>
<td>CEEBIT² framework</td>
</tr>
<tr>
<td>Nicholas et al [45]</td>
<td>2016</td>
<td>Australia</td>
<td>CEEBIT framework; single-case experiment (N=1)</td>
</tr>
<tr>
<td>Bongiovanni-Delaroziere and Le Goff Pronost [46]</td>
<td>2017</td>
<td>France</td>
<td>Economic evaluation; HAS² methodological framework</td>
</tr>
<tr>
<td>Fatehi et al [47]</td>
<td>2017</td>
<td>Australia</td>
<td>Five-stage model for comprehensive research on telehealth</td>
</tr>
<tr>
<td>Baker et al [48]</td>
<td>2014</td>
<td>United States</td>
<td>Fractional-factorial (ANOVA⁵) design; SMART</td>
</tr>
<tr>
<td>Collins et al [49]</td>
<td>2007</td>
<td>United States</td>
<td>Fractional-factorial (ANOVA) design; MOST³, SMART</td>
</tr>
<tr>
<td>Chumbler et al [14]</td>
<td>2008</td>
<td>United States</td>
<td>Interrupted time-series analysis; matched cohort study design</td>
</tr>
<tr>
<td>Grigsby et al [50]</td>
<td>2006</td>
<td>United States</td>
<td>Interrupted time-series analysis; pretest-posttest design</td>
</tr>
<tr>
<td>Liu and Wyatt [51]</td>
<td>2001</td>
<td>United Kingdom</td>
<td>Interrupted time-series analysis</td>
</tr>
<tr>
<td>Kontopantelis et al [52]</td>
<td>2015</td>
<td>United Kingdom</td>
<td>Interrupted time-series analysis</td>
</tr>
<tr>
<td>Catwell and Shiekh [53]</td>
<td>2009</td>
<td>United Kingdom</td>
<td>Life cycle–based approach</td>
</tr>
<tr>
<td>Han [54]</td>
<td>2011</td>
<td>United States</td>
<td>Life cycle–based approach</td>
</tr>
<tr>
<td>Sieverink [55]</td>
<td>2017</td>
<td>Netherlands</td>
<td>Logfile analysis</td>
</tr>
<tr>
<td>Kramer-Jackman Popkess-Vawter [56]</td>
<td>2008</td>
<td>United States</td>
<td>Method for technology-delivered health care measures</td>
</tr>
<tr>
<td>Wilson et al [57]</td>
<td>2018</td>
<td>Canada</td>
<td>mHealth¹ agile and user-centered research and development lifecycle</td>
</tr>
<tr>
<td>Jacobs and Graham [58]</td>
<td>2016</td>
<td>United States</td>
<td>mHealth development and evaluation framework; MOST</td>
</tr>
<tr>
<td>Dempsey et al [59]</td>
<td>2015</td>
<td>United States</td>
<td>Microrandomized trial; single-case experiment (N=1)</td>
</tr>
<tr>
<td>Reference</td>
<td>Year</td>
<td>Country</td>
<td>Evaluation approach</td>
</tr>
<tr>
<td>-------------------------</td>
<td>------</td>
<td>-------------------</td>
<td>-------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Klasnja et al [60]</td>
<td>2015</td>
<td>United States</td>
<td>Microrandomized trial; single-case experiment (N=1)</td>
</tr>
<tr>
<td>Law et al [61]</td>
<td>2016</td>
<td>United Kingdom</td>
<td>Microrandomized trial</td>
</tr>
<tr>
<td>Walton et al [62]</td>
<td>2018</td>
<td>United States</td>
<td>Microrandomized trial</td>
</tr>
<tr>
<td>Caffery et al [63]</td>
<td>2017</td>
<td>Australia</td>
<td>Mixed methods</td>
</tr>
<tr>
<td>Lee and Smith [64]</td>
<td>2012</td>
<td>United States</td>
<td>Mixed methods</td>
</tr>
<tr>
<td>Kidholm et al [65]</td>
<td>2017</td>
<td>Denmark</td>
<td>MAST</td>
</tr>
<tr>
<td>Kidholm et al [66]</td>
<td>2018</td>
<td>Denmark</td>
<td>MAST</td>
</tr>
<tr>
<td>Kummervold et al [67]</td>
<td>2012</td>
<td>Norway</td>
<td>Noninferiority trial</td>
</tr>
<tr>
<td>May [68]</td>
<td>2006</td>
<td>United Kingdom</td>
<td>Normalization process theory and checklist</td>
</tr>
<tr>
<td>Borycki et al [69]</td>
<td>2016</td>
<td>Canada</td>
<td>Participatory design; user-centered design</td>
</tr>
<tr>
<td>Clemensen et al [70]</td>
<td>2017</td>
<td>Denmark</td>
<td>Participatory design</td>
</tr>
<tr>
<td>Glasgow [71]</td>
<td>2007</td>
<td>United States</td>
<td>Practical clinical trial; RE-AIM framework</td>
</tr>
<tr>
<td>Dahaner and Seeley [72]</td>
<td>2007</td>
<td>United States</td>
<td>Pragmatic randomized controlled trial; SMART; Stage model of behavioral therapies research</td>
</tr>
<tr>
<td>Sadegh et al [73]</td>
<td>2018</td>
<td>Iran</td>
<td>Proposed framework for evaluated mHealth services</td>
</tr>
<tr>
<td>Harker and Kleinen [74]</td>
<td>2012</td>
<td>United Kingdom</td>
<td>Rapid review</td>
</tr>
<tr>
<td>Glasgow et al [75]</td>
<td>2014</td>
<td>United States</td>
<td>RE-AIM framework</td>
</tr>
<tr>
<td>Almirall et al [76]</td>
<td>2014</td>
<td>United States</td>
<td>SMART</td>
</tr>
<tr>
<td>Ammenwerth et al [77]</td>
<td>2012</td>
<td>Austria</td>
<td>Simulation study</td>
</tr>
<tr>
<td>Jensen et al [78]</td>
<td>2015</td>
<td>Denmark</td>
<td>Simulation study</td>
</tr>
<tr>
<td>Dallery et al [79]</td>
<td>2013</td>
<td>United States</td>
<td>Single case experiment (N=1)</td>
</tr>
<tr>
<td>Cresswell and Shiekh [80]</td>
<td>2014</td>
<td>United Kingdom</td>
<td>Sociotechnical evaluation</td>
</tr>
<tr>
<td>Kaufman et al [81]</td>
<td>2006</td>
<td>United States</td>
<td>Stead et al [82] evaluation framework</td>
</tr>
<tr>
<td>Brown and Lilford [83]</td>
<td>2006</td>
<td>United Kingdom</td>
<td>Stepped wedge (cluster) randomized trial</td>
</tr>
<tr>
<td>Hussey and Hughes [84]</td>
<td>2007</td>
<td>United States</td>
<td>Stepped wedge (cluster) randomized trial</td>
</tr>
<tr>
<td>Spiegelman [85]</td>
<td>2016</td>
<td>United States</td>
<td>Stepped wedge (cluster) randomized trial</td>
</tr>
<tr>
<td>Langbecker et al [86]</td>
<td>2017</td>
<td>Australia</td>
<td>Survey methods</td>
</tr>
<tr>
<td>Rönby et al [87]</td>
<td>2018</td>
<td>Sweden</td>
<td>Technology acceptance model</td>
</tr>
<tr>
<td>Bastien [88]</td>
<td>2010</td>
<td>France</td>
<td>User-based evaluation</td>
</tr>
</tbody>
</table>
Step 2: Concept Mapping Study

Characteristics of the Participants

In total, 52 researchers were approached to participate in the concept mapping study, 43 (83%) of whom participated in the “brainstorm” phase. Reasons for refusal to participate were a lack of time or not feeling skilled enough to contribute. From the 43 initial participants, 27 (63%) completed the “sorting” phase and 32 (74%) answered the three rating questions of the “rating” phase. The characteristics of participants for each phase are shown in Table 2. Participant characteristics did not change substantially throughout the study phases, with a mean participant age ranging from 39.9 to 40.5 years, a mean of 13 years of eHealth research experience, and more than 70% of participants working in a university medical center. The majority of participants gave themselves high grades for their knowledge about eHealth but lower scores for their expertise in eHealth evaluation approaches.
Table 2. Characteristics of study participants for each phase of the concept mapping study.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Brainstorm phase</th>
<th>Sorting phase</th>
<th>Rating phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants (n)</td>
<td>43(^a)</td>
<td>27</td>
<td>32(^b)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.9 (12.1)</td>
<td>39.0 (12.6)</td>
<td>40.5 (13)</td>
</tr>
<tr>
<td>Female gender, n (%)</td>
<td>21 (49)</td>
<td>16 (53)</td>
<td>16 (50)</td>
</tr>
<tr>
<td>Research experience (years), mean (SD)</td>
<td>13.5 (10.8)</td>
<td>12.6 (10.5)</td>
<td>13.9 (11)</td>
</tr>
<tr>
<td>Working in university medical center, n (%)</td>
<td>37 (73)</td>
<td>26 (72)</td>
<td>27 (71)</td>
</tr>
</tbody>
</table>

**Use of eHealth\(^c\) in daily practice, n (%)**

- During clinic work, not EHR\(^d\)
  - 4 (7)
  - 3 (9)
  - 3 (8)
- During research
  - 32 (59)
  - 21 (60)
  - 23 (59)
- During clinic work and research
  - 10 (19)
  - 7 (20)
  - 8 (21)
- No
  - 1 (2)
  - 0 (0)
  - 1 (3)
- Other
  - 7 (13)
  - 4 (11)
  - 4 (10)

**Knowledge about eHealth, n (%)**

- Grade 1-2
  - 0 (0)
  - 0 (0)
  - 0 (0)
- Grade 3-4
  - 1 (2)
  - 1 (4)
  - 1 (3)
- Grade 5-6
  - 2 (5)
  - 1 (4)
  - 1 (3)
- Grade 7-8
  - 29 (71)
  - 17 (63)
  - 21 (68)
- Grade 9-10
  - 9 (22)
  - 8 (30)
  - 8 (26)

**Expertise about eHealth research methods, n (%)**

- Grade 1-2
  - 0 (0)
  - 0 (0)
  - 0 (0)
- Grade 3-4
  - 1 (2)
  - 1 (4)
  - 1 (3)
- Grade 5-6
  - 15 (37)
  - 8 (30)
  - 11 (36)
- Grade 7-8
  - 19 (46)
  - 15 (56)
  - 15 (48)
- Grade 9-10
  - 6 (15)
  - 3 (11)
  - 4 (13)

**Background, n (%)**

- Biology
  - 2 (3)
  - 1 (2)
  - 1 (2)
- Data science
  - 2 (3)
  - 1 (2)
  - 1 (2)
- Economics
  - 1 (1)
  - 1 (2)
  - 1 (2)
- Medicine
  - 24 (35)
  - 14 (30)
  - 18 (34)
- (Health) Science
  - 9 (13)
  - 6 (13)
  - 7 (13)
- Industrial design
  - 1 (1)
  - 1 (2)
  - 1 (2)
- Informatics
  - 4 (6)
  - 3 (7)
  - 3 (6)
- Communication and culture
  - 4 (6)
  - 3 (7)
  - 3 (6)
- Psychology
  - 14 (21)
  - 11 (24)
  - 12 (23)
- Other
  - 7 (10)
  - 5 (11)
  - 6 (11)

\(^a\)43 participants participated in the sorting phase, but 41 participants answered the characteristics questions.

\(^b\)One of the 32 participants did not finish the third rating question: “importance for proving effectiveness.”

\(^c\)eHealth: electronic health.

\(^d\)EHR: electronic health record.

**Brainstorm Phase**

Forty-three participants participated in an online brainstorm phase and generated a total of 192 evaluation approaches. After removing duplicate or undefined approaches, 48 unique approaches remained (Multimedia Appendix 2). Only 23 of these 48 approaches (48%) overlapped with those identified in the systematic scoping review (Figure 2).
Based on the update of the scoping literature review at the end of the project, 13 additional evaluation approaches were found that were not incorporated into the sorting and rating phases. Therefore, in total, only 62 of the 75 unique methods were presented to the participants in the sorting and rating phases. Participants were asked to sort the 62 evaluation approaches into as many self-created categories as they wished. Twenty-seven individuals participated in this sorting exercise, and they suggested between 4 and 16 categories each, with a mean of 8 (SD 4) categories.

The rating questions on use of the approach, familiarity with the approach, and importance for proving effectiveness were answered by 32, 32, and 31 participants, respectively. An analysis of responses to these three questions is presented in Table 3 and the mean ratings for familiarity with the approach and importance for proving effectiveness are plotted on the Go-Zone graph shown in Figure 3. The evaluation approach used most frequently by the participants was the questionnaire, with 100% responding "yes." The approach that the participants used the least often was the Evaluative Questionnaire for E-health Tools at 3%. The average rating score for familiarity with the approach ranged from 1.9 for stage model of behavioral therapies to 3.6 for feasibility study. In addition, 88% of the participants thought that it is essential that researchers are familiar with the feasibility study method. The average rating score for importance for proving effectiveness ranged from 1.6 for vignette study to 3.3 for pragmatic RCT. In addition, 90% of the participants considered the stepped wedge trial design to be essential for proving the effectiveness of eHealth solutions.

Figure 2. Venn diagram showing the origin of the 75 unique evaluation approaches.
Table 3. Results of step 2: concept mapping study.

<table>
<thead>
<tr>
<th>Evaluation approach</th>
<th>Use of approach, % “yes” response</th>
<th>Familiarity with approach</th>
<th>Proving effectiveness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean % of 3 + 4 (n/N)</td>
<td>Mean % of 3 + 4 (n/N)</td>
<td>Mean % of 3 + 4 (n/N)</td>
</tr>
<tr>
<td><strong>Pilot/feasibility</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3. Feasibility study</td>
<td>2.9 (SD 0.5)</td>
<td>2.3 (SD 0.3)</td>
<td></td>
</tr>
<tr>
<td>4. Questionnaire</td>
<td>3.6 (88/2842)</td>
<td>2.6 (52/1631)</td>
<td></td>
</tr>
<tr>
<td>8. Single-case experiments</td>
<td>4.1 (13/60)</td>
<td>2.0 (27/830)</td>
<td></td>
</tr>
<tr>
<td>12. Action research study</td>
<td>2.6 (50/1558)</td>
<td>2.3 (38/1129)</td>
<td></td>
</tr>
<tr>
<td>44. A/B testing</td>
<td>2.5 (45/1538)</td>
<td>2.2 (36/1028)</td>
<td></td>
</tr>
<tr>
<td><strong>Development and usability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5. Focus group (interview)</td>
<td>3.2 (81/2662)</td>
<td>2.3 (32/1031)</td>
<td></td>
</tr>
<tr>
<td>6. Interview</td>
<td>3.1 (75/2462)</td>
<td>2.3 (35/1131)</td>
<td></td>
</tr>
<tr>
<td>23. Think-aloud method</td>
<td>2.6 (52/1559)</td>
<td>1.7 (14/429)</td>
<td></td>
</tr>
<tr>
<td>25. Cognitive walkthrough</td>
<td>2.4 (37/1159)</td>
<td>1.8 (17/530)</td>
<td></td>
</tr>
<tr>
<td>27. eHealth^f Analysis and Steering Instrument</td>
<td>2.4 (55/1658)</td>
<td>2.4 (48/1429)</td>
<td></td>
</tr>
<tr>
<td>28. Model for Assessment of Telemedicine applications (MAST)</td>
<td>2.5 (48/1458)</td>
<td>2.4 (37/1130)</td>
<td></td>
</tr>
<tr>
<td>29. Rapid review</td>
<td>2.0 (23/758)</td>
<td>1.8 (7/229)</td>
<td></td>
</tr>
<tr>
<td>30. eHealth Needs Assessment Questionnaire (ENAQ)</td>
<td>2.4 (45/1358)</td>
<td>2.0 (24/729)</td>
<td></td>
</tr>
<tr>
<td>31. Evaluative Questionnaire for eHealth Tools (EQET)</td>
<td>2.4 (52/1558)</td>
<td>2.3 (41/1229)</td>
<td></td>
</tr>
<tr>
<td>32. Heuristic evaluation</td>
<td>2.2 (31/957)</td>
<td>2.1 (24/729)</td>
<td></td>
</tr>
<tr>
<td>33. Critical incident technique</td>
<td>2.0 (24/759)</td>
<td>1.8 (4/128)</td>
<td></td>
</tr>
<tr>
<td>36. Systematic review</td>
<td>3.1 (67/2062)</td>
<td>2.9 (69/2029)</td>
<td></td>
</tr>
<tr>
<td>39. User-centered design methods</td>
<td>3.2 (73/2262)</td>
<td>2.5 (50/1428)</td>
<td></td>
</tr>
<tr>
<td>43. Vignette study</td>
<td>2.2 (31/958)</td>
<td>1.6 (7/228)</td>
<td></td>
</tr>
<tr>
<td>45. Living lab</td>
<td>2.5 (41/1258)</td>
<td>2.3 (54/1528)</td>
<td></td>
</tr>
<tr>
<td>50. Method for technology-delivered health care measures</td>
<td>2.3 (39/1158)</td>
<td>2.1 (25/728)</td>
<td></td>
</tr>
<tr>
<td>54. Cognitive task analysis (CTA)</td>
<td>2.1 (23/759)</td>
<td>1.9 (18/528)</td>
<td></td>
</tr>
<tr>
<td>60. Simulation study</td>
<td>2.5 (50/1560)</td>
<td>2.2 (34/1029)</td>
<td></td>
</tr>
<tr>
<td>62. Sociotechnical evaluation</td>
<td>2.3 (37/1160)</td>
<td>2.1 (29/828)</td>
<td></td>
</tr>
<tr>
<td><strong>All phases</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>21. Multiphase Optimization Strategy (MOST)</td>
<td>2.3 (45/1358)</td>
<td>2.3 (39/1128)</td>
<td></td>
</tr>
<tr>
<td>26. Continuous evaluation of evolving behavioral intervention technologies (CEEIBIT) framework</td>
<td>2.4 (48/1460)</td>
<td>2.3 (38/1129)</td>
<td></td>
</tr>
<tr>
<td>40. RE-AIM^g framework</td>
<td>2.6 (61/1759)</td>
<td>2.4 (52/1427)</td>
<td></td>
</tr>
<tr>
<td>46. Normalization process model</td>
<td>2.0 (25/757)</td>
<td>1.9 (18/528)</td>
<td></td>
</tr>
<tr>
<td>48. CeHRes^h Roadmap</td>
<td>2.4 (43/1258)</td>
<td>2.3 (41/1127)</td>
<td></td>
</tr>
<tr>
<td>Evaluation approacha</td>
<td>Use of approachb, % “yes” response</td>
<td>Familiarity with approachc</td>
<td>Proving effectivenessd</td>
</tr>
<tr>
<td>----------------------</td>
<td>----------------------------------</td>
<td>--------------------------</td>
<td>-----------------------</td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>% of 3 + 4 (n/N)</td>
<td>Mean</td>
</tr>
<tr>
<td>49. Stead et al [82] evaluation framework</td>
<td>12</td>
<td>2.2 38 (11/58)</td>
<td>2.1 22 (6/27)</td>
</tr>
<tr>
<td>51. CHEATS²: a generic information communication technology evaluation framework</td>
<td>6</td>
<td>2.3 41 (12/58)</td>
<td>2.1 26 (7/27)</td>
</tr>
<tr>
<td>52. Stage Model of Behavioral Therapies Research</td>
<td>9</td>
<td>1.9 21 (6/58)</td>
<td>2.0 22 (6/27)</td>
</tr>
<tr>
<td>53. Life cycle–based approach to evaluation</td>
<td>12</td>
<td>2.3 45 (13/58)</td>
<td>2.0 21 (6/27)</td>
</tr>
</tbody>
</table>

**Effectiveness testing**

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>% of 3 + 4 (n/N)</th>
<th>Mean</th>
<th>% of 3 + 4 (n/N)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Mixed methods⁶</td>
<td>87</td>
<td>3.2 81 (26/63)</td>
<td>2.9 65 (20/31)</td>
<td></td>
</tr>
<tr>
<td>2. Pragmatic randomized controlled trial⁶</td>
<td>62</td>
<td>3.1 77 (24/63)</td>
<td>3.3 83 (25/30)</td>
<td></td>
</tr>
<tr>
<td>7. Cohort study⁶ (retrospective and prospective)</td>
<td>81</td>
<td>2.7 58 (18/61)</td>
<td>2.5 58 (18/31)</td>
<td></td>
</tr>
<tr>
<td>9. Randomized controlled trial⁶</td>
<td>91</td>
<td>3.3 71 (22/63)</td>
<td>3.3 74 (23/31)</td>
<td></td>
</tr>
<tr>
<td>10. Crossover study⁶</td>
<td>44</td>
<td>2.7 57 (17/61)</td>
<td>2.7 59 (17/29)</td>
<td></td>
</tr>
<tr>
<td>11. Case series</td>
<td>50</td>
<td>2.1 20 (6/60)</td>
<td>1.8 10 (3/29)</td>
<td></td>
</tr>
<tr>
<td>13. Pretest-posttest study design⁶</td>
<td>62</td>
<td>2.6 45 (14/60)</td>
<td>2.5 50 (15/30)</td>
<td></td>
</tr>
<tr>
<td>14. Interrupted time-series study</td>
<td>44</td>
<td>2.5 43 (13/59)</td>
<td>2.7 59 (17/29)</td>
<td></td>
</tr>
<tr>
<td>15. Nested randomized controlled trial</td>
<td>31</td>
<td>2.3 37 (11/59)</td>
<td>2.8 55 (16/29)</td>
<td></td>
</tr>
<tr>
<td>16. Stepped wedge trial design⁶</td>
<td>56</td>
<td>2.8 70 (21/60)</td>
<td>3.2 90 (26/29)</td>
<td></td>
</tr>
<tr>
<td>17. Cluster randomized controlled trial⁶</td>
<td>50</td>
<td>2.8 60 (18/60)</td>
<td>3.1 69 (20/29)</td>
<td></td>
</tr>
<tr>
<td>19. Trials of intervention principles (TIPs)⁶</td>
<td>23</td>
<td>2.5 42 (13/61)</td>
<td>2.5 43 (13/30)</td>
<td></td>
</tr>
<tr>
<td>20. Sequential Multiple Assignment Randomized Trial (SMART)</td>
<td>9</td>
<td>2.4 45 (13/58)</td>
<td>2.7 62 (18/29)</td>
<td></td>
</tr>
<tr>
<td>35. (Fractional-)factorial design</td>
<td>22</td>
<td>2.3 45 (13/58)</td>
<td>2.2 36 (10/28)</td>
<td></td>
</tr>
<tr>
<td>37. Controlled before-after study (CBA)⁶</td>
<td>37</td>
<td>2.6 50 (15/60)</td>
<td>2.4 52 (15/29)</td>
<td></td>
</tr>
<tr>
<td>38. Controlled clinical trial /nonrandomized controlled trial (CCT/NRCT)⁶</td>
<td>47</td>
<td>2.9 70 (21/60)</td>
<td>2.9 71 (20/29)</td>
<td></td>
</tr>
<tr>
<td>41. Preference clinical trial (PCT)</td>
<td>19</td>
<td>2.1 24 (7/58)</td>
<td>2.1 25 (7/28)</td>
<td></td>
</tr>
<tr>
<td>42. Microrandomized trial</td>
<td>9</td>
<td>2.2 24 (7/59)</td>
<td>2.4 50 (14/28)</td>
<td></td>
</tr>
<tr>
<td>55. Cross-sectional study</td>
<td>72</td>
<td>2.5 40 (12/60)</td>
<td>2.1 29 (8/28)</td>
<td></td>
</tr>
<tr>
<td>56. Matched cohort study</td>
<td>37</td>
<td>2.2 30 (9/59)</td>
<td>2.3 46 (13/28)</td>
<td></td>
</tr>
<tr>
<td>57. Noninferiority trial design⁶</td>
<td>53</td>
<td>2.6 47 (14/60)</td>
<td>2.6 48 (14/29)</td>
<td></td>
</tr>
<tr>
<td>58. Adaptive design⁶</td>
<td>19</td>
<td>2.6 52 (15/58)</td>
<td>2.5 50 (14/28)</td>
<td></td>
</tr>
<tr>
<td>59. Waitlist control group design</td>
<td>34</td>
<td>2.1 28 (8/59)</td>
<td>2.0 32 (9/28)</td>
<td></td>
</tr>
<tr>
<td>61. Propensity score methodology</td>
<td>31</td>
<td>2.1 30 (9/59)</td>
<td>2.0 21 (6/29)</td>
<td></td>
</tr>
<tr>
<td>Evaluation approach</td>
<td>Use of approach(^b), % “yes” response</td>
<td>Familiarity with approach(^c)</td>
<td>Proving effectiveness(^d)</td>
<td></td>
</tr>
<tr>
<td>---------------------</td>
<td>----------------------------------------</td>
<td>--------------------------------</td>
<td>----------------------------</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Mean</td>
<td>% of 3 + 4 (n/N)</td>
<td>Mean</td>
<td>% of 3 + 4 (n/N)</td>
</tr>
<tr>
<td>Implementation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18. Cost-effectiveness analysis</td>
<td>54 (SD 28)</td>
<td>2.8 (SD 0.5)</td>
<td>2.6 (SD 0.5)</td>
<td></td>
</tr>
<tr>
<td>22. Methods comparison study</td>
<td>81</td>
<td>3.4</td>
<td>87 (27/63)</td>
<td>3.2</td>
</tr>
<tr>
<td>24. Patient reported outcome measures (PROMs)(^e)</td>
<td>16</td>
<td>2.0</td>
<td>17 (5/59)</td>
<td>2.0</td>
</tr>
<tr>
<td>34. Transaction logfile analysis</td>
<td>84</td>
<td>3.1</td>
<td>80 (24/60)</td>
<td>2.9</td>
</tr>
<tr>
<td>47. Big data analysis(^f)</td>
<td>25</td>
<td>2.4</td>
<td>45 (13/57)</td>
<td>2.1</td>
</tr>
</tbody>
</table>

\(^a\) Approach identification numbers correspond with the numbers used in Figure 3 and Figure 4. 
\(^b\) Based on the rating question: “does your research group use this approach, or did it do so in the past?”; the percentage of “yes” responses is shown. 
\(^c\) Based on the rating question: “according to your opinion, how important is it that researchers with an interest in eHealth will become familiar with this approach?”; average rating scores ranging from unimportant (1) to absolutely essential (4) and percentages of categories 3 plus 4 are represented. 
\(^d\) The “proving effectiveness” column corresponds with the rating question: “according to your opinion, how important is the approach for proving the effectiveness of eHealth?” Average rating scores ranging from unimportant (1) to absolutely essential (4) and percentages of categories 3 plus 4 are presented. 
\(^e\) This approach scored above average on the rating questions “familiarity with the approach” and “proving effectiveness,” which is plotted in the upper right quadrant of the Go-Zone graph (Figure 3). 
\(^f\) eHealth: electronic health. 
\(^g\) RE-AIM: Reach, Effectiveness, Adoption, Implementation, and Maintenance. 
\(^h\) CeHRes: Centre for eHealth Research and Disease management. 
\(^i\) CHEATS: Clinical, human and organizational, educational, administrative, ethical and social explanatory factors in a randomized controlled trial intervention.

Figure 3. Go-Zone graph. The numbers refer to the evaluation approaches listed in Table 3.
**Figure 4.** Concept map showing evaluation approaches grouped into five labeled clusters. The numbers refer to the approaches listed in Table 3.

**Concept Mapping Analysis**

Based on sorting data from 27 participants, a point map with a stress value of 0.27 was created. Compared with previous concept mapping study stress values, this represents a good fit [90,91]. In the next step, the software automatically clustered the points into the clusters shown on the concept map in Figure 4. A 5-cluster concept map was judged to represent the best fit for aggregating similar evaluation approaches into one cluster. Table 3 lists these clusters with average rating scores for the three rating questions and the approaches belonging in each cluster. With an average score of 2.9, the pilot/feasibility cluster showed the highest score on the familiarity with approach scale, whereas the “all phases” cluster showed the lowest average score at 2.3. With respect to responses to the importance for proving effectiveness question, the implementation cluster presented the highest average score at 2.6 and the development and usability cluster presented the lowest average score at 2.1.

Twenty of the 62 methods (32%) received above-average scores for both the questions related to familiarity with the approach and importance for proving effectiveness, and therefore appear in the upper right quadrant of the Go-Zone graph (Figure 3) and are indicated in Table 3. The majority of these approaches (12/20, 60%) fall into the effectiveness testing cluster.

**Interpretation and Utilization of the Concept Mapping Study**

The results of the concept map study were discussed within the team and the following names for the clusters were selected: “Development and usability,” “Pilot/feasibility,” “Effectiveness testing,” “Implementation,” and “All phases.”

**Step 3: eHealth Methodology Guide**

Fifty evaluation approaches were identified in the systematic scoping review and 48 approaches were described by participants in the brainstorm phase of the concept mapping study. As visualized in the Venn diagram (Figure 2), 23 approaches were identified in both studies. Therefore, in total, 75 (50 + 48 – 23) unique evaluation approaches were identified. Examining the 23 approaches identified in both the literature and concept maps, 14 (67%) were described by more than one article.

Based on the cluster names from the concept map (Figure 4), development and usability, pilot/feasibility, effectiveness testing, implementation, and the all phases evaluation approaches found in the systematic scoping review, an empirically based “eHealth evaluation cycle” was developed (Figure 5). The concept map did not reveal a conceptual and planning phase; however, based on the results of the systematic scoping review, and since there are evaluation approaches that belong to this phase, it was added to the “eHealth evaluation cycle.”
This evaluation cycle is iterative with consecutive evaluation study phases and an “all phases” cluster in the middle, which includes “all phases” evaluation frameworks such as Model for Assessment of Telemedicine that are capable of evaluating multiple study phases [65]. The “eHealth evaluation cycle” was used to subdividing the guide into the evaluation study phase themes. Within the guide, each of the 75 unique evaluation approaches are briefly described and allocated to their respective evaluation study phase(s). Note that a single evaluation approach may belong to multiple evaluation phases.

The “eHealth methodology guide” can be found in Multimedia Appendix 3 and is available online [92]. Because the “eHealth methodology guide” is web-based, it is easy to maintain and, more importantly, it is easy to add content as new evaluation approaches may be proposed.

Figure 5. The “eHealth evaluation cycle” derived from empirical results of the scoping literature review and concept map study.

**Discussion**

**Principal Findings**

By carrying out a systematic scoping review and concept mapping study with eHealth researchers, we identified and aggregated 75 unique evaluation approaches into an online “eHealth methodology guide.” This online guide supports researchers in the field of eHealth to identify the appropriate study phase of the research cycle and choose an evaluation approach that is suitable for each particular study phase.

As stipulated by the participants in the concept mapping study, the most frequently used eHealth evaluation approaches were questionnaire (100%) and feasibility study (88%). The participants were most familiar with cost-effectiveness analysis (87%) and feasibility study (84%). In addition, they found pragmatic RCT (83%) and the stepped wedge trial design (90%) to be the most suitable approaches for proving effectiveness in eHealth research. Although a wide array of alternative evaluation approaches are already available, well-known traditional evaluation approaches, including all of the evaluation approaches described above, seemed to be most relevant for the participants. This suggests that eHealth research is still an immature field with too much focus on traditional evaluation approaches. However, to facilitate long-term implementation and safe use of novel eHealth solutions, evaluations performed by less-known evaluation approaches such as those described in the online “eHealth evaluation guide” are required.

The Go-Zone graph (Figure 3) confirms the practicing researchers’ familiarity with—and judged importance for proving the effectiveness of—the traditional evaluation approaches. The majority of the 20 approaches in the upper right quadrant of this graph are well-known study designs such as cohort study, (pragmatic) RCT, and controlled before-after study. Alternative and novel study designs (eg, instrumental variable analysis, interrupted time-series analysis) were not mentioned in the upper right quadrant, possible due to unfamiliarity.

**Comparison with Previous Work**

Ekeland et al [93] performed a systematic review of reviews to summarize methodologies used in telemedicine research, analyze knowledge gaps, and suggest methodological recommendations for further research. They assessed and extracted data from 50 reviews and performed a qualitative summary and analysis of methodologies. They recommended that larger and more rigorous controlled studies are needed, including standardization of methodological aspects, to produce better evidence for the effectiveness of telemedicine. This is in line with our study, which provides easy access to, and an overview of, current approaches for eHealth evaluation throughout the research cycle. However, our work extends beyond effectiveness to cover the...
many other questions arising when developing and implementing eHealth tools. Aldossary et al [94] also performed a review to identify evaluations of deployed telemedicine services in hospitals, and to report methods used to evaluate service implementation. The authors included 164 papers describing 137 studies in the qualitative synthesis. They showed that 83 of the 137 studies used a descriptive evaluation methodology to report information about their activities, and 27 of the 137 studies evaluated clinical outcomes by the use of “traditional” study designs such as nonrandomized open intervention studies. Although the authors also reported methods to evaluate implementation, an overview of all evaluation study phases was lacking. In addition, no suggestions for alternative evaluation approaches were provided. Enam et al [27] developed an evaluation model consisting of multiple evaluation phases. The authors conducted a literature review to elucidate how the evidence of effectiveness and efficiency of eHealth can be generated through evaluation. They emphasized that generation of robust evidence of effectiveness and efficiency would be plausible when the evaluation is conducted through all distinct phases of eHealth intervention development (design, pretesting, pilot study, pragmatic trial, evaluation, and postintervention). This is partially in line with our study aim, and matches the “eHealth evaluation cycle” and online “eHealth methodology guide” developed as a result of our study. However, we added specific evaluation approaches to be used for each study phase and also incorporated other existing “all phases” research models.

Strengths and Limitations

One of the greater strengths of this study was the combination of the scoping review and concept mapping study. The scoping review focused on finding eHealth-specific evaluation approaches. In contrast, in the concept mapping study, the participants were asked to write down any approach they were aware of that could contribute to the evaluation of eHealth. This slight discrepancy was intentional because we particularly wanted to find evaluation approaches that are actually being used in daily research practice to evaluate eHealth solutions. Therefore, the results from the systematic scoping review and the concept mapping study complement and reinforce each other, and therewith contribute to delivering a complete as possible “eHealth methodology guide.”

Another strength of this project was the level of knowledge and experience of the eHealth researchers who participated in the concept mapping study. They had approximately 13 years of eHealth research experience and the majority of participants graded themselves high for knowledge about eHealth. Interestingly, they gave themselves lower grades for their expertise in eHealth evaluation approaches. This means that we likely included an average group of eHealth researchers and did not only include the top researchers in the field of eHealth methodology. In our view, we had a representative sample of average eHealth researchers, who are also the target end users for our online “eHealth methodology guide.” This supports the generalizability and implementability of our project. However, the fact that more than 70% of participants worked in university medical centers may slightly limit the generalizability of our work to nonacademic researchers. It would be wise to keep an eye out for positive deviants outside university medical centers and users that are not senior academic “expert” eHealth researchers [95]. Slight wandering off the beaten track might be very necessary to find the needed innovative evaluation approaches and dissemination opportunities for sustainable implementation.

A limitation of our study was the date restriction of the systematic scoping review. We performed a broad systematic search but limited the search to only English language articles published from January 1, 2006 so as to keep the number of articles manageable. This could explain why some approaches, especially those published before 2006, were not found. Another weakness of our study was that the systematic search was updated after the concept mapping exercise was complete. Therefore, 13 of the 75 evaluation approaches were not reviewed by the participants in the sorting and rating phases of the concept mapping study. However, this will also occur in the future with every new approach added to the online “eHealth methodology guide,” as the aim is to frequently update the guide.

Future Perspectives

This first version of the “eHealth evaluation guide” contains short descriptions of the 75 evaluation approaches and references describing the approaches in more detail. Our aim is to include information on the level of complexity in the following version and other relevant resource requirements. Moreover, case example references will be added to the evaluation approaches to support the user in selecting an appropriate approach. Further, in the coming years, we aim to subject the “eHealth methodology guide” to an expert evaluation to assess the quality and ranking of the evaluation approaches, since this was not part of this present study. Finally, we are discussing collaboration and integration with the European Federation for Medical Informatics EVAL-Assessment of Health Information Systems working group.

Conclusion

In this project, 75 unique eHealth evaluation approaches were identified in a scoping review and concept mapping study and served as content for the online “eHealth methodology guide.” The online “eHealth methodology guide” could be a step forward in supporting developers and evaluators in selecting a suitable evaluation approach in relation to the specific study phase of the “eHealth evaluation cycle.” Overall, the guide aims to enhance quality and safety, and to facilitate long-term implementation of novel eHealth solutions.
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Abstract

Background: Chronic diseases contribute to 71% of deaths worldwide every year, and an estimated 15 million people between the ages of 30 and 69 years die mainly because of cardiovascular disease, cancer, chronic respiratory diseases, or diabetes. Web-based educational interventions may facilitate disease management. These are also considered to be a flexible and low-cost method to deliver tailored information to patients. Previous studies concluded that the implementation of different features and the degree of adherence to the intervention are key factors in determining the success of the intervention. However, limited research has been conducted to understand the acceptability of specific features and user adherence to self-guided web interventions.

Objective: This systematic review aims to understand how web-based intervention features are evaluated, to investigate their acceptability, and to describe how adherence to web-based self-guided interventions is defined and measured.

Methods: Studies published on self-guided web-based educational interventions for people (≥14 years old) with chronic health conditions published between January 2005 and June 2020 were reviewed following the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) Statement protocol. The search was performed using the PubMed, Cochrane Library, and EMBASE (Excerpta Medica dataBASE) databases; the reference lists of the selected articles were also reviewed. The comparison of the interventions and analysis of the features were based on the published content from the selected articles.

Results: A total of 20 studies were included. Seven principal features were identified, with goal setting, self-monitoring, and feedback being the most frequently used. The acceptability of the features was measured based on the comments collected from users, their association with clinical outcomes, or device adherence. The use of quizzes was positively reported by participants. Self-monitoring, goal setting, feedback, and discussion forums yielded mixed results. The negative acceptability was related to the choice of the discussion topic, lack of face-to-face contact, and technical issues. This review shows that the evaluation of adherence to educational interventions was inconsistent among the studies, limiting comparisons. A clear definition of adherence to an intervention is lacking.

Conclusions: Although limited information was available, it appears that features related to interaction and personalization are important for improving clinical outcomes and users’ experience. When designing web-based interventions, the selection of features should be based on the targeted population’s needs, the balance between positive and negative impacts of having human involvement in the intervention, and the reduction of technical barriers. There is a lack of consensus on the method of evaluating adherence to an intervention. Both investigations of the acceptability features and adherence should be considered when designing and evaluating web-based interventions. A proof-of-concept or pilot study would be useful for establishing the required level of engagement needed to define adherence.
chronic disease; online learning; self-management; mobile phone

**Introduction**

**Background**

Chronic diseases contribute to 71% of deaths worldwide every year, which corresponds to 41 million deaths per year. It has been estimated that among these deaths, 15 million people between the ages of 30 and 69 years die mainly because of cardiovascular disease, cancer, chronic respiratory diseases, or diabetes [1]. Apart from mortality, the consequences of these chronic diseases include a decrease in the quality of life [2,3] and an economic burden for both households and countries [4-6]. The use of information and communication technology for health-related purposes has the potential to mitigate these consequences by offering numerous benefits for disease management, such as facilitating access to health information and helping to increase the understanding of the disease [7]. It is also considered a flexible, low-cost method for patients to obtain information in comparison with face-to-face education sessions [8]. Web-based interventions are an example of information and communication technology that has the potential to educate people living with a specific chronic disease condition and can help to improve their self-care over the long term through education and peer support [8,9]. These web-based interventions can be in a guided format by including features such as electronic counseling (e-counseling) and long-distance monitoring by health care professionals (HCPs) [10] or can be self-guided, defined in this paper as an absence of individual or face-to-face contact between HCPs and the users. Previous studies have investigated the integration of various features (eg, reminders and opportunities for social support) and the design of these web-based interventions. They concluded that the implementation of specific features and degree of adherence to the intervention are key factors in determining their success [11,12]. However, these studies do not distinguish between interventions with one-on-one or in-person contact among users with (guided) and without (self-guided) an HCP. As contact with HCPs or e-consultations can lead to a higher cost per usage and decrease the accessibility of the intervention [13], it is important to understand the inclusion of specific features and evaluation of adherence to these self-guided interventions.

The definition and measurement of adherence to self-guided interventions are still subject to debate [14,15]. Adherence is defined by the World Health Organization as “the extent to which a person’s behaviour – taking medication, following a diet, and/or executing lifestyle changes, corresponds with agreed recommendations from a health care provider” [16]. However, this definition is not adapted in the context of information and communication technology; there is no prescribed dosage that users of specific web-based interventions should be using to have the expected behavioral change [12]. The difficulty in defining adherence to web-based self-guided interventions is further accentuated by the differences in which they have been measured across studies with the use of parameters, such as the number of log-ins, the content viewed, and/or the time spent on the intervention [14].

**Objective**

A deeper understanding of previously published evaluations of self-guided educational interventions is required. The goals of this systematic review are to investigate how web-based intervention features are evaluated to determine their acceptability and to explore how adherence to web-based self-guided interventions are defined and measured. An understanding of the specific features and standardization of the definition of adherence to web-based self-guided interventions can help increase their efficacy and help to develop future web-based interventions for disease management.

**Methods**

**Design and Search Strategies**

To achieve these objectives, a systematic review of studies investigating the acceptability of the included features in web-based educational interventions on chronic health conditions was conducted based on the Preferred Reporting Items for Systematic Reviews and Meta-Analyses framework [17]. For this review, chronic health conditions also include chronic diseases. Nine chronic health conditions were selected from a list of common chronic diseases in Canada [18]. The selection of these studies was related to the implication of a web-based educational intervention on patients’ self-management and their commonality across different age groups. Cancer and mental illness were excluded from this systematic review because of the broad variety of disease and treatment methods [19-21]. The selected categories were defined as follows: (1) arthritis, (2) celiac disease, (3) epilepsy, (4) inflammatory bowel disease (including Crohn disease and ulcerative colitis), (5) metabolic disorders (including hypertension, dyslipidemia, atherosclerosis, heart failure, gestational diabetes mellitus [GDM], and type 1 and type 2 diabetes mellitus), (6) multiple sclerosis, (7) overweight and obesity, (8) respiratory disease (including chronic respiratory disease, asthma, and chronic obstructive pulmonary disease [COPD]), and (9) kidney diseases (including end-stage renal disease and nephritis).

The search method was elaborated with the help of a librarian. The PubMed, Cochrane Library, and EMBASE (Excerpta Medica dataBASE) databases were used to ensure that all articles related to the topic were covered. Keywords (Textbox 1), derived from Medical Subject Headings (MeSH), were searched in the titles or abstracts. The search combined each medical condition with the web-based, education, and intervention terms. A full list of the search methods is included in Multimedia Appendix 1. If the clinical trial protocol was available, the corresponding author’s name and the study title were further searched on these databases to find the relevant publications. The reference lists of the selected articles were
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also screened to capture potential articles. The screening and selection of the articles were performed independently by 2 reviewers (LFX and AI), and consensus was reached through a discussion to ensure agreeability. A third researcher (ASB) was consulted for a nonunanimous discussion for the selection of the articles.

Textbox 1. Keywords used for the article searches for different categories.

<table>
<thead>
<tr>
<th>Category</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Web-based</td>
<td>“social media” OR Internet OR “web based” OR web OR online</td>
</tr>
<tr>
<td>Education</td>
<td>“distance education” OR education OR “patient education” OR teaching</td>
</tr>
<tr>
<td>Intervention</td>
<td>learning OR intervention OR treatment OR program OR “Program development” OR platform</td>
</tr>
<tr>
<td>Arthritis</td>
<td>arthrits</td>
</tr>
<tr>
<td>Celiac disease</td>
<td>celiac</td>
</tr>
<tr>
<td>Epilepsy</td>
<td>epilepsy</td>
</tr>
<tr>
<td>Inflammatory bowel disease</td>
<td>IBD OR “inflammatory bowel disease” or “crohn disease” or “ulcerative colitis”</td>
</tr>
<tr>
<td>Metabolic disorders</td>
<td>CVD OR hypertension OR diabetes OR “diabetes mellitus” OR “diabetes insipidus” OR “gestational diabetes” OR “type 2 diabetes mellitus” OR “type 1 diabetes mellitus” OR “Juvenile diabetes” OR “heart failure” OR atherosclerosis OR dyslipidemia OR “Cardiovascular disease”</td>
</tr>
<tr>
<td>Multiple sclerosis</td>
<td>“multiple sclerosis”</td>
</tr>
<tr>
<td>Obesity</td>
<td>“pediatric obesity” OR “abdominal obesity” OR “morbid obesity” OR “obesity management” OR “Abdominal obesity” OR “metabolic syndrome” OR “overweight” OR “metabolic syndrome” OR “weight reduction program”</td>
</tr>
<tr>
<td>Respiratory disease</td>
<td>“respiratory disease” or “respiratory tract disease” or “respiratory disorder” or “asthma” or “chronic respiratory disease” or “copd” or “chronic obstructive pulmonary disease”</td>
</tr>
<tr>
<td>Kidney disease</td>
<td>“chronic kidney disease” or “chronic renal insufficiency” or “kidney disease” or “chronic kidney failure” or “diabetic nephropathies” or “esrd” or “end stage renal disease” or “nephritis”</td>
</tr>
</tbody>
</table>

Study Selection

Inclusion criteria were as follows: (1) the study included a web-based educational intervention designed for people living with this health condition (eg, transfer of knowledge to this population), (2) the intervention aimed to improve clinical outcomes defined as the result of a health care intervention, which includes a change in clinical laboratory values (eg, level of blood glucose, blood lipid profile), lifestyle behavior (eg, improvement in eating habits and level of physical activity), use of health care system (eg, use of emergency department and length of hospitalization), and quality of life [22] related to an existing chronic health condition, (3) no in-person or one-to-one contact with an HCP within the intervention, (4) only contacted the research team for technical support or an introductory meeting during the intervention (to ensure the pragmatism of the study results [23] and limit the impact of these contacts on the adherence to the intervention), (5) the included population is ≥14 years old (age cutoff where people can make their own health care decisions in Quebec, Canada [24]), (6) the articles (published or in-press, to have a full portrait of the intervention and have peer-reviewed evidence) were published between [2020] and [2021].
January 1, 2005, and June 15, 2020, in English or in French, (7) the articles are fully available to the researchers, and (8) no restriction on the design of the study but only original research was included.

Studies corresponding to any of the following criteria were excluded from this systematic review: (1) the intervention is for family members or HCPs only, (2) the intervention has only a purpose of prevention/assessment/screening aftercare, (3) the web-based intervention included a live session or personalized e-counseling, (4) the intervention consisted of only emails, discussion forums, and/or recording functions, (5) the study explicitly stated an inclusion of participants with severe depression, and (6) the primary target outcome was related to mental health.

Data Extraction and Analysis
For each study, the following information was collected and compared: the year of publication, country where the study took place, study design, targeted chronic health conditions, primary clinical outcomes, age group of the population, sample size, intervention given to the experimental and control groups, and length of the intervention.

In this study, a feature is defined as any functionality within a web-based educational intervention other than text-based educational modules, supporting users to have a better learning or navigation experience or to improve clinical outcomes. The term feature and functionality are used interchangeably for this review. Both analyses of acceptability of the features and adherence to the intervention were based on reported information contained in the articles or the complete protocol cited from the selected articles. The method for evaluating features and their acceptability on the outcomes of the intervention are discussed. The measurement and criteria used to evaluate adherence to the intervention were collected and compared between studies.

All the data were collected from information within the articles, the related published supplementary documents, or the cited references. If >1 article reported the same intervention and outcomes but had different sample sizes, then articles stating results of the acceptability of the features or adherence to the intervention were reported. If none or all the articles reported these details, the latest publication was analyzed. However, information related to the acceptability of the features and adherence was collected from all related articles. If 2 interventions within the same study correspond to the inclusion criteria of this review, the intervention with the highest number of features was analyzed. The data from each study were then grouped into themes. EndNote X9.2 for Macintosh was used to regroup the articles.

Results
Study Selection
The searches on the PubMed, Cochrane Library, and EMBASE databases resulted in 4091 potentially eligible articles (Figure 1). The titles and abstracts were reviewed, resulting in 390 articles. The titles and abstracts of potential articles from the reference list of the selected articles were also reviewed (n=34). After reading the full articles, 20 studies were selected.
Study Characteristics

The study characteristics are presented in Table 1. The identified articles included 6 areas of chronic health conditions: arthritis (n=1) [25], celiac disease (n=1) [26], metabolic disorders other than weight issues (n=8; metabolic syndrome [27], cardiac condition [28], hypertension [29], type 2 diabetes [30-33], and GDM [34]), multiple sclerosis (n=1) [35], overweight and obesity (n=7 studies) [13,36-41], and respiratory diseases (n=2; asthma [42] and COPD [43]). No study related to epilepsy, inflammatory bowel disease, or chronic kidney disease was found. The primary clinical outcomes were mainly related to changes in weight [13,36-41]. The studies were predominantly conducted in the United States [13,27,28,31,33,39-41,43] and Australia [25,26,34,36-38,42]. All the selected studies were randomized controlled trials, except for the study by Hutchesson et al [36], which was a pre-post design, and the study by Umapathy et al [25], which had a quasi-experimental design. All selected articles were published in English.
<table>
<thead>
<tr>
<th>Study; primary clinical outcomes</th>
<th>Health conditions</th>
<th>Study design; length of the intervention</th>
<th>Population, sample size</th>
<th>Descriptions of the interventions given to the experimental group</th>
<th>Descriptions of the interventions given to the control group</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bosak, 2010, United States [27]; minutes of PA; energy expenditure per week</td>
<td>Metabolic syndrome</td>
<td>RCT; 6 weeks</td>
<td>Adults ≥19 years; n=22</td>
<td>In-person introductory session, weekly new content, goal setting, self-monitoring, quiz, feedback (by email and after a quiz), use of persona, discussion board monitored by the PI; general discussion question posted by the PI on the forum. Requested at least weekly participation in the discussion (n=12, with 57% men)</td>
<td>Usual care (assessment by physicians and a consultation with a dietitian); (n=10, with 80% men)</td>
</tr>
<tr>
<td>Burns, 2013, Australia [42]; asthma control, self-efficacy, QoL</td>
<td>Asthma</td>
<td>RCT; 3 months</td>
<td>Adults with asthma ≥55 years; n=51</td>
<td>Six 15-min modules, reminder email to the nonresponders (with 33% men)</td>
<td>None</td>
</tr>
<tr>
<td>Carolan-Olah, 2019, Australia [34]; BMI, blood pressure, glycemic level</td>
<td>GDM</td>
<td>RCT; ND</td>
<td>Singleton pregnant women aged 18-45 years with recently diagnosed GDM; n=110</td>
<td>Standard GDM program and an additional 41-module web-based program including a one-on-one 30-min introductory session and quizzes (n=52)</td>
<td>Standard GDM program (1.5 hours of in-person class education given by HCPs; n=58)</td>
</tr>
<tr>
<td>Hansel, 2017, France [30]; change of the dietary score</td>
<td>T2DM</td>
<td>RCT; 16 weeks</td>
<td>Adults with T2DM and abdominal obesity, 18-75 years; n=120</td>
<td>4 modules, videos, hotline technical support, and feedback on the self-monitoring data and pedometer outcomes; requested at least 11 weekly log-in (n=60, with 33% men)</td>
<td>Usual follow-up with HCPs (n=60, with 33% men)</td>
</tr>
<tr>
<td>Hutchesson, 2016, Australia [36]; weight, BMI, WC</td>
<td>Overweight</td>
<td>Pre-post design; 3 months</td>
<td>Women aged 18-30 years; n=26</td>
<td>Web-based quizzes to assess current health status (diet, exercise, weight) with email feedback report, goal setting, discussion forum monitored by a dietitian, smartphone app, email newsletters, text messages, graphic design reflecting the image of the population (n=60, with 33% men)</td>
<td>None</td>
</tr>
<tr>
<td>Jane, 2017, Australia [37]; weight</td>
<td>Obesity</td>
<td>RCT; 24 weeks</td>
<td>Adults aged 21-65 years; n=67</td>
<td>1. Leaflet group with pedometer: weight loss information contained in a booklet (n=23, with 9% men); 2. Facebook group with pedometer: same weight loss information within a booklet but with pages only accessible via the Facebook group. The group was monitored by the study coordinator and this person made a weekly post (n=23, with 17% men); all the groups: 30-min introductory session</td>
<td>Standard care following Australian dietary and physical activity guidelines (n=21, with 19% men)</td>
</tr>
<tr>
<td>Kessel, 2016, New Zealand [35]; fatigue severity and impact</td>
<td>MS</td>
<td>RCT; 8-10 weeks</td>
<td>Adults experiencing MS fatigue; n=39</td>
<td>MSInvigor 8 plus: MSInvigor8 intervention with email-based support provided by a clinical psychologist for guidance and personal feedback (n=19, with 42% men)</td>
<td>MSInvigor8: cognitive behavior therapy–based 8 sessions with printable document, audio, and video; 25-50 min to complete; automated email reminders (n=20, with 10% men)</td>
</tr>
<tr>
<td>Study†, primary clinical outcomes</td>
<td>Health conditions</td>
<td>Study design; length of the intervention</td>
<td>Population, sample size</td>
<td>Descriptions of the interventions given to the experimental group</td>
<td>Descriptions of the interventions given to the control group</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>------------------</td>
<td>----------------------------------------</td>
<td>------------------------</td>
<td>---------------------------------------------------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Kerfoot, 2017, United States [31]; HbA1c&lt;sub&gt;m&lt;/sub&gt;</td>
<td>T2DM</td>
<td>RCT; 6 months</td>
<td>Veterans with T2DM; n=456</td>
<td>Team-based web game with questions related to DSME&lt;sup&gt;e&lt;/sup&gt; and a civic booklet about American history; other features: multiple-choice questions via email or smartphone app, same questions resent in a cycled pattern, points given for the quiz answer, feedback after the quiz, team and individual financial reward (US $100 gift certificate&lt;sup&gt;h&lt;/sup&gt;; n=227, with 95% men)</td>
<td>Same game format as the intervention group but with game questions on civics and a DSME booklet (n=229, with 93% men)</td>
</tr>
<tr>
<td>Leahey, 2014, United States [13]; weight</td>
<td>Obesity</td>
<td>RCT; 3 months</td>
<td>Adults aged 18-70 years; n=230</td>
<td>Group 1: the ShapeUp Rhode Island 2011 (SURI) program plus an internet behavioral weight loss program. Included a 60-min introductory session, self-monitoring, and feedback on the progress&lt;sup&gt;d&lt;/sup&gt; (n=90, with 18% men); group 2: the previous program plus optional weekly face-to-face group sessions (n=94, with 14% men)</td>
<td>SURI program alone: team participation, self-monitoring, pedometer, newsletters, community workshops, and recognition for meeting goals (n=46, with 18% men)</td>
</tr>
<tr>
<td>Liu, 2018, Canada [29]; systolic blood pressure</td>
<td>HTN&lt;sup&gt;p&lt;/sup&gt;</td>
<td>RCT; 4 months</td>
<td>Adults aged 35-74 years with HTN; n=128</td>
<td>1. Web expert-driven group with a prescribed weekly exercise and diet plan (n=43, with 51% men); 2. web user-driven group with weekly email where participants can choose their exercise and diet goals&lt;sup&gt;d&lt;/sup&gt; (n=42, with 48% men); in both groups, the same contents are under video and text format</td>
<td>Weekly email newsletter on HTN management only (n=43, with 57% men)</td>
</tr>
<tr>
<td>Morgan, 2011, Australia [38]; weight</td>
<td>Obesity</td>
<td>RCT; 3 months</td>
<td>Men aged 18-60 years; n=65</td>
<td>75-min face-to-face introductory session, self-monitoring, goal setting, feedback, and online forum weekly monitored by the research team&lt;sup&gt;d&lt;/sup&gt; (n=31)</td>
<td>60-min face-to-face introductory session and a weight loss program booklet (n=34)</td>
</tr>
<tr>
<td>Moy, 2016, United States [43]; HRQoL&lt;sup&gt;p&lt;/sup&gt;</td>
<td>COPD&lt;sup&gt;q&lt;/sup&gt;</td>
<td>RCT; 4 months</td>
<td>Veterans with COPD, n=239</td>
<td>Goal setting, self-monitoring, feedback for the self-monitoring data, reminder, discussion forum, technical support, and pedometer&lt;sup&gt;d&lt;/sup&gt; (n=155, with 95% men)</td>
<td>Pedometer with 12-month delayed access to the web intervention (n=84, with 92% men)</td>
</tr>
<tr>
<td>Noh, 2010, Korea [32]; postprandial glucose, HbA1c</td>
<td>T2DM</td>
<td>RCT; 6 months</td>
<td>Adults with T2DM aged 18-80 years; n=40</td>
<td>6-module program, adaptation to smartphones&lt;sup&gt;d&lt;/sup&gt; (n=20, with 80% men)</td>
<td>Same educational content in a printed booklet (n=20, with 75% men)</td>
</tr>
<tr>
<td>Richardson, 2007, United States [33]; steps</td>
<td>T2DM</td>
<td>RCT; 6 weeks</td>
<td>Nonpregnant adults with T2DM; n=35</td>
<td>Basic intervention with automated step goals based on the previous weekly total accumulated steps&lt;sup&gt;d&lt;/sup&gt; (n=17, with 29% men)</td>
<td>Basic intervention (60-min introductory session, pedometer, access to web-based educational information, tailored motivational messages, feedback for the performance) with step goals based on walking bouts &gt;10 min with at least 60 steps per minute (n=13, with 62% men)</td>
</tr>
<tr>
<td>Study; primary clinical outcomes</td>
<td>Health conditions</td>
<td>Study design; length of the intervention</td>
<td>Population, sample size</td>
<td>Descriptions of the interventions given to the experimental group</td>
<td>Descriptions of the interventions given to the control group</td>
</tr>
<tr>
<td>---------------------------------</td>
<td>------------------</td>
<td>-----------------------------------------</td>
<td>-------------------------</td>
<td>---------------------------------------------------------------</td>
<td>---------------------------------------------------------------</td>
</tr>
<tr>
<td>Rothert, 2006, United States, [39]; weight</td>
<td>Overweight and obesity</td>
<td>RCT; 6 weeks</td>
<td>Adult with BMI 27-40 kg/m²; n=286</td>
<td>Tailored expert system: automated personal weight management plan delivered at 1, 3, and 6 weeks of the study; reminders and choice of encouragement message via email (n=1475, with 17% men)</td>
<td>Information-only: standard Kaiser Permanente weight loss website (n=1378, with 13% men)</td>
</tr>
<tr>
<td>Sainsbury, 2013, Australia [26]; gluten-free diet adherence</td>
<td>Celiac disease</td>
<td>RCT; 8 weeks</td>
<td>Patients ≥16 years with biopsy-confirmed celiac disease (n=189, with 13% men)</td>
<td>Six 30-min modules (n=101)</td>
<td>Access to the intervention after 8 weeks of randomization (n=88)</td>
</tr>
<tr>
<td>Tate, 2006, United States, [40]; weight</td>
<td>Overweight and obesity</td>
<td>RCT; 6 months</td>
<td>Adults (20-55 years) with a BMI 27-40 kg/m²; n=122</td>
<td>1. Basic intervention with an additional website that includes electronic diary, message board, additional weekly reminder emails, weekly automated email feedback (n=61, with 13% men); 2. same intervention as in 1 but email feedback was given by a human counselor (n=64, with 16% men)</td>
<td>Basic intervention: introductory face-to-face group session, diet and energy expenditure goal, access to SlimFast website, meal-replacement coupon, optional web matching with another participant, weekly report, email communications (n=67, with 18% men)</td>
</tr>
<tr>
<td>Thomas, 2015, United States [41]; weight</td>
<td>Obesity</td>
<td>RCT; 3 months</td>
<td>Adults aged 18-70 years; n=154</td>
<td>60-min introductory session, video, animation, quiz, self-monitoring, weekly feedback about participant’s progress, reminders, and recognition for meeting the goals (n=15, with 20% men)</td>
<td>Introductory session, printable newsletters with educational information on diet and physical activity; requested at least weekly log-in (n=16, with 21% men)</td>
</tr>
<tr>
<td>Umphrey, 2015, Australia [25]; heiQ²</td>
<td>OA³</td>
<td>Quasi-experimental study; 12 months</td>
<td>Adults with self-assessed hip and/or knee OA; n=195</td>
<td>My Joint Pain: educational modules (text or video) with self-assessment tools (n=104, with 24% men)</td>
<td>No intervention was provided from the study (n=91, with 20% men)</td>
</tr>
</tbody>
</table>
**Study Population**
In the selected studies, 19 included an adult population (age 18 years) [13,25,27-34,37-43] and 1 included an adolescent/adult population aged 16 years [26]. The sample size varied from 22 to 456 participants. Seventeen studies included both genders [13,25-33,35,37,39-43]. The intervention length ranged from 8 weeks to 12 months, and in 1 article, the length was not specified [34].

**Web Educational Components**
The web-based interventions are summarized in Table 1.

---

**Study; primary clinical outcomes** | **Health conditions** | **Study design; length of the intervention** | **Population, sample size** | **Descriptions of the interventions given to the experimental group** | **Descriptions of the interventions given to the control group**
---|---|---|---|---|---
Widmer, 2017 2015, United States [28,44]; CV-related ED visits\(^a\) and rehospitalizations | Cardiac condition | RCT; 3 months | Eligible patients to a regular cardiac rehabilitation; n=80 | Regular cardiac rehabilitation with digital health: 30-min introductory session, accessibility via a smartphone app, technical support, and reminders\(^d\) (n=40, with 78% men) | Regular cardiac rehabilitation for 36 weeks (weekly in-person meeting) (n=40, with 85% men) |

---

\(^a\)PA: physical activity.  
\(^b\)RCT: randomized controlled trial.  
\(^c\)PI: Principal Investigator.  
\(^d\)Interventions with a d superscript are the ones analyzed in this review.  
\(^e\)QoL: quality of life.  
\(^f\)GDM: gestational diabetes mellitus.  
\(^g\)ND: nondisposable.  
\(^h\)HCPs: health care professionals.  
\(^i\)T2DM: type 2 diabetes mellitus.  
\(^j\)WC: waist circumference.  
\(^k\)MS: multiple sclerosis.  
\(^l\)Adults refer to 18 years and older unless specified.  
\(^m\)HbA\(_1c\): hemoglobin A\(_1c\).  
\(^n\)DSME: diabetes self-management education.  
\(^o\)HTN: hypertension.  
\(^p\)HRQoL: health-related quality of life.  
\(^q\)COPD: chronic obstructive pulmonary disease.  
\(^r\)heiQ: health education impact questionnaire.  
\(^s\)OA: osteoarthritis.  
\(^t\)The selected article was Widmer et al, 2017 [28] and additional information about the interventions were collected from Widmer et al, 2015 [44].  
\(^u\)CV-related ED visit: cardiovascular-related emergency department visit.

**Features and Acceptability**
The main features included in the web-based educational intervention and their acceptability are summarized in Table 2. None of these main features were identified in the studies by Noh et al [32] and Sainsury et al [26].

Only 8 studies (8/20, 40%) discussed the acceptability of the features. Acceptability was evaluated based on feedback from the users [33,36,38], their association with clinical outcomes [13,31,33,38,40,41,43], or device (eg, pedometer) adherence [43]. The features that reported positive, negative, or mixed acceptability in the studies are presented with a “+,” “−,” or “±” symbol in Table 2.
Table 2. Main features included in the web-based educational intervention and their acceptability.

<table>
<thead>
<tr>
<th>Articles and features</th>
<th>Introductory session</th>
<th>Goal settings</th>
<th>Self-monitoring</th>
<th>Quiz</th>
<th>Feedback</th>
<th>Reminder</th>
<th>Online community</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bosak, 2010, United States [27]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>Burns, 2013, Australia [42]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Carolan-Olah, 2019, Australia [34]</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Hansel, 2017, France [30]</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Hutchesson, 2016, Australia [36]</td>
<td>x</td>
<td>_c</td>
<td>✓</td>
<td>_d</td>
<td>+</td>
<td>x</td>
<td>–</td>
</tr>
<tr>
<td>Jane, 2017, Australia [37]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>Leahey, 2014, United States [13]</td>
<td>✓</td>
<td>✓</td>
<td>+</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Liu, 2018, Canada [29]</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Morgan, 2011, Australia [38]</td>
<td>✓</td>
<td>✓</td>
<td>±</td>
<td>±</td>
<td>±</td>
<td>±</td>
<td>±</td>
</tr>
<tr>
<td>Moy, 2016, United States [43]</td>
<td>x</td>
<td>+</td>
<td>✓</td>
<td>x</td>
<td>+</td>
<td>✓</td>
<td>+</td>
</tr>
<tr>
<td>Richardson, 2007, United States [33]</td>
<td>✓</td>
<td>±</td>
<td>+</td>
<td>x</td>
<td>+</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Rothert, 2006, United States [39]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Kessel, 2016 and 2012, New Zealand [35,45]</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Kerfoot, 2017, United States [31]</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>+</td>
</tr>
<tr>
<td>Tate, 2006, United States [40]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
<td>+</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Thomas, 2015, United States [41]</td>
<td>✓</td>
<td>✓</td>
<td>+</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>Umpathy, 2015, Australia [25]</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Widmer, 2015 and 2017, United States [28,44]</td>
<td>✓</td>
<td>x</td>
<td>✓</td>
<td>x</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
</tbody>
</table>

*a*: Features presented in the study but without evaluation of its acceptability.

*b*: data not available.

*c*: features reported having negative acceptability.

*d*: features reported having positive acceptability.

*e*: features with mixed acceptability.

**Introductory Session**

Face-to-face introductory sessions varying from 15 to 75 min were offered in 9 of the studies [13,27,28,33,34,37,38,40,41]. Among these, the study conducted by Carolan-Olah et al [34] specified that it was offered individually, and the study conducted by Tate et al [40] mentioned that it was offered in groups of 25 participants. The format was not specified in the other studies. The purposes of these sessions were mainly to introduce the study and provide instructions about navigating the website [28,33,34,37,38,40,41]. This session also allowed the development of personal goals, teach skills (eg, food intake self-monitoring), and provide the required material (eg, printed documents or meal supplement coupons) for the intervention [13,38,40,41]. In the selected articles, no information was provided on the usefulness or acceptability of this feature.

**Goal Setting and Self-Monitoring**

Among the selected studies, goal setting (n=11) and self-monitoring (n=13) were frequently reported. The participants were able to select their goal from a predetermined area (eg, physical activity or dietary habits) [27,29,36-38] or the goal was provided by the research team at the beginning of the intervention [13,29,30,40,41,43]. The predetermined topics were chosen according to clinical guidelines [13,29,37,41] based on participants’ self-reported physical activity baseline information (eg, number of steps) [30,43] or self-reported performance from the previous week [33,46].

Three studies reported inconsistent acceptability of goal setting [33,36,43]. Participants in the study by Hutchesson et al [36] considered this feature as one of the least used. This could be related to the technical difficulty of not knowing where to find...
this feature. Richardson et al [33] highlighted that more structured goals were associated with a lower level of satisfaction and adherence to the intervention among participants. However, Moy et al [43] reported that the goal-setting feature might lead to higher device (eg, pedometer) use.

**Self-Monitoring**

The term self-monitoring and self-assessment are used interchangeably in 2 studies [25, 35]. Studies led by Umphrey et al [25] and Kessel et al [35] mainly used the term self-assessment to describe health-related risk assessment and information tracking (eg, pain, weight, use of medication). Ten other studies [13, 27, 28, 30, 33, 36, 38, 41, 43] used the term self-monitoring and referred only to the tracking function. As most of the studies used the term self-monitoring, *self-monitoring* was employed for this review.

Among all the studies with the tracking function, 6 studies requested daily self-monitoring throughout the [13, 27, 28, 38, 41, 43] intervention. Other studies requested self-monitoring for a specific period (eg, participants need to complete the self-monitoring module in 1 week before going to the other modules [30, 37] or by completing the module [35]), weekly, or longer self-monitoring for specific parameters (eg, weight change) [25, 33, 36, 38, 46]. The majority of the self-monitored data were entered directly into the intervention website [13, 25, 27, 30, 35, 38, 41, 43, 46], and one study used a smartphone app that was not designed by the research team [36]. In the study by Hutchesson et al [36], self-monitoring was captured in a quiz format where questions allowed participants to track their weight, eating habits, and physical activity level.

The acceptability of self-monitoring was evaluated in 4 studies [13, 33, 38, 41]. Studies found that a greater frequency of self-reporting correlated with better clinical outcomes [13, 38, 41], increased mindfulness in food choices [38], or higher satisfaction with the intervention [33]. However, the participants in the study conducted by Morgan et al [38] expressed that it was difficult to use this feature and to remember the food eaten. These barriers might also explain the low compliance (<50%) in this study. However, the embedded *save favorite meals* feature was reported to simplify the recording process.

**Quiz and Feedback**

Quizzes were used in 6 studies [27, 31, 34, 36, 41]. They were mainly embedded within the intervention method, except in the studies by Hutchesson et al [36] and Kerfoot et al [31], where the questions were sent to participants by email or via a smartphone app. In addition to being used as a tracking method [36], the quizzes had the objective of introducing the learning material [31], learning reinforcement [27, 34, 35], and increasing participants’ engagement [27, 41]. Quizzes were included within the educational module [34, 45] or sent periodically to the participants [27, 31, 36].

Feedback was used to reflect the progress of self-monitoring [13, 25, 30, 33, 38, 40, 41, 43, 46], the responses of the quizzes [27, 31, 36], and/or used as email communication with physicians [41]. In 8 of the studies, a report format was used either weekly [13, 27, 30, 33, 40, 41, 43, 46] or periodically [38] as a follow-up to the self-monitoring data. Tate et al [40] also provided an automated weekly feedback report on the general performance of the participants for those who submitted their self-monitoring entries. In addition to summarizing the progress toward the goal [13, 27, 36, 38, 41, 43], the report could also include recommendations [25, 36, 38, 40, 41], praise for achieving the goal [33, 40, 41], anecdotes [38], or the amount of virtual points/diamonds accumulated [36] or provide a personalized menu [30]. Among these, the use of an algorithm for generic messages or a standardized email based on the performance of each participant was used to build this report [13, 25, 27, 33, 38, 40, 41] and was specified in 7 of the studies.

Rothert et al [39] noted the optional *buddy* feature where participants can receive email encouragement. However, no information was given on its specificity or the email content.

For feedback related to the quizzes, the correct answer and an explanation were often given immediately following the participants’ responses [27, 31]. The intervention led by Kessel et al [35] used the term *interactive tasks* and *homework* for the quiz feature. In this study, the completed quizzes were discussed in the following module, but the presence or absence of feedback to the participants’ answers was not specified. Communication letters to physicians were used in 1 study and sent to the referring physician at 3 time points during the intervention [41].

The quiz feature was considered by the participants in 1 study as useful for providing information and feedback [36]. A similar observation was found in the study led by Richardson et al [33], where participants expressed their support for feedback on their step performance using a graph format. Morgan et al [38] explored the effect of the feedback feature, and the opinion was shared among participants. Some users positively highlighted its usefulness in helping people to realize their possible dietary issues, but others found that the feedback lacked personalization.

In the study by Tate et al [40], the authors discussed that the feedback provided by both the automated computer program and the human counselor can lead to greater weight loss. This potential positive impact of the feedback feature on clinical outcomes was also reported by Moy et al [43].

**Reminder**

Seven studies included a reminder (eg, by email) to increase the intervention usage [35, 39, 42] or to recall the upload of self-monitoring data [28, 38]. The frequency of sending the reminder varied between studies: weekly reminder emails to participants not using the web intervention only [41], occasional reminders to participants who did not recently log-in [28], weekly automatic reminders to all participants to upload their self-monitoring data [40, 43] or the use of the intervention [35], reminder emails sent before the release of each management plan [39], or 1 reminder email midway of the intervention [42].

In addition to the email reminders, Widmer et al [28] also included reminders within the intervention to recall the completion of daily tasks and educational material. Other than reminding people participating in the intervention, Sainsbury et al [26] noted that email and text messages were used to manage participants’ progress toward the goal, but the study did not explicitly use the term reminder to qualify this function.
Online Community

An online community was used in 7 studies [27,31,36-38,40,43]. Online communities included discussion forums [27,36,38,42,43], social media groups [37], game competitions [31], and buddy matching (optional pairing with another participant) [40]. The objectives of an online community were to increase social support between the participants [36,37,40,43], overcome barriers in behavioral change [27], answer questions [27,38,43], and/or increase a sense of competition [31]. The discussion forums were mainly operated by a research team member and divided into topics [27,36-38,43]. Jane et al [37] used a Facebook group to both deliver learning materials and encourage peer exchange. Tate et al [40] provided the option to the participants to be matched with another person and communicate through the web page. Kerfoot et al [28] used a game format to create an online community in which participants were grouped based on their geographic region and competed against each other by answering questions. A leaderboard displaying individual and team scores was used to increase the sense of competition.

Kerfoot et al [31] found that the positive change in mean hemoglobin A\textsubscript{1c} among the participants was potentially related to participants’ engagement in the online community and through competition with others. Its positive effect was further supported by a correlation between patient empowerment and game engagement, reflected by the number of earned points. The benefit of using an online community was also reported in the study by Moy et al [43]. The researchers compared the number of step counts in a population with COPD between the intervention group (access to the web intervention) with a control group having only the pedometer and a self-monitoring log. The results showed that the intervention group had significantly better device adherence, which suggested the potential benefits of the included features (discussion forum, educational content, goal setting, and feedback). In addition, more than half of the participants (67/121, 55%) expressed that the online community forum helped them learn information on their chronic condition. However, the use of the discussion forum was negatively rated in a study on weight loss among men [38]. In this study, the acceptability of the feature was based on qualitative feedback collected from the participants. Users of this discussion forum considered that weight loss was a personal issue and participants were unlikely to participate in the forum. Users also expressed a preference for having more face-to-face contact with the instructor. This negative comment was also reflected in an acceptability questionnaire in a study targeting weight loss in women [36].

Other Features

In addition to the previously mentioned features, others were presented in the studies, such as the use of a pedometer, reward, adaptation of the website intervention for smartphones, and technical support.

A pedometer was provided by 7 studies as a component of self-monitoring to increase step counts [13,27,29,30,33,37,43]. The use of rewards was mentioned in 3 studies. A social reward included praise in a weekly report to participants who reached their goal [41] and the use of online rewards (eg, virtual diamonds) [36] indicated participants’ progress toward the goal. Only 1 study reported the use of material rewards [31], such as a US $100 certificate was given for the top 30% of participants based on their game points. It was also mentioned that the reward feature was included in the intervention led by Widmer et al [28], but no description was provided.

The adaptation of the website to mobile devices was specified in 3 studies [28,31,32]. The presence of technical support was mentioned in 3 studies. Participants could ask their questions by posting on a designated section of a discussion forum [43] via a link through the web-based program [28] or through hotline support [30]. In all instances, direct communication with a research team was restricted to technical support purposes.

Adherence to the Intervention

Adherence to the intervention was mentioned in 15 studies (75% of the eligible studies, 15/20) using different terms (eg, engagement, use of intervention, retention rate). The rate was reported in 4 studies. The parameters used to measure adherence to the intervention are summarized in Textbox 2.

A decrease in the use of the intervention throughout the study was observed in 6 studies [26,30,36,40,41,43]. For the length of a 16-week intervention, the percentage of log-ins in the study by Hansel et al [30] decreased by one-third in the final month. Moy et al [43] reported a similar decrease in the number of log-ins with time (from 6.8 per month in the first month to 3.0 per month at 12 months). A decrease in the use of the features was also observed, such as the number of opened newsletters [36], answered quizzes [36], and the use of the discussion forum [43]. A similar decrease in the frequency of monthly log-ins was observed in the study by Tate et al [40]. Although this decrease seemed to be progressive with time, Thomas et al [41] reported that it mainly occurred midterm, 3 months from the beginning. Hutchesson et al [36] also observed that some features (eg, discussion forum and goal settings) had poor usage throughout the intervention and Morgan et al [38] reported that <50% of their participants complied with self-monitoring instructions. However, based on the general use of the intervention (eg, 7 weeks of submission of self-reporting data and weekly log-ins during the 3 months of the intervention), Morgan et al [38] qualified a retention rate of 41% as high. The term retention rate was also used by Sainsbury et al [26] and was measured with the use of the intervention. It was shown that 49.5% of the participants completed 4 of the 5 learning modules, but the authors considered this as a poor retention rate. Kessel et al [35] related the high dropout level (9/20, only 45% of the participants completed the intervention) to the absence of individual support, lack of feedback, and technical challenges. Bosak et al [27] explained that participants with better adherence had increased self-efficacy, but no additional information was provided.

Adherence to the Intervention

Adherence to the intervention was mentioned in 15 studies (75% of the eligible studies, 15/20) using different terms (eg, engagement, use of intervention, retention rate). The rate was reported in 4 studies. The parameters used to measure adherence to the intervention are summarized in Textbox 2.

A decrease in the use of the intervention throughout the study was observed in 6 studies [26,30,36,40,41,43]. For the length of a 16-week intervention, the percentage of log-ins in the study by Hansel et al [30] decreased by one-third in the final month. Moy et al [43] reported a similar decrease in the number of log-ins with time (from 6.8 per month in the first month to 3.0 per month at 12 months). A decrease in the use of the features was also observed, such as the number of opened newsletters [36], answered quizzes [36], and the use of the discussion forum [43]. A similar decrease in the frequency of monthly log-ins was observed in the study by Tate et al [40]. Although this decrease seemed to be progressive with time, Thomas et al [41] reported that it mainly occurred midterm, 3 months from the beginning. Hutchesson et al [36] also observed that some features (eg, discussion forum and goal settings) had poor usage throughout the intervention and Morgan et al [38] reported that <50% of their participants complied with self-monitoring instructions. However, based on the general use of the intervention (eg, 7 weeks of submission of self-reporting data and weekly log-ins during the 3 months of the intervention), Morgan et al [38] qualified a retention rate of 41% as high. The term retention rate was also used by Sainsbury et al [26] and was measured with the use of the intervention. It was shown that 49.5% of the participants completed 4 of the 5 learning modules, but the authors considered this as a poor retention rate. Kessel et al [35] related the high dropout level (9/20, only 45% of the participants completed the intervention) to the absence of individual support, lack of feedback, and technical challenges. Bosak et al [27] explained that participants with better adherence had increased self-efficacy, but no additional information was provided.
Textbox 2. Parameters used to evaluate adherence to the intervention and the methods of measurement.

<table>
<thead>
<tr>
<th>Log-in to the intervention</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Track of the total frequency of the log-in [30,32,36,40,42]</td>
</tr>
<tr>
<td>• Average log-in per participant [42]</td>
</tr>
<tr>
<td>• Average log-in per week per person [13]</td>
</tr>
<tr>
<td>• Average log-in per month per person [43]</td>
</tr>
<tr>
<td>• Number of weeks with at least one log-in [41]</td>
</tr>
<tr>
<td>• Total number of visits [42]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exploration of the learning content</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Number of participants completed at least 4 out of the 5 modules [26]</td>
</tr>
<tr>
<td>• Number of lessons viewed [13]</td>
</tr>
<tr>
<td>• Number of participants who completed none, half, or all the 8 sessions [35]</td>
</tr>
<tr>
<td>• Mean number of sessions completed [35]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Upload of the self-monitoring data</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Total frequency of self-monitoring [13,33,38]</td>
</tr>
<tr>
<td>• Number of weeks having self-monitoring values at least 5 of the 7 days [41]</td>
</tr>
<tr>
<td>• Frequency of weekly web-based diary submission [40]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Use of other features</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Use of the discussion forum [36,43]</td>
</tr>
<tr>
<td>• Use of the discussion forum [36,43]</td>
</tr>
<tr>
<td>• Number of answered questions [31]</td>
</tr>
<tr>
<td>• Number of points earned during the game [31]</td>
</tr>
<tr>
<td>• Completion of quizzes, number of email newsletters opened, and smartphone app downloads [36]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Visit duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Total duration of viewing [42]</td>
</tr>
<tr>
<td>• Average viewing time by participant [42]</td>
</tr>
</tbody>
</table>

**Discussion**

**Principal Findings**

This systematic review highlights the use of specific features in the design of web-based self-guided interventions for people with chronic health conditions and reports on the evaluation of their acceptability. Previous researchers have investigated the importance of features included in guided web-based interventions for people with chronic diseases on their success rate (eg, adherence to the intervention and transfer of health-related information) [11,12]. However, limited data were found on the functionalities of self-guided web-based educational interventions. In-person and one-on-one interactions with an HCP might increase the adherence and use of a web-based intervention [47] but that can also increase the cost of the intervention [13]. Therefore, it is important to investigate the characteristics of web-based interventions. This review demonstrated that goal setting, self-monitoring, and feedback were the most common features. The acceptability of the different features was measured based on the comments collected from users, their influence on clinical outcomes, or device (eg, pedometer) adherence. The use of personalized features with feedback (eg, quizzes) was positively reported. The negative acceptability of the features was mainly related to technical issues and the choice of discussion topics for the intervention. This review also showed that the evaluation of adherence to the intervention was inconsistent among the studies, which limited comparison. A clear definition and measurement of adherence to web-based interventions is lacking.

**Categorization of Features**

Our review identified 7 features that were most commonly included in the selected studies (Table 2). Other features such as the use of a pedometer, rewards, adaptation of the website intervention for smartphones, and technical support were also observed but less frequently used. On the basis of the results of this paper, we categorized the included features under the following 3 categories: personalization, interaction, and support. Personalization refers to a function tailored to the individual needs of each participant and can be changed throughout the intervention based on the user’s experience and progress [12].
Goal setting and self-monitoring have this characteristic by adjusting to the needs and progress of the user. The interactive features facilitated the engagement of the participants, increased learning retention [36], and provided a sense of community [31]. These characteristics were found in features such as quizzes, feedback, reminders, and online communities. They allowed an interaction between the intervention and participants and encouraged the users to return to the intervention [27,34,36]. Feedback and reward features correspond to both categories by personalizing the feedback report and varying the amount of rewards or type of written encouragement given to the participants based on the individual’s progress [31,36]. Other features not included in these 2 categories were providing support and reducing the technical barriers of the intervention.

Importance of Evaluating the Features

Web-based educational interventions have been shown to be cost-effective compared with traditional face-to-face formats [48-51] and can reduce the production of physical materials (eg, printed documents) [52]. However, the cost related to the development of web-based educational interventions is still significant [52]. Creation of web-based educational modules can be classified into 3 levels: (1) basic content with text, graphics, simple audio, video, and test questions, (2) level 1 content with 25% interactive content (exercise, audio, video, and animations), and (3) level 2 content with highly interactive features (eg, adding game, avatars, custom interactions, and competitions) [53]. According to a study published in 2010, the average number of working hours to produce 1 hour of finished training associated with each of these levels is at least 79, 184, and 490 hours, respectively [53], and the average cost in US dollars is $10,054, $18,583, and $50,371, respectively [53]. Other factors such as the addition of new content and interactive features will further increase the cost [53]. Therefore, it is important to consider the choice of the features and their evaluation to minimize the cost and distribute the financial resources effectively. Our systematic review highlights that features are not frequently evaluated, with only 8 studies (8/20, 40%) reporting on the evaluation of some of the features used. In addition, the negative acceptability of a feature on the user’s experience, clinical outcomes, or device adherence was shown to be related to a lack of responding to the population’s needs, low human contact, and technical difficulties.

Factors Impacting the Acceptability of a Feature

Lack of Responding to the Population’s Needs

A previous systematic review investigating features to be included in a commercial smartphone app for people with type 1 diabetes highlights the importance of integrating features related to personalization and patient empowerment for optimal disease self-management [54]. Similar to this study, our review showed the benefits of these groups of features [36,38]. For instance, the self-monitoring feature showed positive acceptability for the user’s experience, clinical outcomes, or device adherence. Participants in a weight loss intervention conducted by Morgan et al [38] expressed that the self-monitoring features helped to increase mindfulness of their dietary choices. The participants also liked the save favorite meals option, which was associated with their eating habits and facilitated their diet entries [38]. Another feature that can increase patient empowerment is feedback, but it was found to lack personalization. Being able to effectively provide information [36] and improve behaviors [38] are some of the benefits of providing feedback through self-monitoring and quizzes. However, the use of a generic message was criticized by some participants and they expressed a preference for having more personalized communication [38]. This evidence shows the potential benefits of these features and highlights the necessity of adapting them to patients’ needs.

Indeed, the effectiveness of a feature can only be maximized when there is a deep understanding of the targeted population’s needs [15,38]. For example, peer support is often identified as an essential component in web-based interventions across different areas of health care [55-58], but its use should be based on the specific population’s preferences. Kerfoot et al [31] and Moy et al [43] found a positive correlation between participants’ engagement, learning, and use of an online community. However, men in a weight loss study also expressed their resistance in using the discussion forum mainly because of the personal nature of the topic and they preferred to have face-to-face contact with their instructor [38]. Similar feedback was also reported in a weight loss study in women [36]. As the interest and needs of patients vary with different types of chronic diseases, the topics involved in these discussion forums should also be based on the interests of the population group being targeted. For instance, Lanoye et al [59] found the importance of discussing the stigma and peer pressure related to obesity within a young adult population, whereas Cook et al [60] found that emotional support and use of medication are priorities in an older population with obesity. Therefore, the demographic background [11,61,62] and type of chronic diseases [7] are all factors potentially influencing the acceptability of a feature and should be considered when designing and evaluating web-based interventions.

Low Human Contact

In addition to the lack of responding to the population's needs, the frequency of human contact was another element mentioned in the selected studies that could interfere with the acceptability of a feature [36]. Hutchesson et al [36] suggested that the low level of human contact in their weight loss intervention could have been a reason for the low usage of the discussion forum. Leahey et al [13] verified this hypothesis in their study on weight loss by adding a face-to-face component to their web-based intervention; however, it was shown that improved clinical outcomes also resulted in a higher monetary cost. Kessel et al [35] also mentioned that having human contact (eg, telephone support) might lead to a higher engagement with the intervention. Therefore, a greater in-person or one-on-one consultation with an HCP in the intervention has the potential to increase its efficacy, but the cost should also be considered.

As the goal of this systematic review is to investigate the features presented in self-guided web-based interventions, with the primary inclusion criteria of the studies being the absence of face-to-face contact, it would be contradictory to suggest the addition of a face-to-face component for an intervention. However, having patient moderators implicated in the intervention can be a potential solution for this barrier [63].
Moderators have the role of being the *housekeeper* of the discussion forum. They adopt an objective point of view by balancing the opinions of different sources in a respective environment. It also acts as a conversation stimulator, conflict resolver, feedback provider, and discussion supporter [63,64]. Previous studies highlighted the importance of their role by showing that participants can develop an attachment with community moderators and that their departure can lead to cessation in the use of the forum among some participants [65]. Having HCPs and peer moderators will combine the expertise for the delivery of web-based interventions [12]. As the use of the intervention is also associated with its impact (eg, on clinical outcomes or behavioral change) [12], it is important to be able to define and measure the level of adherence [12]. Adherence can be associated with factors such as chronic health conditions [26,42], study design, and inclusion of a variety of features [12,66]. In our review, the eligible studies reported different ways of measuring adherence to the interventions (eg, log-ins to the intervention [42], exploration of the learning content [13], and uploading of the self-monitoring data [41]) using different terms (eg, engagement [36], retention rate [38]), and none of them defined the effective engagement or intended usage of the intervention.

**Technical Difficulties**

Technical barriers were a third reason for the lower acceptability of a feature. Users in the weight loss trial conducted by Morgan et al [38] expressed that despite an improvement in behavioral changes related to the use of self-monitoring, the difficulty in tracking their food decreased their use of the intervention. Hutchesson et al [36] also suggested that the lack of usage of the goal-setting feature might be related to the difficulty in finding this feature in the intervention. This low usage was attributed to technical issues, and was previously reported in the literature [14]. The action planning feature usage was reported as relatively low in a study of people with type 2 diabetes conducted by Glasgow et al [14], and this could be related to navigational difficulties. These observations highlight the importance of simplifying the intervention navigation and including technical support features (eg, introductory session), providing contact information of the research team, and technology usage learning to help decrease these barriers [67].

**Adherence and Future Direction**

Intended usage is estimated by the developers and refers to the usage level needed to have the maximum benefit from the intervention (eg, clinical outcomes), and defining the intended usage would allow for standardization in the calculation of adherence [12]. Although Kelders et al [12] used the term intended usage, others adopted the term effective engagement [68,69], defined as "sufficient engagement with the intervention to achieve intended outcomes" [69]. As both terminologies focused on the identification of the parameters and the related minimum threshold that can have an impact on the intended behavior [12,68,69], these terms were used interchangeably.

Effective engagement should reflect the multidimension of the intervention in relation to the primary outcome, and both objective and subjective measurements should be evaluated [70]. The back-ended intervention usage data are considered an objective measurement [70] and can be assessed by using the Analyzing and Measuring Usage and Engagement Data framework [68]. This framework is designed for web-based interventions and can be used during the intervention development phase or after data collection. It contains 3 stages, and each stage is guided by a checklist of generic questions. In stage 1, the usage of data is classified into 3 categories: intervention characteristics (eg, architecture and content), accrued data (eg, data collected during the use of the intervention), and contextual data (eg, factors influencing the use of the intervention). Stage 2 consists of the selection of meaningful measures of usage and generation of research questions related to the primary outcome, usage data collected, and characteristics of the target population (eg, a web-based intervention focusing on the reduction of hospital visits can have "Will the number of content views be associated with hospital visits?" as a research question [68]). The final stage focuses on the selection of analytical tools and data preparation. A plan of analyses can then be conceived if the intervention is in the developmental phase or the analyses can be performed if data have already been collected [68]. In addition to the usage data, qualitative analysis (eg, with a semistructured interview or focus group) should be performed and combined with the quantitative methods [70] to reflect participants’ experiences. The threshold of effective engagement found with the combination of these 2 methods can then be compared with the actual intervention usage of each participant. Those who failed to reach this threshold will then be categorized as nonadherent to the intervention. Therefore, adherence to the intervention and its cutoff should only be defined after data collection is completed and a proof-of-concept or pilot study is recommended for testing [71].

**Limitations**

Our systematic review had some limitations. The search terms were selected based on MeSH terms; however, other important keywords could have been included. Exclusion of these important keywords might decrease the level of comprehensiveness of the search results. All the qualitative analyses were based on the content of the articles; the omission of information within the published articles might have led to a different interpretation of the results. For example, authors might only have listed the major features in their intervention instead of providing a complete list of all the available features. Only 8 studies (8/20, 40%) reported the acceptability of the features on the clinical outcome, users’ experience, or device adherence, which is a limitation for extrapolating the conclusions of the interventions. The articles included in this review were only selected from 3 databases, limited to published or in-press articles in English and French. In addition, to ensure a higher level of effectiveness in the results, this review also excluded self-guided interventions having individual contact between participants and research professionals during the study for reasons other than technical support or introductory sessions. Therefore, the results of this review might have limited external validity and cannot be applied to all web-based self-guided interventions or specific to any of the selected disease categories.
Conclusions
In conclusion, this systematic review investigated features included in 20 self-guided web-based educational interventions focusing on the self-management of chronic health conditions. It demonstrated the positive implication of specific features related to personalization and interactivity in the interventions on clinical outcomes, users’ experience, or device adherence. However, only a few studies reported the acceptability of the included features; therefore, future research is needed to gain a greater understanding of the roles that each feature plays on the use of web-based interventions. The results of this systematic review provide evidence on the choice and implementation of specific features for future web-based health education interventions, highlighting the importance of understanding the needs of the target population and the need to incorporate more human contact and reducing technical barriers for the effectiveness of self-guided web-based interventions. Moreover, this study also found poor consensus related to the definitions and measurements of adherence in self-guided interventions used to target chronic health conditions. A method for evaluating the level of adherence is proposed in this review but requires future studies for its validation.

Acknowledgments
The authors would like to acknowledge Dr Rémi Rabasa-Lhoret for providing suggestions for protocol development and Meryem Talbo, Kayla Wong, and Melinda Prevost for their feedback to improve this manuscript.

LFX holds a PhD scholarship from the Fonds de Recherche Santé Québec.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Keywords used for the article searches.

References


70. Yeager CM, Benight CC. If we build it, will they come? Issues of engagement with digital health interventions for trauma recovery. Mhealth 2018;4:37 [FREE Full text] [doi: 10.21037/mhealth.2018.08.04] [Medline: 30367349]


Abbreviations

COPD: chronic obstructive pulmonary disease
e-counseling: electronic counseling
EMBASE: Excerpta Medica dataBASE
GDM: gestational diabetes mellitus
HCP: health care professional
MeSH: Medical Subject Headings
Please cite as:
Xie LF, Itzkovitz A, Roy-Fleming A, Da Costa D, Brazeau AS
Understanding Self-Guided Web-Based Educational Interventions for Patients With Chronic Health Conditions: Systematic Review of Intervention Features and Adherence
J Med Internet Res 2020;22(8):e18355
URL: http://www.jmir.org/2020/8/e18355/
doi:10.2196/18355
PMID:32788152

©Li Feng Xie, Alexandra Itzkovitz, Amelie Roy-Fleming, Deborah Da Costa, Anne-Sophie Brazeau. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 13.08.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Hazards of the Cytokine Storm and Cytokine-Targeted Therapy in Patients With COVID-19: Review

Miguel Quirch1, MD; Jeannie Lee1, MD; Shabnam Rehman1, MD
Texas Tech University Health Sciences Center, Lubbock, TX, United States

Corresponding Author:
Miguel Quirch, MD
Texas Tech University Health Sciences Center
3601 4th St
Lubbock, TX, 79430
United States
Phone: 1 806 743 3543
Email: miguel.quirch@ttuhsc.edu

Abstract

Background: Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has challenged medicine and health care on a global scale. Its impact and frightening mortality rate are in large part attributable to the fact that there is a lack of available treatments. It has been shown that in patients who are severely ill, SARS-CoV-2 can lead to an inflammatory response known as cytokine storm, which involves activation and release of inflammatory cytokines in a positive feedback loop of pathogen-triggered inflammation. Currently, cytokine storm is one of the leading causes of morbidity and mortality in SARS-CoV-2, but there is no proven treatment to combat this systemic response.

Objective: The aim of this paper is to study the cytokine storm response in SARS-CoV-2 and to explore the early treatment options for patients who are critically ill with the coronavirus disease (COVID-19) in the early stages of the pandemic by reviewing the literature.

Methods: A literature review was performed from December 1, 2000, to April 4, 2020, to explore and compare therapies that target cytokine storm among SARS-CoV-2 and prior coronavirus cases.

Results: A total of 38 eligible studies including 24 systematic reviews, 5 meta-analyses, 5 experimental model studies, 7 cohort studies, and 4 case reports matched the criteria.

Conclusions: The severity of the cytokine storm, measured by elevated levels of interleukin-1B, interferon-γ, interferon-inducible protein 10, and monocyte chemoattractant protein 1, was associated with COVID-19 disease severity. Many treatment options with different targets have been proposed during the early stages of the COVID-19 pandemic, ranging from targeting the virus itself to managing the systemic inflammation caused by the virus and the excessive cytokine response. Among the different agents to manage cytokine storm in patients with COVID-19, there is developing support for convalescent plasma therapy particularly for patients who are critically ill or mechanically ventilated and resistant to antivirals and supportive care. Treatment options that were proposed in the beginning phases of the pandemic were multidimensional, and further research is needed to develop a more established treatment guideline.

(J Med Internet Res 2020;22(8):e20193) doi:10.2196/20193
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Introduction

In December 2019, a novel coronavirus emerged from Wuhan, China. Since then, it has rapidly spread around the world. The coronavirus disease (COVID-19) ranges from a self-limiting upper respiratory tract illness to severe pneumonia, multiorgan failure, and death. It was declared a pandemic by the World Health Organization (WHO) on March 11, 2020 [1-3]. Despite its impact, there is still much uncertainty regarding the frontline treatment of choice for severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2).
Current research indicates that cytokine storm is one of the leading causes of morbidity and mortality in patients with COVID-19. This evidence is based on elevated levels of interleukins (ILs) and other cytokine signaling pathways that are implicated in inflammatory cascades. Zhang et al [4] explored risk factors among patients with COVID-19 who are at higher risk of adverse events such as admission to an intensive care unit (ICU), mechanical ventilation dependence, or death among three hospitals in Wuhan, China from January 13, 2020, to February 26, 2020. As part of their analysis, 28 patients with cancer and COVID-19 were included. Lung cancer was the most frequent type of cancer involved with 7 of 28 (25%) patients; 8 of 28 (29%) patients were suspected to have received COVID-19 from hospital-associated transmission; 15 of 28 (54%) patients had a severe event, with an overall mortality rate of 29% [4]. Receiving antineoplastic therapy within 2 weeks of analysis significantly increased the risk of developing severe events, with a hazard ratio of 4.079 ($P=.03$) [4].

Convalescent plasma therapy is one of the proposed treatments for patients who are critically ill with COVID-19 and have exaggerated inflammatory response to the virus. Plasma therapy has been used in prior viral pandemics such as pandemic influenza A (H1N1), severe acute respiratory syndrome (SARS), Middle East respiratory syndrome (MERS), and Ebola with moderate success. Here, we present a literature review regarding current and potential pharmacologic treatments that specifically aim to target the cytokine storm in the battle against COVID-19.

**Results**

Our literature search identified 2616 abstracts, from which 89 potential studies were selected for detailed full-text review. After excluding the studies that were focused on direct antiviral therapy, 41 studies remained. The studies focused on the management of coronavirus infection and cytokine storm. No nonpeer reviewed publications were excluded from the study. Studies that were not available in full text were excluded. A total of 38 studies were included in the final analysis. Of these, 24 systematic reviews, 5 meta-analyses, 5 experimental model studies, 7 cohort studies, and 4 case reports were selected. Some studies contributed to more than one section in this review (Figure 1).

**Discussion**

**Principal Findings**

The pathogenesis of cytokine storm in patients who are critically ill with COVID-19 involves a dysregulation of the immune response. Excessive release of cytokines causes damage on a local and systemic level. Elevated cytokine responses have been associated with a high rate of morbidity and mortality. Our review explored multiple treatment strategies, ranging from direct antiviral therapy to glucocorticoids to those that specifically target the cytokine storm effect, such as immunomodulators and plasmapheresis (Table 1). As there are currently no well-established treatment guidelines, research in targeting the cytokine storm is crucial in management at the earliest stage possible.
### Table 1. Clinical management studies in viral outbreaks.

<table>
<thead>
<tr>
<th>Treatment</th>
<th>SARS-CoV-2&lt;sup&gt;a&lt;/sup&gt;</th>
<th>MERS&lt;sup&gt;b&lt;/sup&gt;</th>
<th>H1N1&lt;sup&gt;c&lt;/sup&gt;</th>
<th>SARS&lt;sup&gt;d&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Glucocorticoids</strong></td>
<td></td>
<td></td>
<td>WHO</td>
<td>Russell et al&lt;sup&gt;f&lt;/sup&gt; [7]</td>
</tr>
<tr>
<td>• WHO&lt;sup&gt;j&lt;/sup&gt; [6]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IL-6 antibody</strong></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>• Xu et al&lt;sup&gt;e&lt;/sup&gt; [8]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Sanofi&lt;sup&gt;f&lt;/sup&gt; [9]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Gritti&lt;sup&gt;i&lt;/sup&gt; [10]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>IL-1 antibody</strong></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>• Nicastri&lt;sup&gt;j&lt;/sup&gt; [11]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Sobi&lt;sup&gt;j&lt;/sup&gt; [12]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CQ&lt;sup&gt;k&lt;/sup&gt;/HCQ&lt;sup&gt;k&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>• Zhang et al&lt;sup&gt;i&lt;/sup&gt; [13]</td>
<td></td>
<td></td>
<td></td>
<td>Zhang et al&lt;sup&gt;f&lt;/sup&gt; [16]</td>
</tr>
<tr>
<td>• Dong et al&lt;sup&gt;f&lt;/sup&gt; [14]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Gautret et al&lt;sup&gt;i&lt;/sup&gt; [15]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>JAK2&lt;sup&gt;m&lt;/sup&gt; inhibitors</strong></td>
<td></td>
<td></td>
<td>Wu and Yang&lt;sup&gt;i&lt;/sup&gt; [17]</td>
<td>N/A</td>
</tr>
<tr>
<td>• Wu and Yang&lt;sup&gt;i&lt;/sup&gt; [17]</td>
<td></td>
<td>Wu and Yang&lt;sup&gt;i&lt;/sup&gt; [17]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Peng&lt;sup&gt;i&lt;/sup&gt; [19]</td>
<td></td>
<td>Wu and Yang&lt;sup&gt;i&lt;/sup&gt; [17]</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Antioxidants</strong></td>
<td></td>
<td></td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>• Zhang et al&lt;sup&gt;f&lt;/sup&gt; [18]</td>
<td></td>
<td>Zhang et al&lt;sup&gt;f&lt;/sup&gt; [18]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Peng&lt;sup&gt;i&lt;/sup&gt; [19]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Plasma therapy</strong></td>
<td></td>
<td></td>
<td>Chun et al&lt;sup&gt;e&lt;/sup&gt; [23]</td>
<td>Hung et al&lt;sup&gt;i&lt;/sup&gt; [24]</td>
</tr>
<tr>
<td>• Tanne&lt;sup&gt;j&lt;/sup&gt; [20]</td>
<td></td>
<td></td>
<td></td>
<td>Cheng et al&lt;sup&gt;i&lt;/sup&gt; [25]</td>
</tr>
<tr>
<td>• Roback and Guarner&lt;sup&gt;i&lt;/sup&gt; [21]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Shen et al&lt;sup&gt;i&lt;/sup&gt; [22]</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

---

**SARS-CoV-2**: severe acute respiratory syndrome coronavirus 2.

**MERS**: Middle East respiratory syndrome.

**H1N1**: pandemic influenza A.

**SARS**: severe acute respiratory syndrome.

**Case report.**

**WHO**: World Health Organization.

**Review.**

**IL**: interleukin.

**Series of cases/observational studies.**

**N/A**: not applicable.

**CQ**: chloroquine.

**HCQ**: hydroxychloroquine.

**JAK2**: Janus kinase 2.

---

**Cytokine Storm and the Impaired Immune System**

The coronavirus pneumonia, such as SARS and MERS, has demonstrated that a combination of severe inflammation, oxidative stress, and an exaggerated immune response contributes to the COVID-19 pathology. This uncontrolled and excessive load of proinflammatory cytokines, referred to as a cytokine storm, can lead to acute lung injury, acute respiratory distress syndrome (ARDS), and even death. Huang et al [26] reported that patients who are critically ill with COVID-19 have an elevated cytokine profile that resembles that of cytokine storms reported in SARS and MERS. The prospective cohort study from Wuhan, China measured the cytokine levels in 41 patients. Out of 41 patients, 13 (32%) were admitted to the ICU for high-flow nasal cannula or higher-level oxygen support requirements. The majority of the patients in this cohort presented with fever, dry cough, and dyspnea. Chest computed tomography (CT) scans showed bilateral ground-glass opacities, and some patients even progressed to ARDS in just 2 days.

The pathophysiology of COVID-19 patients with respiratory compromise is attributed to the diffuse alveolar damage that SARS-COV-2 causes, similar to what was reported in prior patients with SARS. Although the viral infection targets the alveolar epithelial cells, the coronavirus is known to have a long incubation period. During this time, the virus can cause multi-organ damage, specifically affecting the spleen, lymph nodes, small blood vessels, heart, liver, and kidney. Consequently, the impaired organs that make up the immune system lead to lymphocytopenia, which interferes with clearance of the virus. Autopsies from patients with COVID-19 and pathology from those who had pneumonectomy for lung cancer have shown varying degrees of diffuse alveolar damage, including type II epithelial cell hyperplasia, alveolar cavity fibrosis, and microvascular thrombus [27].
In addition to the virus itself causing alveolar damage, an immunocompromised system poses further challenge to treating patients who are critically ill with COVID-19 that have elevated levels of IL-1β, interferon (IFN)-γ, IFN-inducible protein 10 (IP-10), and monocyte chemoattractant protein 1 (MCP-1), which activate T-helper (Th)1 cell responses. Patients who required ICU admission had higher concentrations of granulocyte colony-stimulating factor, IP-10, MCP-1, macrophage inflammatory protein 1A, and tumor necrosis factor alpha (TNF-α) than did those not requiring ICU admission. Overall, Huang et al [26] suggested that the cytokine storm was associated with disease severity. Despite supportive treatment, mortality was as high as 6 out of the 41 (15%) patients in this cohort [26].

Early studies on patients with SARS showed that elevation of proinflammatory cytokines such as IL-1β, IL-6, IL-12, IFN-γ, IP-10, and MCP-1 was associated with pulmonary inflammation and extensive lung damage [26]. A prospective cohort study by Wong et al [28] found that patients with SARS exhibited a significant increase in the antiviral cytokine IFN-γ and proinflammatory cytokines (IL-1β, IL-6 and IL-12) during a cytokine storm, with a moderate increase in anti-inflammatory IL-10 in only some patients. This selective IL-10 response was not further analyzed. The early elevation of inflammatory cytokines was attributed to the SARS-induced activation of Th1 cells and natural killer (NK) cells, resulting in pulmonary inflammation. In a former clinical study by Wong et al [29], 128 of 157 (82%) patients with SARS developed neutrophilia associated with ICU admission and mortality from pneumonia [29]. Therefore, studies indicate that polymorphonuclear leukocyte–induced acute pneumonitis in the early stages of SARS-CoV-2 infection contributes to the later development of ARDS and ultimately the pulmonary destruction in patients with SARS.

A similar elevation of inflammatory cytokines has been reported among patients with MERS, although the theory of cytokine storm has been much less studied during the MERS outbreak. A study by Mahallawi et al [30] compared the profile of cytokine responses in plasma samples from patients with MERS (n=7) versus those of the healthy controls (n=13). A strong proinflammatory Th1 and Th17 response was seen in patients with MERS, with markedly increased concentrations of proinflammatory cytokines (IFN-γ, TNF-α, IL-15, and IL-17), that elicited a type II IFN response with innate and acquired immunity interfering with viral replication [27,31]. Patients with MERS also had a marked increase in IFN-α/2 concentration compared to the healthy controls (P<0.01). Patients who were infected had a significant increase in IFN-α/2 ranging from 26- to 71-fold increase when compared to healthy controls, indicating a type I IFN response as first line defense against the viral infection [27].

**Lymphocytopenia and Inflammatory Response**

Lymphocytopenia is a prominent marker of COVID-19 that is a diagnostic criteria for COVID-19 in China. Both T cell and NK cell counts are depressed in patients with COVID-19, with pronounced reduction noted among the more severe cases [32]. A study by Zhang et al [16] examined patients with COVID-19 in Wuhan, China. Patients were categorized as having mild versus severe infection. Patients who were severe were those with extrapulmonary systemic hyperinflammation syndrome and required ICU care [16]. Among these patients, CD8+ T cells were reported to be reduced by 28.43% and 61.9% in mild and severe groups, respectively, while NK cells were reduced by 34.31% and 47.62% in mild and severe groups, respectively [16]. According to prior studies, the more severe cases of COVID-19 were associated with acute lymphocytopenia with destruction of lymphoid tissues including the spleen and lymph node. Immunohistochemical staining showed that CD4+ T cells and CD8+ T cells were decreased, which was associated with an overexpression of proinflammatory cytokines and chemokines. Although the mechanism is not conclusive, studies ultimately attribute lymphocytopenia in patients who were critically ill with COVID-19 to a dysregulation of the immune system [33].

The overall mechanism that leads to rapid respiratory failure in the setting of excessive inflammatory response remains unclear. Prominent theories propose a direct invasion via angiotensin converting enzyme 2 (ACE 2) versus a systemic inflammatory response via the cytokine storm effect. Given that there have been no findings of ACE 2 expression on lymphocytes, it is largely theorized that the lymphocyte destruction is due to cytokine storm alone. A study by Zhang et al [16] showed that in type II alveolar epithelia and macrophages, virus inclusion bodies were detected, indicating a primary cytokine storm effect. Regardless of the underlying mechanism, anti-inflammatory treatment specifically targeting the cytokine storm effect seems vital to the survival of patients who are critically ill with COVID-19, though there is a lack of evidence at this time supporting effective treatments.

**Glucocorticoid Therapy**

The effect of glucocorticoids has been extensively studied with SARS and MERS in the past. During the SARS outbreak in 2003, it became the primary immunomodulatory therapy with mixed results. Although glucocorticoids improved fever and oxygenation in many cases, other studies showed adverse reactions, including delayed virus clearance or even further worsening of the disease. Currently, glucocorticoids are used to suppress cytokine storm symptoms and improve ARDS.

A retrospective review of 138 patients in Wuhan, China by Wang et al [5] examined characteristics of hospital-related transmission of the illness. The review also analyzed a variety of treatments including antivirals, antibiotics, and glucocorticoids. Although it did not control for any variables, the study found significant treatment differences between patients in the ICU and those not in the ICU, with a trend toward patients in the ICU receiving glucocorticoids. Out of 138 patients, 62 (44.9%) received glucocorticoids. Of the 36 patients admitted to the hospital and transferred to the ICU, 26 (72%) patients were receiving glucocorticoids.

Russel et al [7] reported in a literature review that patients during the SARS and MERS outbreaks who received glucocorticoids were more likely to require mechanical ventilation, vasopressor support, and renal replacement therapy. It also did not improve 90-day mortality (adjusted odds ratio 0.8, 95% CI 0.5-1.1;
Rather, the results indicated delayed clearance of viral RNA from respiratory tract secretions (adjusted hazard ratio 0.4, 95% CI 0.2–0.7; P<.001) [7]. Because of the overall poor clinical support for glucocorticoid therapy, the current WHO guideline does not support glucocorticoid use for treatment of viral pneumonia and ARDS for COVID-19 cases without concurrent conditions such as chronic obstructive pulmonary disease or asthma that would independently require glucocorticoid use [6].

IL-6 Antibodies

Tocilizumab

Tocilizumab (TCZ) is a recombinant human IL-6 monoclonal antibody that inhibits IL-6 signaling and mediation of inflammatory response. Xu et al [8] conducted a retrospective study to determine the efficacy of TCZ in addition to the typical treatment with Lopinavir, Methylprednisolone, and supplemental oxygen to treat patients who are severely ill with COVID-19 [8]. Severity was defined by the Diagnosis and Treatment Protocol for Novel Coronavirus Criteria sponsored by the National Health Commission of the People’s Republic of China and was defined if one of the following conditions were met: respiratory rate≥30 breaths/minute, SpO2≤93% while breathing room air, or PaO2/FiO2 ratio<300 mmHg. TCZ 400 mg was intravenously administered once to 21 patients. Prior to treatment with TCZ, inflammatory markers including C-reactive protein (CRP) and IL-6 were measured, with a mean CRP value of 75.06 mg/L and mean IL-6 level of 132.38 pg/ml [8]. Patients’ fevers improved within a few days, and 15 of 20 (75%) patients that required oxygen had improved oxygenation, with opacity of lung lesions on CT scans showing improvement in 19 of 21 (91%) patients. The percentage of peripheral lymphocytes returned to normal in 10 of 19 (53%) patients with measured levels. Additionally, CRP levels returned to normal in 16 of 19 (84%) patients by the fifth day of treatment. IL-6 levels, unfortunately, were not measured after treatment [8]. Overall, the data suggested that TCZ may be an effective treatment in severe COVID-19 cases. Based on promising results from the Xu et al [8] study, Sanofi and Regeneron pharmaceuticals received approval to open a clinical trial on Sarilumab, another anti–IL-6 monoclonal antibody in mid-March 2020 [9].

Siltuximab

Siltuximab is an IL-6 targeted monoclonal antibody that has been approved by numerous regulatory bodies including the Food and Drug Administration (FDA) in the treatment of Castleman’s disease who are negative for HIV and human herpesvirus-8. Gritti et al [10] began enrollment into the Siltuximab in Serious COVID-19 study at the Papa Giovanni XXIII Hospital in Bergamo, Italy in March of 2020 as a retrospective cohort study examining patients receiving siltuximab versus matched controls [10]. Their primary endpoints were the need for invasive ventilation, time spent in ICU, and 30-day mortality. Preliminary results included 21 patients that received a dose of 11 mg/kg siltuximab given over 1 hour with a second dose per investigator discretion. There were 5 patients that received the second dose 48–72 hours after the initial infusion. Clinical improvement was observed in 7 of the 21 (33%) patients, 9 (43%) patients stabilized clinically (no change or worsening in condition), and 5 (24%) patients experienced worsening in condition. Of the 5 that worsened, 1 died and 1 experienced a stroke. CRP levels were measured in 16 patients, with improvement in the days after administration. The study is currently ongoing, and the currently released data is promising in that it offers a potential therapy for COVID-19.

Sarilumab

Sarilumab is an additional IL-6 targeted monoclonal antibody that has been approved in the treatment of rheumatoid arthritis [9]. There is currently no data for the use of sarilumab in viral syndromes. Given available data for TCZ, additional IL-6 therapies are being investigated. There is currently a phase II/III randomized, double-blind, placebo-controlled trial to evaluate response in patients who are severely ill with COVID-19. The primary endpoint is reduction of fever, and the secondary endpoint is decreased demand for supplemental oxygen.

IL-1 Antibodies

Anakinra is a targeted monoclonal antibody IL-1 receptor antagonist that is being investigated. Due to promising current data on TCZ, anakinra is being investigated in a phase II/III open label, controlled, parallel, three arm study versus Emapalumab or standard of care [11]. Emapalumab is a monoclonal antibody against IFN-γ, which is currently being used in the treatment of hemophagocytic lymphohistiocytosis, a life-threatening disease caused by excessive immune activation [12].

Chloroquine and Hydroxychloroquine

Chloroquine (CQ) and hydroxychloroquine (HCQ) have been used for decades as the primary choice for prophylaxis and treatment of malaria but also have had effect on the Marburg virus, Zika virus, dengue virus, Ebola virus, and SARS. CQ blocks viral infection by altering the endosomal pH that is required for viral particles to bind to the cell surface receptor. CQ also interferes with the glycosylation of SARS cellular receptors, specifically ACE 2. Its immunomodulatory, anti-inflammatory, and antiviral mechanism works synergistically, making it a choice for their efficacy and side-effect profile [16].

An early clinical trial conducted in patients with COVID-19 in China showed better clinical outcome and earlier viral clearance in patients treated with CQ compared to control groups [13,14]. Based on these positive findings, Chinese experts recommended that patients with mild, moderate, and severe cases of COVID-19 pneumonia be treated with 500 mg CQ twice per day for 10 days [14].

A clinical trial by Gautret et al [15] studied the effect of HCQ in patients with SARS-CoV-2 from hospitals in South France. A total of 26 patients received oral HCQ 200 mg three times per day for 10 days, and 16 were control patients. Among the HCQ-treated patients, 6 patients also received azithromycin (500 mg on day 1, followed by 250 mg per day for the next four days) to prevent bacterial superinfection. Each day, patients received a standardized clinical examination along with a nasopharyngeal sample collection. Additionally, 6 patients
treated with HCQ were lost in follow-up by survey due to early cessation of treatment. Despite a small sample size, the study showed that the HCQ treatment was associated with clinical improvement, faster viral load reduction, and effect reinforcement with azithromycin [13]. At day 6 postinclusion, 14 of the 20 (70%) HCQ-treated patients were virologically cured compared with the 2 of 16 (13%) in the control group ($P<.001$). All patients treated with HCQ and azithromycin combination were virologically cured compared to the 8 of 14 (57.1%) in patients treated with HCQ and 2 of 16 (13%) in the control group ($P<.001$). One patient who was still polymerase chain reaction (PCR)+positive on day six postinclusion under HCQ treatment only received azithromycin in addition to the HCQ on day eight postinclusion; the viral load was cleared on day nine postinfection. The clearing of the viral nasopharyngeal carriage of SARS-CoV-2 is critical, as studies have shown that the mean duration of viral shedding in patients with COVID-19 in China was 20 days [13]. Given the prolonged viral shedding period, transmissibility is a critical issue, and further investigation and trials are needed to determine the efficacy of these agents.

Janus Kinase 2 Inhibitors

Patients with severe COVID-19 syndrome have elevated counts of Th17 cells contributing to the development of cytokine storm. Wu and Yang [17] proposed the use of the Janus kinase 2 (JAK2) inhibitor fedratinib for the suppression of Th17 cytokine production. JAK2 works through signal transducer and activator of transcription (STAT)3 to mediate IL-6 and IL-23 signals for Th17 cells. JAK1 and tyrosine kinase 2 receptors work through STAT1 and STAT2, which are important to the function of antiviral immunity. Wu and Yang [17], thus, proposed selective targeting of JAK2 inhibition to mitigate or even prevent the cytokine storm in COVID-19. In their previous testing in vitro, they found that Fedratinib decreased expression of IL-17 and IL-22 expression [17]. Fedratinib is currently approved by the FDA for use in myeloproliferative neoplasms that take advantage of the JAK2 pathway, such as polycythemia vera; however, it has not been tested in the setting of viral syndromes yet.

Targeting the Antioxidant Effect

Other therapies such as melatonin and vitamin C have been implicated in anti-inflammatory and antioxidant effects, and could potentially prove beneficial in the COVID-19 setting. There is currently a clinical trial underway for vitamin C; however, melatonin has not been examined yet at this time.

Melatonin

Although many therapies have been proposed based on previous use in viral pandemics, others are proposed simply due to beneficial effects seen in other nonviral conditions. Melatonin, a drug typically used for insomnia, has been found to have beneficial effects in other diseases such as atherosclerosis and respiratory distress. Per Zhang et al [18], in contrast to other coronaviruses, SARS-CoV-2 infection leads to increased levels of IL-1β, IFN-γ, IP-10, and MCP-1, in addition to IL-4 and IL-10, which was diminished in many patients with SARS. The study suggested that melatonin mediates anti-inflammatory effects through sirtuin 1, which inhibits proteins, down regulates macrophages toward proinflammation, and attenuates lung injury and inflammation. It has also been shown to suppress proinflammatory cytokines and regulate nucleotide-binding oligomerization domain-like receptors 3 in radiation-induced lung injury.

Melatonin may also have antioxidative effects in the setting of ARDS. Previous studies by Gitto et al [34] used melatonin in newborns with respiratory distress with success due to antioxidant and anti-inflammatory effects. In a study of patients with multiple sclerosis, melatonin has been shown to reduce serum concentrations of TNF-α, IL-6, IL-1β, and lipoperoxides, further leading to evidence that it may reduce inflammatory cytokines [35]. Testing melatonin in ICU patients in the past has not shown significant adverse events. Given the high safety profile, Zhang et al [18] proposed the use of melatonin for study in patients with COVID-19 [36].

Vitamin C

Vitamin C, or ascorbic acid, is a water-soluble vitamin that aids in the synthesis of collagen in connective tissue and may also work as an antioxidant. Studies in chicken embryo cultures demonstrated that vitamin C provided resistance to coronavirus infection. Furthermore, there have been human trials that are suggestive of a lower incidence of pneumonia in groups on vitamin C treatment [19,37]. Given previous data on vitamin C, there is currently an ongoing prospective randomized clinical trial in Wuhan, China examining 7 days of high dose intravenous (IV) vitamin C therapy versus placebo with endpoints being ventilator requirements, vasopressor requirements, ICU length of stay, and 28-day mortality. The full results of the study are expected to be released by September 2020 [19].

Convalescent Plasma Therapy

The search for COVID-19 treatment has extended to plasma therapy, which has been used in previous viral outbreaks such as SARS, Ebola, and H1N1. Convalescent plasma therapy relies on the purified plasma obtained usually by apheresis from patients that have recovered from the particular infection and subsequently transfused to ABO-compatible patients with the active disease. Given previous success, this therapy is currently being proposed in patients who are critically ill who have failed more conservative management. In fact, as of March 2020, the FDA approved the use of convalescent plasma therapy to treat patients who are critically ill with COVID-19, provided that the treating physicians apply via the process for an investigational new drug application [20]. Here, we aim to discuss plasma therapy in patients who are critically ill, as it has been used in prior respiratory viral outbreaks and potential applications in the current pandemic, including efficacy in inflammatory syndromes.

SARS Treatment in Hong Kong in 2003

During the height of the SARS epidemic in 2003, Cheng et al [25] explored the efficacy of convalescent plasma therapy. The study included 339 patients that were admitted at the Prince of Wales Hospital in Hong Kong between March 20 and May 26...
of 2003 for SARS. Initial treatment was with Cefotaxime and Levofoxacin (or clarithromycin) to treat community-acquired pneumonia. If fever persisted, patients were treated with Ribavirin at 1200 mg per os ter in die or IV 400 mg every 8 hours and Prednisolone (0.5-1 mg/kg) on day three. Patients with radiographic progression and hypoxemia were given pulsed methylprednisolone 500 mg IV daily for 2-3 doses. For patients that continued to deteriorate per SaO2<90% on 0.5 FiO2, 200-400 ml (4-5 ml/kg) of ABO-compatible convalescent plasma obtained from recovered patients with SARS was administered. Out of 399 patients, 80 (24%) received convalescent plasma treatment.

Of the 80 patients selected for convalescent plasma treatment, 33 (41%) had good outcomes (discharge by day 22), and 47 (59%) had poor outcomes (hospitalization beyond 22 days or death). The median age of patients with good outcomes was 37.9, and the median age of patients with poor outcomes was 50.2 (P<.001). The median day of plasma infusion was 11.7 for patients with good outcomes and 16 for patients with poor outcomes (P<.001). Patients given convalescent plasma before day 14 tended toward a better outcome, with a mortality of 6.3% (3/48) versus 22% (7/32) in the after day 14 group (P=.08). Out of 33 patients with good outcomes, 20 (61%) were PCR-positive and seronegative for coronavirus compared to 10 of 47 (21%) with poor outcome (P<.001). The 30 patients that were PCR-positive and seronegative at the time of convalescent plasma therapy had better outcomes than patients already seropositive, 67% (20/30) versus 20% (10/50) (P=.001). There were no reported adverse effects after administration of plasma infusions; however, the primary limitation of plasma convalescent therapy was availability. The mortality rate recorded in the study was 13% (10/80), while the SARS mortality rate in Hong Kong during that same time period was 17% (299/1755) from March 6 to May 24, 2003 [25].

H1N1 Treatment in Hong Kong in 2009

During the H1N1 virus pandemic of 2009, Hung et al [24] examined the effects of convalescent plasma treatment in patients who were critically ill in Hong Kong via a prospective cohort study. From September 1, 2009, to June 30, 2010, patients older than 18 years with H1N1 infection requiring intensive care were offered treatment with convalescent plasma harvested via apheresis from suitable donors. A total of 93 patients were recruited with 20 patients receiving plasma therapy. The remaining patients declined plasma treatment and were included as untreated controls. Donors were selected by reverse transcriptase-PCR (RT-PCR)–positive influenza A virus M and pandemic H1 genes and negative RT-PCR testing of seasonal influenza A virus H1 and H3 genes with clinical recovery from infection at least 2 weeks in addition to meeting standard plasma donation criteria. All patients received treatment with oseltamivir and inhaled zanamivir for influenza.

Of the patients that received convalescent plasma treatment versus patients who were untreated, mortality was found to be 20% (4/20) versus 55% (40/73) with P=.01 [24]. Overall, the mortality was 47% (44/93). Other measured factors included viral load, IL-6, IL-10, and TNF-α, which were all found to be significantly lower in the treatment group on subsequent measurements. No reported adverse events were recorded from plasma therapy.

SARS-CoV-2 Treatment in Shenzhen, China in 2020

One of the earliest studies of convalescent plasma therapy for SARS-CoV-2 was done by Shen et al [22] in Shenzhen, China. From January 20, 2020, through March 25, 2020, at Shenzhen Third People’s Hospital, 5 patients who were critically ill with COVID-19 were treated with convalescent plasma transfusion [22]. Selection criteria included COVID-19 diagnosis via RT-PCR, severe pneumonia with rapid progression (P<0.2/FiO2<300 with mechanical ventilatory support), and continuously high viral load despite antiviral treatment.

Treatment prior to plasma therapy included methylprednisolone, lopinavir/ritonavir, IFN-α-1b, arbidol, and favipiravir. One day prior to receiving treatment, the patient’s blood was collected and enzyme-linked immunosorbent assay (ELISA) and neutralizing antibody titers were tested. On the day of treatment, ABO blood type and compatibility with convalescent plasma donors were measured. Patients were then treated with two consecutive transfusions of 200-250 mL of ABO-compatible convalescent plasma for 400 mL in total with ongoing treatment for antiviral agents until SARS-CoV-2 viral loads were negative [22].

Convalescent donors were between 18 and 60 years of age, and had recovered from SARS-CoV-2 infection. They were previously diagnosed with COVID-19 by a quantitative RT-PCR and tested negative for SARS-CoV-2, respiratory viruses, hepatitis B, hepatitis C, HIV, and syphilis. They were also required to be asymptomatic for at least 10 days and have SARS-CoV-2 specific ELISA antibody titer higher than 1:1000 and a neutralizing antibody titer greater than 40. Donation of 400mL of convalescent plasma was then obtained by apheresis and immediately transfused to recipients [22].

Administration of plasma was between 10 and 22 days with the median being day 20. Patients were between 30 and 70 years of age. Of the 5 patients, only 1 had pre-existing conditions of hypertension and mitral insufficiency, and none had a history of smoking. The measured characteristics before and after transfusion included body temperature, cycle threshold value, procalcitonin, CRP, and IL-6 levels [22].

The results noted improvement of cycle threshold value 1 day posttransfusion, with negative testing achieved between days 1 and 12 posttransfusion. IL-6, CRP, and procalcitonin trended downward. Of the 5 patients, 3 were able to be weaned from ventilation, and one was able to be weaned from extracorporeal membrane oxygenation to mechanical ventilation. Donor’s plasma receptor binding domain immunoglobulin (Ig)G and IgM, and neutralizing antibody titers were measured via a cell culture to determine inhibition activity against SARS-CoV-2 [22].

Risks and Challenges to Plasma Therapy

Convalescent plasma therapy involves strict quality control to ensure that there is adequate neutralizing antibodies present in the obtained plasma. However, even with quality control, it is not without risk. The risks of convalescent plasma include the
same risks as those with transfusion of any blood products: anaphylactic shock, transfusion-associated circulatory overload, and transfusion-related acute lung injury (TRALI).

During the MERS outbreak in May 2015, convalescent plasma therapy was used in many patients. Chun et al [23] described 1 such patient that experienced an unfortunate complication from this therapy. The patient was a 32-year-old male who was admitted and diagnosed with MERS and subsequently treated with ribavirin and lopinavir/ritonavir, as well as a single dose of IFN-α-2a. ABO/RhD-compatible convalescent plasma was then obtained from a patient who had previously recovered from MERS. Within 2 hours of transfusion, the patient developed respiratory distress that was concerning for TRALI despite apparent compatibility. Viral load was found to be reduced in the patient, and retrospective analysis was not able to trace anti–human leukocyte antigen (HLA) or anti-HNA antibodies.

Investigation into these issues has shown that the additive risk of HLA in female donors with one childbirth can be as high as 14.5%, arguing for a preference toward male donors to reduce this risk [38-40]. Since then, many studies and authors have suggested the use of only male donors citing a previous review [39].

In addition, the limitations in the case series published by Shen et al [22] and Roback and Guarner [21] in their editorial to JAMA reported difficulties in finding standard antibody doses from donors of convalescent plasma [21,22]. Therefore, they proposed combining convalescent plasma with hyperimmune globulin (H-Ig). Unlike convalescent plasma, H-Ig has standardized antibody doses from collecting plasma samples from patients with high antibody titers and filtering out IgM antibodies. H-Ig and convalescent plasma may both be stored for years. Monitoring patient response in comparison to objective lab values such as antibody titers and neutralizing activity could help identify which patients can be donors or recipients [21].

**Conclusion**

SARS-CoV-2 is a global pandemic that has challenged the world of medicine, research, and health care. The purpose of this paper is to highlight the important current and developing therapies in the management of severe COVID-19, in particular, therapies that can aid in the syndrome known as cytokine storm.

Immunomodulators such as siltuximab, anakinra, sarilumab, fedritabin, and TCZ target different components of the inflammatory cascade involved in cytokine storm and are in clinical trials. Data is currently strongest for TCZ; however, the results of these studies are not all ready, and investigators may wish to evaluate if patients could be candidates for any one of these trials.

Although convalescent plasma therapy works by using passively produced antibodies from patients recovered from the illness to treat patients in active disease states, a preliminary case series from China has found that there may also be activity that reduces the markers of cytokine storm such as IL-6. Further use of this therapy is underway in multiple nations around the world in various clinical trials, and it is a promising avenue of treatment for patients who are critically ill.

The treatment for COVID-19 has been met with dire need and urgency during this global pandemic. Current treatments are essentially limited to supportive care and treatment of secondary infections without directly targeted therapies to either the virus or the hypothesized cytokine storm. Although there are a number of clinical trials underway with constantly new therapies being proposed for patients who are critically ill, further study and concrete data are needed to establish treatment guidelines.
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Abstract

Background: Demographic and sociobehavioral factors are strong drivers of HIV infection rates in sub-Saharan Africa. These factors are often studied in qualitative research but ignored in quantitative analyses. However, they provide in-depth insight into the local behavior and may help to improve HIV prevention.

Objective: To obtain a comprehensive overview of the sociobehavioral factors influencing HIV prevalence and incidence in Malawi, we systematically reviewed the literature using a newly programmed tool for automatizing part of the systematic review process.

Methods: Due to the choice of broad search terms (“HIV AND Malawi”), our preliminary search revealed many thousands of articles. We, therefore, developed a Python tool to automatically extract, process, and categorize open-access articles published from January 1, 1987 to October 1, 2019 in the PubMed, PubMed Central, JSTOR, Paperity, and arXiV databases. We then used a topic modelling algorithm to classify and identify publications of interest.

Results: Our tool extracted 22,709 unique articles; 16,942 could be further processed. After topic modelling, 519 of these were clustered into relevant topics, of which 20 were kept after manual screening. We retrieved 7 more publications after examining the references so that 27 publications were finally included in the review. Reducing the 16,942 articles to 519 potentially relevant articles using the software took 5 days. Several factors contributing to the risk of HIV infection were identified, including religion, gender and relationship dynamics, beliefs, and sociobehavioral attitudes.

Conclusions: Our software does not replace traditional systematic reviews, but it returns useful results to broad queries of open-access literature in under a week, without a priori knowledge. This produces a “seed dataset” of relevance that could be further developed. It identified known factors and factors that may be specific to Malawi. In the future, we aim to expand the tool by adding more social science databases and applying it to other sub-Saharan African countries.

(J Med Internet Res 2020;22(8):e18747) doi:10.2196/18747
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Introduction

Demographic and sociobehavioral factors are strong drivers of HIV in sub-Saharan Africa, but the interactions between these factors — the way their influence shifts over time and space and influences HIV prevalence and incidence — are poorly understood. Some epidemiological studies have reported on the spatial variability of the HIV epidemic, using statistical analyses to assess the association between the spatial distribution of HIV prevalence and potential risk factors [1-7]. They found, for
example, that high population density [6] or a short distance to a road or a clinic [7] were associated with a high HIV prevalence. Tomita et al [8] showed that behavior (sexual debut, uptake of contraception, and circumcision) and social determinants strongly influenced the risk of HIV acquisition. An analysis of 29 sub-Saharan African countries found associations between 12 demographic and sociobehavioral factors, including variables related to age, literacy, HIV knowledge, domestic violence, women’s empowerment, and sexual activity [9]. The patterns of associations were complex and varied by sex and country, but the study did not include many potentially significant factors because they were absent from the data or were only available for some countries and the study did not consider subnational variation. These epidemiological studies did not draw on qualitative research, and they rarely contextualized the associations they identified.

Social scientists of various disciplines have performed qualitative studies of social and cultural factors related to HIV, providing rich detail on the perceptions and behaviors of people in specific localities. For example, medical anthropologists have examined maternal care-seeking behavior in different geographic regions and groups [10]. Cultural studies have analyzed connections between belief in witchcraft and folk epidemiological wisdom about HIV [11] and the connection between women’s educational level and attendance at antenatal care [12]. Sociologists have studied the perceptions of HIV testing in rural Malawi [13] or have analyzed power structures [14] and the vulnerability of adolescent girls [15].

Qualitative research gives us an in-depth understanding of local situations and may help identify factors that quantitative analyses have not considered. Qualitative analyses often focus on individual knowledge, opinions, attitudes, and challenges, while quantitative analyses quantify relationships between various factors and between factors and outcome variables. Combining qualitative and quantitative studies may reveal how and why various factors interact across time and space in a complex and widespread epidemic.

We used the topic of HIV in Malawi as a case study for an in-depth literature review of quantitative and qualitative literature on social and behavioral factors that may influence the HIV epidemic. We designed the review to be broad and inclusive to capture all possible relevant factors and expected it to identify known factors, neglected factors, and some factors that may never have been identified or analyzed in quantitative studies. We chose Malawi for several reasons: (1) Malawi has a relatively high HIV prevalence that varies substantially between regions [16], (2) the country is socioculturally diverse because it is home to many ethnic groups (eg, Chewa, Nyanja, Tumbuka, Yao, Lomwe, Sena, Tonga, Ngoni, Ngonde, Asians, and Europeans), and (3) a preliminary search revealed that Malawi was the focus of many scientific studies on HIV, including some by our group [17-19].

Because we knew that the breadth of our topic would return too many studies to read, we developed a semi-automated literature search engine and software that automatically downloads and analyzes open-access, full-text articles; this software can be used for searches on any broad topic across any region.

**Methods**

**Search Strategy**

We searched all English language articles published from the inception of the databases from January 1, 1987 to October 1, 2019 using the query “HIV AND Malawi”. We performed an automated search of PubMed, PubMed Central (PMC), Paberity, and arXiv using a custom Python script and the corresponding application programming interfaces (APIs). We also sent a request for the same type of data to JSTOR since it offered no API to directly access the database.

**Inclusion and Exclusion Criteria**

We used a broad query designed to capture all articles about HIV and Malawi, not just those focused on health, and considered all studies that discussed social, behavioral, and cultural factors that might be associated with HIV infection in Malawi. The selection process is described in more detail in the following sections. We included original peer-reviewed articles, both quantitative and qualitative studies, and preprints. We also analyzed systematic reviews but preferred to include original publications when possible. We discarded articles that investigated the effects of HIV/AIDS (eg, [20]).

**Data Collection**

**Figure 1** shows the flow of data collection and procession. We extracted the following information from articles: list of authors and their affiliations and MeSH keywords, Digital Object Identifier (DOI), title, abstract, full text, publication date, journal provider, and URL of the PDF version of the full-text article. Mandatory fields were title and availability of the full text; other items were retrieved if possible. If full-text articles could not be directly retrieved from the database, they were extracted from either an automatically downloaded PDF when the URL of the PDF was available or retrieved through an automatic reversed search with the DOI resolver [21]. The DOI resolver identified PDFs by scraping the internet. In some cases, the information in databases was incomplete (eg, missing DOI), or we could not access the PDF (eg, access restrictions, PDF contained only images, unavailable PDF) so we could not obtain the full text. We then checked the data for duplicates and merged them.

Each extracted full-text article was tokenized and processed further. We deleted non-ASCII characters, numbers, words under 4 characters (except some acronyms of interest like “HIV” and the abbreviation for antiretroviral therapy, “ART”), and a list of stopwords from the NLTK Python toolkit [22] with relevant additions (eg, URL, “volume,” “journal”). We then lemmatized the text to avoid duplicating words with different inflectional endings.

Once cleaned, we ran term frequency-inverse document frequency from the scikit-learn Python package to extract relevant keywords [23]. Because the formatting of author affiliations was so heterogeneous, we retained only the city. We then stored original data and the generated data in a local SQLite database.
Figure 1. Flow for gathering and preprocessing data. API: application programming interface; DOI: Digital Object Identifier; TF-IDF: term frequency-inverse document frequency.

**Topic Modelling**

Finally, we used topic modelling to classify documents into topics based on their similarity. The process allowed us to broaden our search terms to identify relevant publications and to extract keywords relevant to a topic, providing an overview of salient and relevant terms that may best represent the data. We scored each document for a set number of topics, using the latent Dirichlet allocation (LDA) method [24]. Based on their highest topic score, publications were allocated to a topic.

To optimize computational efficiency and quickly identify potentially relevant articles, we initially chose 5 topics; for each, we used the same approach to identify 5 subtopics. We repeated the process 4 times and identified 625 topics. The resulting “tree of topics” increased its specificity at each repetition, which helped us identify our topics of interest faster than if we had started with many topics. We manually selected the number of iterations, but our selection was analysis-driven. Although more iterations would have reduced the number of potentially relevant articles that we needed to check manually, it would have raised the risk of missing relevant articles, and the performance of the algorithm would have decreased.

The code used for this paper was frozen and is publicly available [25]. Note that this code is not up-to-date as we are improving the software, adding databases, and trying different methods of classification.

**Results**

The PRISMA diagram (Figure 2) summarizes the selection process for relevant articles. Based on our search term, the software extracted a total of 22,709 unique articles, of which 16,942 full-text articles (74.6%) were retrieved directly from the database or extracted from PDFs. Topic modelling automatically screened these articles, reducing our selection to a subset of 519 relevant articles that included 14 topics related to behaviors, beliefs, culture, and religion. Of these, we manually selected 119 based on titles and abstracts and after applying our inclusion and exclusion criteria. After full-text screening, 20 articles were included in the systematic review.
We identified 10 more articles from references and included 7 of them.

The systematic review finally included 27 publications: 20 (74.1%) were quantitative, and 7 (25.9%) were qualitative. It took about 5 days to retrieve and preprocess the data for topic modelling. The iterative topic modelling took about a day.

In the following sections, we summarize the main findings of the included articles by topic area.

**Figure 2.** Study selection process.

![Study selection process diagram]

**Religion**

We identified 3 publications that found religion was associated with the risk of HIV transmission or decreased risk behavior. All noted the effect of the religious leader on family planning, sexual morality, positive attitude towards condom use [26], and reducing stigma [27,28]. The studies also showed that congregations in rural Malawi responded to the HIV epidemic by taking care of orphans, helping the sick, or sponsoring HIV-related knowledge programs [27,28]. In this way, religion shaped the HIV experience of congregation members. Yeatman and Trinitapoli [26] noticed an association between religious socialization and contraceptive use. The literature search also highlighted that Muslim men were more likely to be circumcised...
and less likely to be HIV-infected than men of other faiths [24], though they were also less likely to use condoms. Being religious did not necessarily help prevent HIV, although Lau et al [29] noticed a positive association between weekly attendance of religious services and women’s use of modern contraceptives. Faith was often associated with condom rejection. Anglewicz and Clark [30] found that Muslim men tended to find condom use less acceptable than did those of other faiths, while a change to Christianity increased condom use in men.

**Partnerships and Gender**

Reniers and Tfaily [31] investigated the role of polygyny in Rumphi, Mchinji, and Balaka. They reported more extramarital sex in polygynous marriages than in monogamous marriages. They further found evidence that in polygynous marriages, the latest wives were more likely HIV-positive than the first wives. Other studies also showed that having more than one sexual partner increased HIV prevalence, led to differences in adherence counselling and testing, or led to differences in male circumcision practices [29,32,33]. Stephenson [34] found a discrepancy between different types of relationships: Cohabiting men were less likely to have risky extramarital sex than married men.

Age asymmetry in relationships plays a role in HIV transmission [35]. One article examined the effect of an age difference between women and their partners on HIV transmission on Likoma Island. When male partners were 2-12 years older than their female partners, the women’s risk of being HIV-positive was higher than for women whose partners were more than 12 years older. When female partners were more than 5 years older than their male partner, they were more likely to be HIV-positive than women whose partners were less than 5 years older. Never using condoms and being married were associated with larger age differences between men and women.

Condom use helps prevent HIV infection. Anglewicz and Clark [30] showed that marital status and women’s and men’s risk perceptions were associated with condom use. Getting married reduced the acceptability of using condoms during sexual intercourse. A woman’s perception of her HIV status was generally more important than her real HIV status for the acceptability of condom use within marriage. Known HIV status was a more important determinant of condom use in men than in women [30].

Power structures and closeness in partnerships may strongly influence HIV transmission. Becker et al [32] showed that in women, prior HIV testing and emotional closeness to a partner were associated with acceptance of home-based HIV testing and counselling services. Schatz [36] showed that married women may be able to protect themselves from infection by communicating with their husband about HIV, by confronting their husband’s sexual partners, or by refusing polygyny. Women may also seek support and advice from their friends and relatives or even ask for a divorce. This suggests that women are not always vulnerable; some can self-advocate for their protection in marriage to reduce their risk of acquiring HIV, especially in the matrilocal southern part of Malawi where a woman can tell her husband to “take your mat and go” [36].

Even in the patrilocal northern region, Schatz [36] highlighted the support of women by their kin if the husband’s risky behaviors cause women to return to their family.

**Beliefs**

We found several articles that studied beliefs and found associations between misconceptions and ignorance about HIV transmission factors and risky behavior. Authors labelled these “false beliefs” and found they stigmatized people with HIV [26,37,38]. One study mentioned beliefs about women’s cleansing rituals. Some congregations believe women will be cleansed by having unprotected sex (eg, after the death of their husbands, after giving birth, or after miscarriage) [39]. The belief that HIV-infected men can be cured by having sex with a virgin woman also spreads the disease.

Personal beliefs play an important role in HIV prevention and risk of HIV infection. Three studies highlighted an important role of perceived HIV status between partners. Anglewicz and Clark [40] examined the accuracy of perceived HIV status in 768 monogamous couples, finding that partners tended to overestimate the risk of being HIV-positive; overestimation was associated with marital infidelity. But knowing one’s or one’s spouse’s actual HIV status significantly reduced HIV risk. Fedor et al [41] showed that once HIV-negative women and HIV-positive men learned their status, they reduced risky behavior by increasing condom use and having sex with fewer partners.

**Social and Behavioral Characteristics**

We identified 3 studies on the effect of behavior-change interventions on HIV [42-44]. In 2 studies [42,44], the authors found that the intervention seemed to affect HIV risk behaviors and knowledge; the third study found no effect [43]. Crittenden et al [42] studied the spread of behavioral and psychological factors with peer group interventions in adults living in rural areas of central Malawi. The behavioral changes that were promoted in the intervention group (eg, partner communication, use of condoms, recent HIV test) spread to other persons in the same community. The second study [44] assessed the effect of a cash transfer program (lottery ranging from US $1 to US $5) in adolescents and women aged 13-22 years who attended school. The primary outcome was HIV prevalence 18 months after study enrollment; it was 1.2% in the intervention group and 3.0% in the control group. Women who received the cash transfer were less sexually active than women in the control group. In contrast, a study in northern Malawi [43] showed that behavior change interventions did not reduce the risk of HIV infection in Malawian adolescents, possibly because these interventions send contradictory messages or because adolescents are more influenced by their living environment (culture, religion, peers).

Several studies investigated the association between migration and HIV. Helleringer et al [45] reported an association between concurrent partnerships and HIV serodiscordance among couples on Likoma Island. HIV positivity was associated with migration out of the country (circular out-migration) and sexual contact with temporary in-migrants to the island. Anglewicz and Clark [46] concluded that migrants were more at risk for HIV
infection, but migration was not the reason for the higher risk; people with HIV were more likely to migrate, thereby reversing the causality.

Low socioeconomic status often drives HIV in Malawi [39,44]. It was associated with early sexual relationships, transactional sex, and a higher probability of having sex with older men [39]. In some studies, a low socioeconomic status was also associated with coercive heterosexual relationships. Coercive sex was a strong predictor for HIV infection in male victims [47]; the likelihood of being HIV positive was 7.2 times higher among men who had been sexually coerced than among those who had not been. One publication studied the association of coercive sexual behavior with social and economic status [48] and found that unemployment was strongly associated with coercive sex in young men in Blantyre, whereas material deprivation only was strongly associated with coercive sex in young women.

HIV infection was associated with intravaginal practices and products applied by women to manage their sexual relationship, manage menstruation, and improve their health. Women used cloth or paper to wipe out their vagina, inserted products to dry or tighten the vagina, and used intravaginal cleaning soap [39,49]. The use of the injectable hormonal birth control drug medroxyprogesterone acetate was associated with HIV seroconversion in HIV-negative women during a clinical trial [33]. Among men who have sex with men, the use of water-based lubricants could lower HIV risk [50]. Being older than 25 years, not being married, and age at first sexual intercourse were associated with HIV infection [50]. Some of these variables were also identified in other studies [29,32,47].

Although studies from other sub-Saharan African countries showed an association between alcohol and drug consumption with HIV testing, HIV infection, or uptake of preventive methods, evidence was limited in our study. Lau et al [29] found no association between tobacco use and male circumcision. Conroy and Chilungo [47] found some association between alcohol use and being HIV positive, but the association was not statistically significant (odds ratio 1.56). They did find a significant association between sexual coercion of women and alcohol use among men.

Discussion

Strengths

Using a broadly inclusive search phrase and repeated topic modelling, we quickly identified a small number of highly relevant articles about sociobehavioral factors and HIV in Malawi among 16,942 open access articles from 5 different databases. Our Python tool quickly reduced the number of potentially relevant articles to 519 in a few hours. It took us 5 days to screen titles and abstracts of these 519 articles, identify 119 potential full-text articles, and include 20 remaining articles in the review. We then added 7 more articles from references. Our software allowed us to omit the time-consuming step of devising and tuning a specific search query combining logic keywords (« AND », « OR », and « NOT ») and modifying the search to suit the different requirements of each database. Traditional systematic searches require prior knowledge of the topic of interest (the deeper the better). While deep knowledge and tailored search strings offer benefits, they also risk missing relevant articles on topics one did not think to include and may limit the possibility of discoveries. Our software also allowed more exhaustive searching since it relied on full-text articles instead of only abstracts.

Limitations

This version of the software is limited to databases that provide free APIs for open access to full-text articles. Databases often used for systematic reviews (eg, Web of Science or Scopus), databases commonly used by social scientists (eg, SocIndex, CINAHL, ATLA Religion, ProQuest services), and preprint servers for accessing non-peer-reviewed literature (eg, medRxiv, bioRxiv) do not provide suitable APIs. For example, Web of Science has a basic API but does not provide access to full-text articles. Some databases like Scopus or ProQuest provide a free basic API from which we could retrieve basic metadata but accessing more detailed information and full-text data require a subscription. Medical preprint servers like medRxiv provide basic RSS feeds to obtain some metadata. Thus, our software is best for searching peer-reviewed, open-access medical literature, especially since most publications behind a paywall forbid text mining.

The LDA algorithm, like machine learning methods, has inherent limitations. The user must choose the number of topics; 10 is the default, but the ideal number of topics differs from corpus to corpus [24]. Our stepwise topic modelling approach mitigated this limitation. The LDA algorithm also performs badly on small corpora [24], so as our corpus was reduced, risk of incoherent topics increased. Therefore, we halted our iterations when the corpus shrank too much and analyzed the parent corpus instead.

Our software only works on PDFs, but not yet on image-based PDFs. It also does not parse HTML-only publications. We are working on integrating optical character recognition to translate images to texts. This limitation was reduced by our finding that image-based PDFs were usually less-relevant, older articles.

Our broad search strategy (“HIV AND Malawi” anywhere in the text) retrieved many irrelevant articles that mentioned Malawi only in the references, so we intend to add the option to exclude references from the search. We also plan to allow searches to be performed in specific parts of the publications, similar to a traditional systematic review (title, abstract, full text). However, some databases do not allow this, and each provider has a different approach to those searches.

Because the topics identified by the software sometimes overlapped, each article might fall under several topics, and each article was attributed only to the highest scoring topic, while ambiguous or multiple attributions were ignored. Consequently, a relevant publication might have been classified in a topic of no interest and thus was not incorporated in the final result. We checked to see if the 7 additional publications identified from references were collected by our tool but not included and, therefore, misclassified. Only one such publication was identified [36]; the other 6 were either not extracted or were
retrieved but not used for classification as the full text was missing.

Our software is intended to complement rather than replace systematic reviews. We have not yet compared our approach to a systematic review, and we expect we missed relevant articles unavailable through open access. We also expect that our software missed some topics, while also finding new topics. As the number of open access articles and preprints increases [51], and as journals and preprint sites add APIs, we expect our software to become more useful. We plan to add more databases as we gain access.

We may have missed factors that influence HIV transmission in Malawi, and it could be that broadening the search to “Malawi” would overcome this limitation and reveal possible interactions between social, political, economic, and other factors that influence the course of the HIV epidemic but have never been studied in the context of HIV.

HIV-Specific Discussion

Figure 3 shows the identified factors in a 3-level diagram, modeled after that of Kaufman et al [52]. The 27 identified articles include 24 behavioral, social, and cultural factors of HIV infection. Compared to previous literature reviews on HIV-related factors observed worldwide [52-55], a few behavioral-related factors were not retrieved in our study. These include, for example, denial of HIV status, motivation and intention to change sexual behavior, reactions to stress, physical and mental health status, outcome expectancies (ie, anticipated consequences as a result of engaging in a specific behavior), and empowerment. For social factors, relationship satisfaction and level of relationship commitment were also missing. Finally, we found no article discussing racism.

The 2015-2020 National HIV Prevention Strategy plan from the National AIDS Commission of Malawi targets specific HIV-related interventions at multiple levels for different population groups [56]. We compared the many behavioral, social, and cultural factors of HIV infection mentioned by the Prevention Strategy plan with the factors identified by our software. For the key populations of men having sex with men and sex workers, reducing the number of partners, consistent use of condoms, targeted campaigns on HIV testing and risk reduction, alcohol and substance abuse, positive health, and gender-based violence prevention programs are all behavioral interventions targeting risk factors that are present in our systematic review. Regarding the priority populations, additional interventions such as comprehensive sexuality and messages on intergenerational sex for young women at risk, stop early marriage campaigns, female support for voluntary male circumcision, HIV testing and counselling, and communication for couples are also addressing part of our behavioral list of HIV risk factors.

Behavioral factors, at an individual or a community level, that are not targeted by the Prevention Strategy plan for 2015-2020 are intravaginal practices. For the general population, distrust of health care, commitment to religious congregations, and the position of religious leaders are not addressed either. These are factors that should be considered when elaborating the new Malawi Prevention Strategy Plan for 2021-2026.
Conclusions
From a set of articles limited by the existence of journal paywalls, our Python software quickly narrowed a set of over 16,000 articles to a small set of relevant articles. We identified sociobehavioral factors, including factors related to society and culture, such as folk beliefs, theology, and moral standards, that may influence the course of the HIV epidemic, yet are rarely considered in the quantitative literature. Extending our approach to other countries could give researchers a more complete picture of the different drivers of the HIV epidemic in different settings and clarify the reasons for the spatial variability of HIV across sub-Saharan Africa.
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Abstract

Background: The ownership of patient information in the context of big data is a relatively new problem, which is not yet fully recognized by the medical academic community. The problem is interdisciplinary, incorporating legal, ethical, medical, and aspects of information and communication technologies, requiring a sophisticated analysis. However, no previous scoping review has mapped existing studies on the subject.

Objective: This study aims to map and assess published studies on patient data ownership in the context of big data as viewed by the academic community.

Methods: A scoping review was conducted based on the 5-stage framework outlined by Arksey and O’Malley and further developed by Levac, Colquhoun, and O’Brien. The organization and reporting of results of the scoping review were conducted according to PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses and its extensions for Scoping Reviews). A systematic and comprehensive search of 4 scientific information databases, PubMed, ScienceDirect, Scopus, and Springer, was performed for studies published between January 2000 and October 2019. Two authors independently assessed the eligibility of the studies and the extracted data.

Results: The review included 32 eligible articles authored by academicians that correspond to 3 focus areas: problem (ownership), area (health care), and context (big data). Five major aspects were studied: the scientific area of publications, aspects and academicians’ perception of ownership in the context of big data, proposed solutions, and practical applications for data ownership issues in the context of big data. The aspects in which publications consider ownership of medical data are not clearly distinguished but can be summarized as ethical, legal, political, and managerial. The ownership of patient data is perceived primarily as a challenge fundamental to conducting medical research, including data sales and sharing, and to a lesser degree as a means of control, problem, threat, and opportunity also in view of medical research. Although numerous solutions falling into 3 categories, technology, law, and policy, were proposed, only 3 real applications were discussed.

Conclusions: The issue of ownership of patient information in the context of big data is poorly researched; it is not addressed consistently and in its integrity, and there is no consensus on policy decisions and the necessary legal regulations. Future research should investigate the issue of ownership as a core research question and not as a minor fragment among other topics. More research is needed to increase the body of knowledge regarding the development of adequate policies and relevant legal frameworks in compliance with ethical standards. The combined efforts of multidisciplinary academic teams are needed to overcome existing gaps in the perception of ownership, the aspects of ownership, and the possible solutions to patient data ownership issues in the reality of big data.

(J Med Internet Res 2020;22(8):e22214) doi:10.2196/22214
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Introduction

Background
At present, global health systems are undergoing a fundamental change. We have reached the stage of a major transition to ways in which we can improve the generation of and access unimaginable amounts of information. With the emergence and development of big data as a result of the information revolution, we can now manage and transform the approaches by which we control this information and, in health care, as a consequence, the ability to control and cure diseases. On the other hand, the emergence of big data in health care poses additional challenges, especially with regard to the privacy of individuals’ personal data, security, ownership, management, and control.

Personal data, which some call the “21st Century New Oil” [1] or “the new currency,” [2], are generated at an extremely high rate owing to the achievements of modern information and communication technologies (ICTs). In this sense, it is particularly important to address some of the problematic issues directly affecting medical information: Who owns patient information or who would have the fairest claim? Hospitals, researchers, or the patients themselves? Can the information be publicly owned or does it belong to health care providers? Where lies the interest of data carrier developers (software programs, servers, clouds, or social networks)? In general, if patient information is a property of the individuals, will this help improve their health in the reality of big data?

Given the relevance of these issues, and the ensuing additional issues, the lack of proper discussion is more than weird. Isolated debates exist in different places around the world, but interest in improving health care locally, as well as globally, requires concrete and decisive approaches. This suggests going beyond the purely theoretical framework. Considering the importance of this issue, there is a great need to advance our understanding of the relationship between patient information ownership and big data. More importantly, understanding how big data can be used not only to deliver adequate health care and promote traditionally neglected initiatives such as disease prevention and health promotion but also to improve medical research without depriving patients of their potential right to own their medical data.

Ownership in the Specific Context of Patient Information
In 2009, Hall and Schulman [3] asked, “Who owns medical information? The one who gives care, receives care, or pays for care? All of the above? None of the above? Does it really matter? In the emerging era of electronic health informatics, few other medicolegal questions are more critical, more contested, or more poorly understood.”

Patient information ownership is an issue that requires justifying self-ownership [4,5], a modern term of what John Locke considers in 1680 as a property of his own person (“every man has a property in his own person: thus nobody has any right to but himself”) [6], that is, patient information or personal health data belong to the characteristics that cannot be separated from the individual [7]. In the 1960s, Westin [8] proposed the idea that personal information should be formally recognized as an object of property rights.

Ownership is a complex, often transdisciplinary term that has eroded or has been fragmented depending on the observer’s position and the purpose of the discussion [9]. It is often identified with privacy. However, the 2 terms are significantly different. The Oxford Dictionary of Law explains privacy as the qualified right to “be free from unwarranted intrusion and to keep certain matters from public view (or surveillance by the state), as recognized in Article 8 of the *European Convention on Human Rights and the *Human Rights Act 1998...” [10]. The term ownership is explained in the same dictionary as “the exclusive right to use, possess, and dispose of property, subject only to the rights of persons having a superior interest and to any restrictions on the owner’s rights imposed by agreement with or by act of third parties, or by operation of law” [10]. Therefore, ownership implies certain legal rights over a property along with the explicit right to possess it, such as being able to control, enjoy, use, sell, rent, give away, make profit, or even destroy an item of property. This concept is clear from the perspective of corporeal ownership. It becomes much more complicated when considering incorporeal ownership, such as intellectual property or data and information [11].

Ownership is an important concept because it implies a level of control over the use of personal health data [12]. Other scholars have reviewed the interplay of property law and privacy law on health records and health data, with the bottom line being that neither property nor privacy law is completely applicable to health data or a patient’s ability to control their health data [13].

The scarcity of academic discourse in this field is an interesting phenomenon, given the relevance of the topic [14]. What can be found as research on this subject usually comes from the field of jurisprudence, but there are authors who are known for their works in ethics and health care who also raise this issue [15-17].

Although we are currently witnessing a missing or at least limited academic debate on patient information ownership, the few academic authors who contribute to the debate seem to be grouped around 3 main points of view [14]. According to the first view, this information must be in the public domain [18]. The second view is that patients themselves must be the owners [19]. The third view is that property in itself is not a problem, and the issue can be regulated by other regulations, not specifically by property laws [20,21].

According to Rodwin [18], patient data should be privately owned by patients themselves as a means of protecting their privacy, but there are data that must necessarily be made public to ensure and protect the public interest, including key government initiatives that promote public health, individual patient safety, biomedical research, and not to forget economic interests.

Big Data in Health Care
Although the use of huge amount of data in health care is not a modern phenomenon [22-24], the term big data appeared in the 1990s and quickly became popular [25-27]. Big is a relative
term, especially when it comes to data, and big data usually include data sets that exceed the capabilities of commonly used software tools to store, manage, and process data within a reasonable period of time.

The volume of data is constantly growing, ranging from hundreds of terabytes until a few years ago to thousands of exabytes. Gantz and Reinsel [28] predicted an overall increase in health data by an average of 48% per year. Although there is no precise definition of big data [29], its attributes are well documented in the existing literature. These initially comprised the 3V model [30,31]—Volume, Velocity, and Variety—acknowledged by a number of authors [32,33]. Additional Vs were added by other authors to describe big data [34,35]—Veracity, Value, and Variability [36-38]. Currently, the term is defined by references from 3 to 15 attributes [39].

Although there are various common definitions of big data [40-42], none of them specifically focus on health, telemedicine, and health care. The European Commission developed the following definition [43] “Big Data in Health refers to large routinely or automatically collected datasets, which are electronically captured and stored. It is reusable in the sense of multipurpose data and comprises the fusion and connection of existing databases for the purpose of improving health and health system performance. It does not refer to data collected for a specific study.” Yet, not a word about personal patient data and ownership of patient data.

Over the last few years, methods for aggregating and storing vast amounts of medical data have been improved through various applications [44-46]. Through analyses of big data, diseases can be detected earlier, with better chances and better outcomes for patients [47]. It is now widely believed that evidence-based medicine and, in the long run, personalized and precision medicine must constitute the gold standard of care [48-51]. Technological and informational conditions make ambiguities about the ownership of medical information even more interesting but also unclear. In this regard, the use of big data in health care has yet to prove its importance for clinical support, health insurance, monitoring of diseases and health determinants, treatment optimization, disease prevention and health promotion [52,53], health care improvement in general [54], and medical research, and it also poses serious ethical and regulatory challenges, ranging from risks to individual rights, privacy, and autonomy to transparency of initiatives and trust [55-57].

After the introduction of electronic health records (not to mention the variety of wearables), we are entering a new era of health monitoring. Regardless of its progress, it will be important to determine who will have access to what information, when and how, which ultimately raises the issue of ownership of patient information.

Considerations for This Study

In this study, we distanced ourselves from publications that refer to “data” as such, without specifying “patient data” explicitly; “property,” argued mainly from the legal point of view as “intellectual property”; and “privacy” that is often identified as “ownership.” It is ownership that is within the scope of our research.

Traditionally, ownership is debated from the legal standpoint [4,10,26,58-60], yet some authors say that clearly there is no specific data-related legislation that explicitly recognizes ownership in health data in the various EU Member States and in the United States [61-63]. Ultimately, a legal framework reflecting the rights of many stakeholders in the health information market is needed [64,65]. Another line of debate stems from the ethical concerns related to autonomy, privacy, confidentiality, and justice, but barely stressing on ownership as such [66,67].

In this paper, we did not focus on specific legal regulations or ethical considerations, as publications in these fields, to a large extent, do not explicitly address patient data in the context of today’s information reality—big data. It is the perception of the authors that studying legal regulations or ethical considerations requires substantive and more specific research, which is not within the aim and scope of this study.

Our research showed that the peculiarities of ownership of patient information in the current data reality have not been the subject of research thus far, and even if they were related, they were not considered as the core issue but as part of studies aimed at something else.

Choice of Review Type

To map the available evidence in relation to the ownership of patient information in the context of big data, we conducted a scoping review, which by definition best suits the overall objectives of this study to clarify key concepts of an emerging scientific field and identify major sources, gaps, and innovative methods in the available evidence [68]. As we did not find any reviews on the question under investigation, the scoping review is the most appropriate type of review, because it can also be carried out as a stand-alone project, especially when the topic has not yet been extensively reviewed or is of a complex or heterogeneous nature [69-71].

The methodological framework for a scoping review was first outlined by Arksey and O’Malley [72] in 2005. It was further amended by Levac et al [73] in 2010 and by Peters et al [74] in 2015. Although the terminology and methods for conducting a scoping review are still unclear and not well-described [75], they are constantly improving [76-78], and the use of scoping reviews keeps increasing. The average increase rate of indexed scoping reviews in PubMed for the last 5 years was 51.6% (compared with 16.9% for systematic reviews).

Our choice of scoping review was also determined by the fact that patient information ownership in the context of big data is a relatively new problem and apparently not yet fully recognized by the medical academic community as there are not many publications in this area. In addition, the problem is interdisciplinary, including legal, ethical, medical information, and communication technology aspects, which requires more complex searches and analyses of the available evidence.
Methods

Design
We conducted a scoping review, based on the 5-stage framework outlined by Arksey and O’Malley [72], and further developed by Levac et al [73]: (1) identifying the research questions, (2) identifying relevant studies, (3) study selection, (4) data items and data collection process, and (5) collating, summarizing, and reporting results. Specifically, Arksey and O’Malley’s [72] optional sixth stage, consultations, was not incorporated in the scoping review, as study quality and evidence strength assessment fall beyond the aims of a scoping review.

The organization and reporting of the results of the scoping review was conducted according to PRISMA-ScR (Preferred Reporting Items for Systematic Reviews and Meta-Analyses and its extensions for Scoping Reviews) [79,80]. As the International Prospective Register of Systematic Reviews does not publish protocols for scoping reviews, the protocol for this scoping review has not been registered or published. A summary of the protocol used in this study is presented in the following subsections.

Identifying Research Questions
To our knowledge, no scoping review has mapped existing studies on patient information ownership in the context of big data. Therefore, this scoping review aimed to map and assess studies on this issue. The specific aim of this scoping review was to determine how the medical academic community perceives the issue of ownership of patient information in the context of big data, its possible solutions, and implemented practical applications.

To achieve this goal, we identified and summarized 3 main focus areas of the study: (1) problem: ownership of patient information, (2) area: health care (medicine), and (3) context: big data.

On the basis of existing sources and during initial screening of the publications included in the study, the following research questions were defined:

- What is the scientific area in which the ownership of patient information in the context of big data is discussed by the academic community?
- What are the main aspects of the ownership of patient information in the context of big data as seen by the academic community?
- How does the academic community perceive the ownership of patient information in the context of big data?
- Are there any solutions for solving the problem of ownership of patient information in the context of big data proposed by the academic community? If there are such proposals, what kind of solutions are proposed?
- Are there any practical applications for solving the problem of ownership of patient information in the context of big data discussed by the academic community? If there are such applications, what kind of applications?

Identifying Relevant Studies
Owing to limited access options, we used the following scientific information databases: PubMed, Scopus, Science Direct, and Springer. Given the nature of the topic being investigated, gray literature was not included.

Eligibility Criteria
The eligibility criteria for inclusion and exclusion of articles in the scoping review are presented in Table 1.

Table 1. Eligibility criteria for inclusion and exclusion of publications in the study.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Inclusion criteria</th>
<th>Exclusion criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type of publication, availability</td>
<td>Full-text publication (article, review, commentary, and viewpoint), international research or report, published in a peer-reviewed journal or peer-reviewed congress proceedings</td>
<td>• The publication is not in a peer-reviewed journal or peer-reviewed congress proceedings</td>
</tr>
<tr>
<td>Indexing</td>
<td>The publication is indexed in at least one of the scientific information databases under consideration</td>
<td>• The publication is not indexed in any of the scientific information databases under consideration</td>
</tr>
<tr>
<td>Period</td>
<td>January 2000-October 15, 2019</td>
<td>• Before January 2000 and after October 15, 2019</td>
</tr>
<tr>
<td>Language</td>
<td>English</td>
<td>• All others except English</td>
</tr>
<tr>
<td>Focus of the publication</td>
<td>The publication covers all 3 focus areas of the study (problem: ownership of patient information; area: health; and context: big data)</td>
<td>• The publication does not cover all 3 focus areas of the study</td>
</tr>
<tr>
<td>Relation to research questions</td>
<td>The publication discusses at least one of the research questions (scientific area of publication, aspects of ownership, perception of ownership, proposed solutions, and practical applications)</td>
<td>• The publication does not discuss any of the defined research questions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• The publication discusses mainly human genomics (to our perception, this is a major scientific area that needs to be discussed in a separate study)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• The publication discusses mainly major and/or specific legal regulations and ethical considerations (to our perception, these are major scientific areas that need to be discussed in separate studies)</td>
</tr>
</tbody>
</table>
Search Strategy
An initial standard (title, abstract, and keywords) search in July 2019, using the keywords “ownership,” “health,” and “Big Data,” identifying the 3 focus areas of our study, proved to be inappropriate. To obtain more adequate information, a search strategy was developed. The search strategy was built initially for PubMed using additional keywords such as “owns” and “property” along with “ownership,” and “patient” and “medic*” and “clinic*” along with “health.” It was adopted for the requirements of the different databases. To obtain more relevant and adequate information and to save the screening of thousands, a priori unsuitable for the purposes of our study sources, we used additional filters in compliance with our eligibility criteria and the corresponding databases. The search strategy is described in Multimedia Appendix 1.

Study Selection
On the basis of our eligibility criteria, a systematic search within the chosen bibliographic databases (BDBs) using the conforming search strategy was conducted on October 15, 2019.

Further study selection was performed by assessing the suitability of the identified articles from the initial search to the eligibility criteria. Two authors independently screened the articles based on the eligibility criteria at the title and abstract levels, followed by a full-text screening. Any disagreements between the 2 authors were discussed on a case-by-case basis and resolved in consultation with the third author to ensure consensus. As required, the reference list of all identified articles was searched for additional studies meeting our inclusion criteria. No additional articles were included in our study. Mendeley and Zotero were used to filter duplicated articles and to facilitate the screening process.

Data Items and Data Collection Process (Charting the Data)
During data extraction, the following article summary information (standard categories) was charted:

- Author
- Title of publication
- Year of publication
- Country of author (in case of several authors, the institution and the country of the corresponding author were considered)
- Authors’ affiliation (academic, research, or nonacademic)
- Type of publication (article or review, congress paper, etc)
- Publication media (journal, conference proceedings, etc)
- Journal title

On the basis of our research questions, we outlined the following categories for classifying the eligible publications and mapping the available scientific evidence in our study:

- Scientific area of publication in which the ownership of patient information in the context of big data is discussed by the academic community.
- Aspects of ownership (of patient information in the context of big data as seen by the academic community)
- Perception of ownership (of patient information in the context of big data as seen by the academic community)
- Proposed solutions for patient data ownership issues in the context of big data
- Practical applications for solving the problem of patient data ownership in the context of big data

All 13 categories were organized in an Excel (Microsoft Corporation) file. Pairs of authors extracted data from the included publications and filled them in an Excel sheet. Any disagreements were resolved by a third author.

As most of the publications eligible for our study were published in impact factor journals and broadly cited, and considering that such bibliometric indicators illustrate a higher quality of the publications, we included 3 additional categories in our study:

- Journal impact factor
- Citation counter of the publication
- BDB with the largest citation counter of the publication

All publications included in our study were additionally checked in the corresponding information databases and/or the official journal websites to determine the impact factor of the journal and the citation counter of the publications. The data were registered in our Excel file as additional categories (ie, 14-16).

Collating, Summarizing, and Reporting the Results
All authors discussed and agreed on the registered final results. To analyze the results of our research questions, we used both qualitative and quantitative methods. Most of the results were synthesized in narratives. For numerical summarizations, corresponding to the study categories, we used descriptive statistics (alternative analysis). The majority of the results are displayed in tables, graphs, and narratives.

Results
Search Results
A total of 835 publications met our eligibility criteria. Seven publications from other sources, mainly EU and international surveys and reports, were also considered. After filtering the duplicated articles, the total number of potentially appropriate articles was 729.

After screening the file with the bibliographic information and the abstracts of all potentially eligible publications (N=729), manually were excluded duplicated records (n=11), records without an abstract (n=19), records for which no full text was available or full text was not in English (n=85), publications that were not articles or reviews authored by academicians, published in full text in referenced and indexed journals (n=43 plus 7 from other sources), and publications that did not answer any of the research questions (n=433). For a detailed screening, we obtained 131 full-text publications in English. Each of the 131 publications was carefully read and 99 publications were excluded from the study, as they did not cover all 3 focus areas of the study (focus areas mentioned only in the abstract) or did not answer our research questions. The final number of publications included in our study remained to be 32. A PRISMA flow diagram for scoping reviews to visually report the search screening process is presented in Figure 1.
All characteristics of the included publications are presented in Multimedia Appendix 2 [81-112].

Figure 1. PRISMA (Preferred Reporting Items for Systematic Review and Meta-Analysis) flow diagram of scoping review results.

General and Bibliometric Characteristics of the Eligible Publications

Some of the main general and bibliometric characteristics of the sources included in the scoping review are presented in Table 2. The publications are arranged in alphabetical order of the first author’s surname.

Table 2.
Table 2. Main general and bibliometric characteristics of the sources included in the scoping review.

<table>
<thead>
<tr>
<th>References</th>
<th>Year of publication</th>
<th>Countries</th>
<th>Institutions</th>
<th>Types of publication</th>
<th>Journal titles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Andreu-Perez et al [82]</td>
<td>2015</td>
<td>United Kingdom</td>
<td>Academic</td>
<td>Article</td>
<td>IEEE Journal of Biomedical and health informatics</td>
</tr>
<tr>
<td>Asche et al [83]</td>
<td>2017</td>
<td>United States</td>
<td>Academic</td>
<td>Article</td>
<td>Pharmacoeconomics</td>
</tr>
<tr>
<td>Ballantyne and Stewart [84]</td>
<td>2019</td>
<td>New Zealand</td>
<td>Academic</td>
<td>Article</td>
<td>Asian Bioethics Review</td>
</tr>
<tr>
<td>Bietz et al [86]</td>
<td>2018</td>
<td>United States</td>
<td>Academic</td>
<td>Article</td>
<td>J Am Med Inform Assoc</td>
</tr>
<tr>
<td>Cvrkel [87]</td>
<td>2019</td>
<td>United States</td>
<td>Academic</td>
<td>Article</td>
<td>Journal of Dentistry</td>
</tr>
<tr>
<td>Heitmueller et al [89]</td>
<td>2014</td>
<td>United Kingdom</td>
<td>Academic</td>
<td>Report</td>
<td>Health Affairs</td>
</tr>
<tr>
<td>Hölbl et al [90]</td>
<td>2018</td>
<td>Slovenia</td>
<td>Academic</td>
<td>Article</td>
<td>Symmetry</td>
</tr>
<tr>
<td>Jenca et al [93]</td>
<td>2018</td>
<td>Switzerland</td>
<td>Academic</td>
<td>Article</td>
<td>PLoS ONE</td>
</tr>
<tr>
<td>Kaplan [94]</td>
<td>2016</td>
<td>United States</td>
<td>Academic</td>
<td>Article</td>
<td>Camb Q Health Ethics</td>
</tr>
<tr>
<td>Kaplan [95]</td>
<td>2015</td>
<td>United States</td>
<td>Academic</td>
<td>Article</td>
<td>Camb Q Health Ethics</td>
</tr>
<tr>
<td>Kostkova et al [97]</td>
<td>2016</td>
<td>United Kingdom</td>
<td>Academic</td>
<td>Article</td>
<td>Front. Public Health</td>
</tr>
<tr>
<td>Kruse et al [98]</td>
<td>2016</td>
<td>United States</td>
<td>Academic</td>
<td>Review</td>
<td>JMIR Med Inform</td>
</tr>
<tr>
<td>Kulynych and Greely [99]</td>
<td>2017</td>
<td>United States</td>
<td>Academic</td>
<td>Article</td>
<td>J Law Biosci.</td>
</tr>
<tr>
<td>Maher et al [100]</td>
<td>2019</td>
<td>United States</td>
<td>Academic</td>
<td>Article</td>
<td>International Journal of Medical Informatics</td>
</tr>
<tr>
<td>Mamoshina et al [101]</td>
<td>2017</td>
<td>United States</td>
<td>Academic</td>
<td>Article</td>
<td>Oncotarget</td>
</tr>
<tr>
<td>Mikk et al [102]</td>
<td>2017</td>
<td>United States</td>
<td>MITRE^-Research</td>
<td>Viewpoint</td>
<td>JAMA</td>
</tr>
<tr>
<td>Roehrs et al [104]</td>
<td>2017</td>
<td>Brazil</td>
<td>Academic</td>
<td>Article</td>
<td>J Med Internet Res</td>
</tr>
<tr>
<td>Vayena and Blasimme [106]</td>
<td>2017</td>
<td>Switzerland</td>
<td>Academic</td>
<td>Article</td>
<td>Journal of Bioethical Inquiry</td>
</tr>
<tr>
<td>Vazirani et al [107]</td>
<td>2019</td>
<td>United Kingdom</td>
<td>Academic</td>
<td>Article</td>
<td>J Med Internet Res</td>
</tr>
<tr>
<td>Viceconti et al [108]</td>
<td>2015</td>
<td>United Kingdom</td>
<td>Academic</td>
<td>Article</td>
<td>IEEE Journal of Biomedical and health informatics</td>
</tr>
<tr>
<td>Willems et al [109]</td>
<td>2019</td>
<td>The Netherlands</td>
<td>Academic</td>
<td>Article</td>
<td>Oral Oncology</td>
</tr>
<tr>
<td>Xafis and Labude [110]</td>
<td>2019</td>
<td>Singapore</td>
<td>Academic</td>
<td>Article</td>
<td>Asian Bioethics Review</td>
</tr>
<tr>
<td>Yaffe [111]</td>
<td>2019</td>
<td>Canada</td>
<td>Academic</td>
<td>Article</td>
<td>Seminars in Nuclear Medicine</td>
</tr>
</tbody>
</table>

^MITRE: Massachusetts Institute of Technology Research and Engineering Research.

The 32 publications were from January 2014 to October 2019:
3% (1/32) in 2014 [89]; 13% (4/32) in 2015 [82,95,96,108];

The majority of the publications (12/32, 38%) were from the United States [83,85-87,91-94,96-98,102]; 31% (10/32) were from the United Kingdom [82,88,89,92,97,103,105,107,108]. Four (12%) publications were from other European countries (2 from Switzerland [93,106], 1 from Slovenia [90], and 1 from the Netherlands [109]). Six (19%) publications were from other countries: Brazil [104], Canada [111], China [112], New Zealand [84], Singapore [110], and South Africa [81].

The majority of the publications were articles (25/32, 78%). Only 4 (12%) of the publications were reviews [88,98,103,105]. There was also 1 report [89], 1 extended commentary [96], and 1 viewpoint [102].

Almost all of the publications are by authors employed in academic institutions (29/32, 91%). Three (9%) publications [92,96,102] are by academicians employed in research centers.

The majority of the publications are highly cited: 66% (21/32) of publications are cited 10 or more times. The other 10 publications are cited between 1 and 9 times, and only 1 publication from 2019 has not been cited yet.

The publications dealing with the problem of ownership of patient information in the context of big data are published by the academic community in 27 journals covering different scientific areas: (1) medicine, biomedical sciences, and public health—15 journals, 47% (15/32) of publications [83,85,87,89-93,96,97,101,102,105,109,111]; (2) health and medical informatics—6 journals, 28% (9/32) of publications [82,86,88,98,100,104,107,108,112]; and (3) medical ethics, law, and health policy—6 journals, 25% (8/32) of publications [81,84,94,95,99,103,106,110].

Categories for Outlining the Scope of Available Scientific Literature on the Research Questions Under Study

A summarized distribution of the publications included in the scoping review by countries and categories, outlining the scope of the available scientific literature on patient information ownership in the context of big data, is presented in Figure 2.

**Figure 2.** Distribution of the publications by countries and categories, outlining the scope of available scientific literatute on the patient information ownership in the context of big data.

Scientific Areas of the Publications

The distribution of the publications according to the scientific area in which the ownership of patient information in the context of big data as discussed by the academic community is presented in Figure 2. The following scientific fields were covered: Research (22/32, 69%) [81-86,88,91-95,97-99,101,105,106,108-111]; Other (10/32, 31%), including (1) ownership and control of medical data [96,102]; (2) medical records [104,107]; (3) big data use in health care [89,98]; (4) application of blockchains [90,112]; and (5) ownership as an ethical issue in the context of big data [87,103].

Aspects of Ownership

The distribution of the articles according to the aspects of ownership of patient information in the context of big data as seen by the academic community is presented in Figure 2. The following aspects were distinguished: (1) Ethical (16/32, 50%) [83,85,87,88,90,93,94,100,102-106,109-111]; (2) legal (11/32, 34%), including legal [81,82,92,96,101,112] and legal and ethical [84,95,99,107,108]; (3) political (3/32, 9%), including political [89,97] and political and legal [86]; and (4) managerial (2/32, 6%) [91,98].
Perception of Ownership

The distribution of the articles according to the perception of ownership of patient information in the context of big data as seen by the academic community is presented in Figure 2. The following alternatives were distinguished: (1) challenge (23/32, 72%) [81-89,91-93,97-100,104,105,107-111]; (2) control tool (5/32, 16%) [90,101-103,106]; and (3) other (4/32, 13%), including: problem [95,112], threat [94], and opportunity [96].

Proposed Solutions

The distribution of the articles according to the proposed solutions for patient data ownership issues in the context of big data is presented in Figure 2. The following types of solutions were proposed: (1) political (9/32, 28%), including political [97,98,100,106,108], political and legal [86,99], and political and technical [109,111]; (2) technical (7/32, 22%), including technical [82,83,88,90,101,112] and technical and legal [107]; (3) ethical and legal (6/32, 19%) [85,87,94,95,103,110]; and legal (5/32, 16%) [81,89,92,96,102].

Five publications did not propose solutions [84,91,93,104,105].

Practical Applications

Only 3 (9%) publications presented practical applications for solving the problem of patient data ownership in the context of big data [106,107,112].

Discussion

General and Bibliometric Characteristics

The first publication discussing patient information ownership in the context of big data is from 2014, and the number of publications constantly increases. Considering that for the first 10 months of 2019, the number of publications is higher than the average of the previous years, we could expect an increase in the scientific developments in the future.

The authors are mainly from the United States and the United Kingdom. These are the countries where most work was done in the field of medical and health informatics, including the protection of privacy, confidentiality, and ownership of medical data, the use of ICTs, electronic personal records, and big data. However, a new trend was noticed starting in 2018—an increase in scientific developments from authors outside the United States and the United Kingdom, an indicator that academicians from different countries and continents became more involved in discussing and solving the problem of patient information ownership in the context of big data.

Only 3 publications are by academicians not currently employed in academic institutions. The authors are employed in research centers known for their developments in the field of medicine and health, respectively, Rethink Technology Research (UK) and the Scripps Research and the Massachusetts Institute of Technology Research and Engineering, both from the United States, and the publications are published in high impact factor journals.

Most of the publications are articles. The aim of the reviews included in this study is different from the aim of this review. The report, the extended commentary, and the viewpoint included in the study represent important aspects of ownership of patient information and have been repeatedly cited. All publications included in the study are published in scientific peer-reviewed journals with a high impact factor, indexed in one or more BDBs.

We may say that articles dealing with patient information ownership are published predominantly in medical journals (including health and medical informatics). This is reasonable considering that ownership of patient data is discussed mainly as a challenge to medical research, which in the era of big data seems impossible without the involvement of health and medical informatics instruments. Only one-fourth of the articles included in this scoping review are published in specialized journals covering medical ethics, law, and health policy. Hopefully, the publication activity in this area will increase, as medicine and health care, including medical research, are really in urgent need for an adequate legal framework and policies. There are no technical journals, as they do not address the issue of ownership of medical data at all as well as journals that are purely ethical or legal, as they are highly specialized, poorly cited, and in most cases not indexed in the BDBs under consideration.

Scientific Area of the Publications

Although the issue of ownership of patient information in the context of big data is extremely important, it appears that the academic community’s interest in it is rather low. During PubMed, Scopus, ScienceDirect, and Springer searches, we encountered thousands of publications discussing the application of big data in health care and medicine, hundreds of publications discussing privacy and confidentiality, but only 32 reflecting the issue of ownership of medical data met our inclusion criteria and were included in our study. From the analysis, we identified the following scientific areas in which the publications included in this scoping review can be classified: (1) research; (2) ownership and control of medical data; (3) medical records; (4) big data use in health care; (5) application of blockchains; and (6) ownership as an ethical issue in the context of big data.

The majority of the publications discuss the issue of medical data ownership in the context of big data in the area of research: (1) medical research: clinical research [82], use of personal health data for medical research [86], precision medicine [91], biomedical research [101,106], obesity research [105], biomedical computing [108], head and neck cancer [109], and medical imaging [111]; (2) access to and use of health or medical data for research: impact of data ownership on data sharing and implementation of big data in health-related research [81], validation and data connection [83,85], public-private partnerships to share, analyze, and use biomedical big data [84], the use of personal medical data from wearables [84], data exchange [88], and open data for health care research [97]; (3) secondary use of medical data for research: medical data sale [92,94], marketing [95], genetic data from medical records [99], use of passive data [100], and creation and use of data depositories in view of reuse of health data [110]; and (4) ethical challenges to big data in medical and biomedical research [93].

Two publications are in the area of medical records: ownership discussed as a way of patient communication with personal...
health records [104] and the use of blockchains for solving medical records problems [107].

Two other publications are in the area of using big data in health care: development of public policies to advance the use of big data in health care [89] and the challenges and opportunities of big data in health care [98].

The application of blockchain and other ICTs in health care is another research area: research on the use of blockchains in health care [90] and an application using blockchain architecture to assist patients in owning, controlling, and safely exchanging their own data [112].

The ownership of patient information as an ethical issue in the context of big data is discussed in 2 publications: data ownership as a complex concept, one of the areas of concern for ethical risk [103] and problems of data access, data ownership, and who has the rightful authority to authorize and profit from the use of the data in mobile health apps [87].

Only 2 of the publications discuss the ownership of medical data as a self-contained study and not as a part of another investigation. Both publications are in the area of ownership and control of medical data. The first one discusses the question of why patients should be the owners of their medical data [96], and the other explains why the patients deserve to be the owners and have control over their medical data [102].

Patient data ownership in the context of big data is discussed by the academic community in different scientific fields, each very important and up to date. Although not contradictory, there is a great discrepancy in the publication activity. In addition to the area of research, the other scientific areas are poorly represented and need to be better studied in the future. Future research should also investigate the issue of ownership as a core research question and not as a minor fragment among other topics.

Aspects of Ownership

The ownership aspects discussed in the publications are not clearly distinguished but can be summarized as follows: (1) ethical; (2) legal; (3) political; and (4) managerial, and in combinations such as legal and ethical and political and legal.

In most publications, ownership of patient data, whether primary or secondary, is considered ethically, legally or ethically, and legally. The legal and ethical are not necessarily the same, as Kaplan [95] points out, but their common ground must be found with regard to property.

Data have been created and used since the beginning of civilization [113]. What is changing is the speed at which we create and store data, and the fact that we already have not only methods but also processing capacities that allow us to extract useful information from this vast amount of data [114]. Hence, some of the main ethical aspects regarding patient-generated data—who owns it and how it can be used, controlled, exchanged or shared, and preserved—are considered in 50% (16/32) of the publications [83,85,87,88,90,93,94,100,102-106,109-111], in most cases regarding the use of the data for research.

About one-fifth of the publications consider ownership of medical data in legal terms. There are no contradictions among the different opinions. They are predominantly focused on the need for the development of an adequate, alternative, harmonized legal framework, giving the individuals the right to own their health data and the adequate use of that data by the different stakeholders [81,82,92,96,101,112]. Ownership is a concept that is ill-suited for governing rights in big data, and the emergence of big data calls for an alternative normative framework with a view to ensuring fair access while minimizing legal and ethical risks [81]. This assumption is based on the United Nations Educational, Scientific, and Cultural Organization’s (UNESCO) observation that the concept of ownership is no longer an adequate normative framework in the era of big data [115]. According to Hunter [92], as the volume and scope of collected personal health data increases, the greatest requirement is greater transparency regarding the use of that data, which should be harmonized. Kish and Topol [96] state that for the benefits of digital medicine to be fully realized, we not only need to find a shared home for personal health data but also give individuals the right to own them, and the issue of personal identity data is a historical challenge for lawyers. Mamoshina [101] argues that patients have no control over access privileges to their medical records and remain unaware of the true value of the data they have and the idea that they should own it. It cannot be determined whether a proprietary regime that allows total control of the data would actually be the best solution for patients, provided that medical information may be an enigma to them.

The other 5 publications view ownership in legal and ethical aspects [84,95,99,107,108]. Ballantyne and Stewart [84] discuss questions of ownership, both of the data and any resulting intellectual property or products. According to Kaplan [95], individuals should be aware of how data about them are collected and used, as using that data might be crucial. Moreover, it is not legally settled whether the data are merely spoken words or property. Consideration should be given to how these data are used and the ethical development of social norms and laws, as new technologies affect the integrity and protection of health data. On the other hand, according to Viceconti, all medical data are highly sensitive and, in many developed countries, are considered legally owned by the patient, and the health care provider is required to respect patient confidentiality. However, the need for individual confidentiality can be in conflict with the interests of society [108].

Two publications discuss ownership in a political aspect. Heitmueller [89] discusses ownership as a policy lever—the devolution of responsibility of data ownership to patients and how patients decide who they want to share their information with can improve health care and may also be a viable alternative to the extremely difficult task of making existing health care systems interoperable. Concerning the opening of patient-generated data to medical research, Kostkova [97] argues that user privacy and ownership of user-generated data remain an underexplored territory from policy and regulatory perspectives while becoming a booming business for the social media industry. In the absence of transparent data ownership regulation, 2 strikingly different approaches emerged for data ownership.
ownership, usage, and sharing: first, government-regulated clinical and research medical data and, second, private user-generated health data collected from social media, apps, online searches, and wearable devices.

Only one publication presents a survey, carried out among patients and researchers concerning barriers, including political and legal, to the use of personal health data in research, where medical data ownership is discussed in a political and legal aspect [86].

To be resolved, the problem of ownership, set initially as ethical, needs the cooperation of legal and political institutions as well as the capabilities of modern technologies. This illustrates a consistent structure from problem to solution—the first step is ethical analysis and the determination of right or wrong, useful or harmful, and fair or unjust; the second step is a subsequent public and political debate; and the third step is a law, regulation, or rulemaking act.

Two other publications discuss patient data ownership in a somewhat different aspect, that is, managerial. Hulsen [91] states that to fully realize the potential of big data, we must alter the way we work—forming collaborative networks to share samples, data, and methods as well as the legal and ethical frameworks necessary to build and maintain public trust and ensure equitable data access. According to Kruse [98], managerial issues such as governance and data ownership will need to move up on the priority list of organizations, and it should be treated as a primary asset instead of a byproduct of the business. This issue is supported by many authors. In fact, the link between medicine and business, most often expressed in the sale of medical data, both for medical and public health research and research in pharmacoepidemiology as well as for commercial purposes, is a growing trend [92,94,95,97,101].

Perception of Ownership

The ownership of patient data is considered as a (1) challenge, (2) control tool, (3) problem, and (4) threat and (5) an opportunity. According to our analysis, it is taken primarily as a challenge.

The ownership of medical data is generally considered a challenge to perform medical research [81,85,92,99], including research in the field of obesity [105], oral oncology, concerning patients having governance of their own data sets, especially when the data are linked to different sources [109], medical imaging [111], the use of passive medical data for research [100], the secondary use of medical data for research, especially in the field of the human genome and electronic medical records [98], and leveraging personal health data for medical research [86].

Data access challenges, such as data ownership, data security, and data value, are often considered as barriers to access [83,87], data sharing and exchange [88], access to electronic medical records [107], the use of personal health data [104], and the collection, storage, and reuse of research data [110]. Hulsen et al [91] state that although medical data appear to belong to medical institutions, “the data is the property of the patient and the access and use of that data outside of the clinical realm requires patient consent. This immediately puts a brake on the rapid exploitation of the large volume of data already held in clinical records for precision medicine” [91].

Data ownership, along with data privacy, privacy and security, and data management are serious social and legal challenges to big data [82].

In several articles, ownership of medical data is considered a challenge to health policy [89], an ethical challenge to public-private partnership [84] and modern technologies [108] as well as a challenge to medical research and business (sales and data sharing) [97]. An analysis by Ienca et al [93] reveals that the current ethical debate is being largely monopolized by issues of privacy and data protection. However, the issue of data ownership, although distinguished as an ethical challenge, does not actually appear as an ethical priority.

As seen, the challenges, although different in nature, are not contradicting. They concern diverse issues predominantly in performing medical research and activities in association with it as data access, data management, and data sharing. We may argue that these challenges emanate from poor ethical, legal, and policy implications. It will be difficult to overcome such challenges, and the combined efforts and expertise of multidisciplinary research teams are needed.

Apart from being a challenge, ownership of health data is also seen as a control tool [102,103,106], controlling access to data [90] and controlling data for biomedical research [101]. There is a slight discrepancy between data access as a challenge and data access as a control tool. This may be resolved if more research is performed.

Two publications consider the ownership of medical data as a global problem (along with the use of health data and patient and clinical data protection) for biomedical informatics, patient and physician confidentiality, and regulatory authorities [95] and as a problem (deficiency) for the use of modern blockchain technologies [112].

Kaplan considers the ownership of medical data as a threat to the secondary use of data, especially when selling health data [94]. On the contrary, Kish and Topol [96] assume the ownership of medical data as a civil right as an opportunity or a strategy for further digitalization of medicine.

The last perceptions of ownership need to be further explored, as it is difficult to judge their significance based on a few opinions.

Proposed Solutions

A solution to the issue of ownership of patient data in the context of big data is discussed in most publications. Only 5 publications do not offer such a solution [84,91,93,104,105]. Apart from the application of different, mainly new technologies, the solutions are rather proposals to the governments and the governing bodies of the health care institutions and are primarily concerned with enhancing the legal framework, developing adequate policies, finding consensus between ethical and legal aspects, in most cases, mainly related to the right to ownership and control of patients on their own data and the protection of data integrity. Considering that technologies are not a problem, the academic community should be more active in developing concrete
solutions and not just proposals, whether technical, legal, or political.

The proposed solutions can be summarized in the following categories: (1) political; (2) technical; (3) ethical and legal; and (4) legal and combinations between them: political and legal, political and technical, and technical and legal.

The majority of the proposed solutions concern policy decisions, although some of the solutions combine political, legal, or political and technical measures. In general, most of these solutions refer to medical research and the opportunities that big data provide for conducting international medical studies with the exclusive requirement to respect the right of ownership on patient data. Kostkova et al [97] proposed public and political discussions on ownership and responsibility for patient-generated data, as well as the development of a public policy to preserve personal information, which at the same time allows the use of such data to improve public health. According to Kruse et al [98], data ownership and management need to create new business roles that involve analyzing and organizing big data for universal accessibility and sharing and transparency between health care organizations. Maher et al [100] proposed to allow the active involvement of individuals in informed consent procedures and shared ownership of data across countries; researchers should use standardized and validated ways to securely share data, and survey participants should be aware of their data ownership. Extended control through participation management schemes was proposed by Vayena and Blasimme [106] to develop networks of regional cooperatives, potentially worldwide, and to offer open source software for the development of data analysis tools. In this way, “the idea that individuals have direct control over their data can be applied to different national characteristics as well as to international research projects aimed at analyzing data from different countries.” Viceconti et al [108] proposed to fund domain-targeted research that allows specialized solutions to be developed for specific applications in biomedical computing and research.

Two publications combine policy and law: developing policies and legal norms for ownership between different countries [86] and offering patients some degree of control over their own data, especially when used for scientific research [99].

Political and technical solutions have also been proposed. According to Yaffe [111], instead of severely restrictive policies that do not benefit anyone, reasonable policies regarding the security and privacy of medical data are needed to allow more flexible access and safe exchange (including internationally) of health data between institutions, especially when it comes to medical research and access to various registries (cancer, mortality, rare diseases, etc.). Willems et al [109] proposed that instead of bringing together all kinds of data sets in a central comprehensive database, a likely scenario might be that big data users will develop more organic, decentralized virtual networks.

About one-third of the proposed solutions are related to the use of different technologies, highlighting solutions related to the application of blockchains: using blockchains to preserve and protect data ownership [88] and to own and share data and health records, and access control [90,112]. The use of blockchains and artificial intelligence enables users to gain ownership and access privileges to their data as well as allow them to sell their data directly to consumers at a fair price [101]. Other technological solutions are also proposed: the use of an identifier for the data collected for the individual with the aim of preserving data security at all levels of the health system, including at every point where the data are collected [82]; the use of distributed networks to provide adequate access to the data, both in efficacy and pharmacoepidemiological studies [83]; and the use of secure multi-party computing—secure multilateral computing that allows third parties to perform calculations with patient data without compromising their integrity [112].

One publication combines technologies with legal norms. According to Vazirani et al [107], with appropriate regulatory documents and standards, blockchains can serve as a means of managing informed access to health data, as some of their most important features are security, confidentiality, and legal restrictions. This will increase operational interoperability without compromising security while respecting patients’ data confidentiality [107].

With modern technologies, these solutions are fully adequate and feasible. Unfortunately, problems with ownership of medical information in the context of big data cannot have only a technical solution. To provide an adequate solution, it is necessary to develop an appropriate legal framework, backed by appropriate policy decisions and in compliance with the corresponding ethical standards.

There are no proposals for pure ethical solutions, as such solutions cannot be directly applied. They need to be incorporated within the corresponding legal regulations or policies. Six publications propose ethical and legal solutions. According to Balthazar et al [85], the community of radiologists, ethics professionals, and computer scientists must negotiate the appropriate way to deal with privacy, confidentiality, data ownership, informed consent, epistemology, and inequalities in the most equitable, ethical way. Cvikel [87] proposed moving to a consent-focused framework: incorporating data ownership and access and profit agreements into well-developed informed consent. The combined efforts and expertise of lawyers, ethics professionals, and computer scientists on the legal and ethical collection and the use of data, together with the technical knowledge to combine and identify them, can contribute to the development of more informative policies [94,95]. According to Mittelstadt and Floridi [103], taking into account both forms of ownership, the right to control and the right to profit from data, to exercise adequate data access rights in the big data era, it is necessary to define the terms commercial and scientific value and to develop specifications for adequate rights and, where necessary, restrictions on access, as well as to modify data protection practices or legislation to oblige data keepers to provide data owners with reasonable access to them, so far as this is possible. A similar issue is proposed by Xafis and Labude [110]—state the conditions of access to data repositories—so that data owners can make appropriate decisions regarding the level of access they believe is appropriate for their data and research materials.
One legal solution concerns legal arrangements for appropriate custodianship of big data to ensure that data subjects maintain some control over access and future uses of their data, while delegating decision making in some matters to the data custodians. Such delegated decision making gives rise to custodial rights, not ownership of the data [81]. This proposal follows UNESCO’s recommendation that a framework with new approaches to ownership and custodianship of personal data should be developed [115]. It may be expected that this idea will contribute to the development of adequate political and legal decisions in view of patient data ownership in the modern big data reality. Other proposals include developing public policy to advance the use of big data in health care, including delegating patient data responsibility to the patients and creating shared networks [89]; improving legal frameworks to protect patient anonymity, informed consent, and data quality assurance [92]; the individuals should be given the right to own their medical data, promoting the ownership of medical data as a civil right and as a major strategy for the further digitalization of medicine, providing new resources to potentially assist any individual who wishes to participate in that [96]; and legal arrangements for ownership as control of patient data (data use agreement) between patients and third parties (data managers, ie, health care and trade organizations), which will allow individuals to control their longitudinal digital records, can improve patient engagement, data accuracy, and health outcomes [102].

Applications

Despite the many solutions proposed, real applications related to ownership of patient information in the context of big data are only commented on in 3 publications.

One application is presented by Vayena [106]. This is the MIDATA cooperative model developed by MIDATA, Switzerland [116], that provides an example of how individuals can gain control over their own data through new type management mechanisms. The purpose of MIDATA is to store health-related data from a variety of sources and to provide it for scientific projects, while allowing data owners to make their own decisions about their data use. It is a nonprofit organization, but the potential profits generated by consumers will be reinvested in the maintenance of the cooperative or the funding of research [106]. Owners who are registered with MIDATA can actively contribute to medical research and clinical trials by allowing selective access to their own data. They may become members of the cooperative and participate in its management. The MIDATA model is designed for international application: MIDATA Switzerland supports the creation of regional and national MIDATA cooperatives that share the data platform and infrastructure.

The second application is cited by Vazirani et al [107], who described several applications of blockchain technologies for electronic health records, including MedRec [117], which uses blockchain technology and smart contracts to access patient data and manage access permissions. Other applications are mentioned in the review, but they do not affect the ownership of medical data.

The third application is presented by Yue et al [112], who presents an architecture of an application called the Healthcare Data Gateway based on blockchain, which, in addition to patients’ access to their own clinical data and medical records, allows patients to own, control, share, and manage their own data easily and securely without compromising their privacy and provides a potentially new way to improve the health system’s intelligence while maintaining patient data ownership. The data are stored in a private blockchain (centralized database with restricted access control, accessible only to authorized or specific users).

Study Limitations

This study has several major limitations. First, due to limited access options, only 4 scientific BDBs were searched: PubMed, ScienceDirect, Scopus, and Springer. We have not searched other BDBs such as ProQuest, EMBASE (Excerpta Medica database), and the Web of Knowledge as well as the databases that mainly index technical publications. The search covered the period from January 2000 to October 2019. Thus, the publications that met our inclusion criteria were limited to just 32. Second, our study used only publications in English, which also limited the number of eligible sources. Third, we used mostly sources published in scientific journals authored by academicians. No reports presented at congresses and conferences and published in the corresponding congress proceedings were used, as the full text of the potentially relevant publications was not available even on request. Moreover, reports from different institutions, mainly nongovernmental organizations, could not be used as in most cases they were not authored by academicians and/or were not indexed in the scientific databases.

Conclusions

Big data in medicine and health care is an issue broadly discussed at present. However, the problem of medical data ownership, especially in the context of big data, no matter its relevance, remains somewhat neglected. What we bear in mind is ownership and not privacy and control that are more broadly represented in the scientific literature by the academic community. The results of the scoping review indicate that the problem of ownership of patient information in the context of big data is poorly researched. Only 2 of the publications discuss the ownership of medical data as a self-contained study and not as a part of another investigation. The problem is not addressed consistently and in its integrity—in terms of ethical, political, and regulatory coherence. The issue of ownership has to be discussed in a more comprehensive way, including ownership problems as a core research question and not just mentioned among other issues.

There are 6 scientific fields in which the publications under review can be classified: research, medical records, use of big data in health care, blockchain applications, ownership and control, and ethics, while the area of research is predominant. The other fields are poorly represented and need to be better studied in the future.

The aspects in which publications consider ownership of medical data are not clearly distinguished, but can be summarized as...
ethical, legal, political, and managerial, and in combinations such as legal and ethical and political and legal. The largest share is of the publications that consider the ownership of patient information in the context of big data in an ethical aspect. The other aspects need to be further researched.

The ownership of patient data is perceived primarily as a challenge, with this challenge being fundamental to conducting medical research, including access to and use of medical data, which is generally considered a matter of medical ethics. The ownership of medical data is also considered a challenge to policy, ethics, modern technologies, clinical research, and business (data sales and sharing). Apart from being a challenge, ownership of patient data is also seen as a means of control, a problem, a threat, and even an opportunity, also considering primarily medical research. It will be difficult to overcome such challenges, and the combined efforts and expertise of multidisciplinary research teams are needed.

The proposed solutions can be summarized in 3 broad areas: technology, law and ethics, and policy. All the 3 strands are extremely important, but they are not sufficiently represented in the publication activity, and to adequately address the ownership of patient information in the big data information context, these 3 strands need to be combined. To develop and implement an adequate technological solution, it must, in addition to complying with generally accepted ethical standards, comply with certain regulatory documents and policy decisions.

Despite the many solutions proposed, real applications related to the ownership of patient information in the context of big data are commented on in only 3 publications. It is well known that technologies do not prevent the creation of suitable applications. What is missing is adequate policy decisions expressed through the relevant legal frameworks.

The issue of patient information ownership in the context of big data must find its place in the scientific publishing field. It may receive more appropriate answers if special editions of renowned scientific journals are organized to address the issue of ownership of patient information in the context of big data, seminars and roundtables are organized during biomedical forums, and scoping reviews are regularly conducted.

In conclusion, this study may serve as a starting point for future research in this area. It is already evident that technologies are not an obstacle to the development of applications regarding patient data ownership. Cearley et al [118] stated that by 2023, the blockchain will be technically scalable and will support trusted private transactions with the necessary data confidentiality. Given the technological and scientific developments as well as the rapid commercialization of big data in health, the ethical, legal, and policy-making debate on patient data ownership is sure to become more important and widespread.
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Abstract

Background: Electronic health (eHealth) refers to the use of information and communication technologies for health. It plays an increasingly important role in patients’ medication management.

Objective: To assess evidence on (1) whether eHealth for patients’ medication management can improve drug adherence and health outcomes in nonhospital settings and (2) which eHealth functions are commonly used and are effective in improving drug adherence.

Methods: We searched for randomized controlled trials (RCTs) on PubMed, MEDLINE, CINAHL, EMBASE, EmCare, ProQuest, Scopus, Web of Science, ScienceDirect, and IEEE Xplore, in addition to other published sources between 2000 and 2018. We evaluated the studies against the primary outcome measure of medication adherence and multiple secondary health care outcome measures relating to adverse events, quality of life, patient satisfaction, and health expenditure. The quality of the studies included was assessed using the Cochrane Collaboration’s Risk of Bias (RoB) tool.

Results: Our initial search yielded 9909 records, and 24 studies met the selection criteria. Of these, 13 indicated improvement in medication adherence at the significance level of $P<.1$ and 2 indicated an improved quality of life at the significance level of $P<.01$. The top 3 functions that were employed included mechanisms to communicate with caregivers, monitoring health features, and reminders and alerts. eHealth functions of providing information and education, and dispensing treatment and administration support tended to favor improved medication adherence outcomes (Fisher exact test, $P=.02$). There were differences in the characteristics of the study population, intervention design, functionality provided, reporting adherence, and outcome measures among the included studies. RoB assessment items, including blinding of outcome assessment and method for allocation concealment, were not explicitly reported in a large number of studies.

Conclusions: All the studies included were designed for patient home-based care application and provided a mechanism to communicate with caregivers. A targeted study population such as older patients should be considered to maximize the public health impact on the self-management of diseases.

Trial Registration: International Prospective Register of Systematic Reviews (PROSPERO) CRD42018096627; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=96627

(J Med Internet Res 2020;22(8):e17015) doi:10.2196/17015
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Introduction

Integrating electronic health (eHealth) into medication prescription, dispensing, and administration processes is a promising step in the direction of achieving better medication safety, treatment, and health outcomes [1]. Health technology that supports patients’ medication management can be integrated into different media including mobile health (mHealth) [2], telehealth [3], SMS, and wearable devices [1]. Offering a range of functionalities such as remote consultation and monitoring essential health indicators [1], eHealth plays essential roles in informing, educating, connecting, monitoring, and motivating patients [4].

Noncompliance with medication regimes on the part of patients is common, particularly among those who suffer from chronic diseases such as diabetes, hypertension [5], and cardiovascular conditions [6]. Failure to adhere to medication regimes can lead to poor health outcomes and increased health care costs [7]. Studying improvements in medication adherence has become an important area of focus in eHealth [6,8]. While evaluating eHealth, it is also common to consider several essential health care outcomes [9-12]. The recent literature has examined the impact of eHealth on patient safety [9,13], quality of life [14], and satisfaction [15] as well as health care spending [16].

This study is a systematic review that investigates how eHealth impacts the outcomes of patients’ self-medication management. Based on the definition offered by the World Health Organization, this study defines eHealth [17] as referring to advancements in information and communication technologies that support care delivery and patient health management [18]. Instead of prescribing electronic medication in hospitals [9,13], we are interested in how eHealth contributes to the change in medication-taking behaviors in the nonacute disease management and recovery phases. We focus on drug-taking events in nonhospital and nonacute settings. These settings include home care, long-term care for older people, rehabilitation care, and outpatient facilities [19,20].

Prior studies have incorporated various methods of evaluation, such as rating systems and scales, user testing, and content analysis, to assess eHealth targeting for medication adherence [21]. This study focuses only on randomized controlled trials (RCTs), as this approach is the gold standard for evaluating digital medical intervention studies [22,23]. Drawing upon the current body of RCT studies, this review aims to assess the best available evidence on how eHealth interventions for self-management of medication improves drug adherence and health care outcomes. At the same time it characterizes the eHealth functions that are most commonly incorporated and those that favor improved medication adherence. In doing so, the study will contribute to the design, application, and sustainable development of eHealth in patient self-medication management.

Methods

Literature Search

The search was carried out in August 2018. To ensure exhaustive search results, cross-sectional databases in the fields of medicine, nursing care, public health, science, engineering, and social science were covered. The following databases were searched from 2000 to August 2018: PubMed, MEDLINE, CINAHL, EMBASE, EmCare, ProQuest, Scopus, Web of Science, ScienceDirect, and IEEE Xplore. We also included the Cochrane Library and gray literature sources, including Google Scholar and Open Access Theses and Dissertations. The snowball method was used to manually search citations within the studies included. We also hand-searched all the RCTs from the Journal of Medical Internet Research (JMIR) journals.

Owing to the variation in terminology used to describe the topic of interest, we employed a broad, inclusive search strategy that covered the concepts of medication administration, eHealth, and nonhospital settings. Considering the appropriate Medical Subject Headings (MeSH) terms, we developed a set of master search terms that were applied to electronic data sets (enclosed in the Multimedia Appendix 1).

The inclusion criteria are presented as follows. We included all RCT studies that examined the effect of an eHealth intervention involving medication administration in a nonhospital setting. The periods for intervention needed to be at least six months. eHealth covers a broad range of mHealth, digital health, telehealth, electronic messaging, and electronic reminder interventions. Purely telephone-based outreach was not considered as health technology. We included studies in which participants needed to take medication regularly under nonacute settings. Only studies that focused solely on oral drug administration were selected. If the study did not specify a medication route or the intervention was administrated through a variety of routes (eg, [24]), it was not included. Studies were evaluated only when they reported, either directly or indirectly, on drug medication adherence, health care outcomes in adverse drug events, patient satisfaction, costs, or quality of life. Cluster and pragmatic RCTs were also included. No limit was applied to the databases in terms of article language. Studies that focused on participants with mental health problems (including depression, stress disorder, psychosis, and schizophrenia), or those who may have suffered from complex psychological issues often associated with serious illnesses (such as HIV/AIDS), were excluded because of their potential to weaken the study population’s representativeness and affect the generalizability of the results.

Two reviewers (one with a medical and public health background [BS] and another one with health technology and informatics background [ZSYW]) independently carried out title and abstract reviews in the screening phase. Both were well familiar with the aforementioned inclusion and exclusion criteria and evaluated the full texts of articles independently. Their results were compared, and Cohen $\kappa$ was measured in the assessment of eligibility stage in order to evaluate the inter-rater reliability between the reviewers. For conflicting decisions, a consensus was arrived at between reviewers by discussing
rationales and concerns and reexamining how each compromised decision satisfied the principles of inclusion and exclusion as outlined. The Rayyan web application [25] was used to facilitate the double-blind evaluations and to maintain review records. We developed a data extraction sheet for the studies included (Multimedia Appendix 2) that complied with the minimum standards of the Data Extraction Template for Included Studies, as developed by the Cochrane Consumers and Communication Review Group [26].

The details recorded (wherever available) for each included paper were as follows: general review information, study population, study characteristics, outcome measures, and results. We reported the primary outcomes and all the available secondary ones. Both qualitative and quantitative materials were extracted. We were interested in the frequency of the measurement outcomes of the intervention group (health technology) when compared with control (usual care practice). Risk difference, which is one of the most useful ways to present RCT research results, was used as a quantitative reporting measure. The outcome measures with the largest possible intervention timeframe for results were reported. The study protocol was published in the PROSPERO registry on August 7, 2018 (Registration number: CRD42018096627).

**Outcome Measures**

Medication adherence [27] refers to the degree to which patients’ medication-taking behavior accords with appropriate medical advice [28]; it was set as the primary outcome measure in this study. For the secondary outcome measures, we included indications of adverse event (or safety outcome), quality of life, patient satisfaction, and health expenditure/spending, as eHealth studies often assess these health care measures and considering them would allow us to evaluate eHealth impact more comprehensively.

**Health Technology Functions**

It is common for eHealth applications to have multiple features. Referring to [4] and the range of capabilities of drug application [21], we compiled a list of commonly used health technology functions, namely, mechanisms to communicate with caregivers, monitoring health features, reminding and alerting, providing information and education, dispensing treatment and administration support, personalized feedback, reporting and trending, dynamic treatment adjustment, social support, and setting goals and planning. Based on the eHealth intervention described in each study included, we tallied the occurrence of these functions to determine how often the functions were applied in eHealth interventions. Considering the presence of each health technology function and improved medication adherence at \( P<.1, P<.01, \) and \( P<.001 \) as variables, we constructed \( 2 \times 2 \) contingency tables to examine whether the proportions for different health technology functions were different. Fisher exact test of independence was employed.

**Assessment of Methodological Quality**

Two reviewers (BS and ZSYW) also performed quality assessment for the studies included using the Cochrane Collaboration’s Risk of Bias (RoB) assessment tool via RevMan version 5.3 software [29]. Following the RoB assessment guidelines [30], the reviewers assessed the RoB signaling questions as either Low risk, High risk, or Unclear RoB, based on the evidence accessible from each of the studies included. A third-party opinion was sought from another coauthor (KDSL), as and when needed.

**Results**

**Literature Search**

Figure 1 presents the flow diagram of the literature search (JMIR hand-searched result is appended in Multimedia Appendix 3). After removing duplicates, our initial search yielded 9909 records, of which 92 were reviewed for full-text assessment and 24 satisfied the inclusion criteria and were included in this review. Cohen \( \kappa \) between the reviewers was 0.846, which is equivalent to a strong level of agreement.
Table 1 illustrates the characteristics of the studies included. All the studies included were published after 2008. Of the 24 studies included, 11 (46%) \([2,31-40]\) were published in the last 5 years (since 2014) and 20 (83%) \([2,3,31-48]\) were published in the last 10 years (since 2009). All the studies included were published in English. As many as 10 \([2,3,33-35,39,42,45,46,49]\) out of 24 studies were undertaken in the United States and 8 \([31,36,40,41,47,50-52]\) were carried out in European countries. Other countries studied included Canada \([43,44]\), South Africa \([32]\), Iran \([37]\), South Korea \([38]\), and Taiwan \([48]\). Further, 19 \([2,3,31,32,34,35,37-41,43-46,48,49,51,52]\) studies focused on the adult population, and only 3 \([33,42,47]\) specifically targeted older patients (aged 65 years and older). All the health technology interventions were primarily designed for home-based usage. The relevant clinical conditions covered were asthma \([41,48,50]\), heart disease \([31,34,39,40,43,45,47,49]\), hypertension \([32,35,37,44,46,51,52]\), diabetes mellitus \([38]\), post-transplantation (renal \([36]\) and lung \([2]\)), comorbidities of diabetes mellitus and hypertension \([3]\), and other unspecified diseases \([33,42]\). Eight studies \([2,3,32,38,41,43,45,46]\) reported incorporation of clinical decision support or advanced computational algorithms to aid the self-management of diseases, while five \([2,3,32,43,45]\) offered technology-led (instead of caregiver-led) dynamic feedback tailored to suit the patients’ conditions.
<table>
<thead>
<tr>
<th>Author, year of publication</th>
<th>Description of health technology intervention (intervention group size)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DeVito Dabbs et al. 2016 [2]</td>
<td>Pocket PATH with a smartphone platform: Custom programs allow patient input of daily measurements (spirometry, vital signs, symptoms). Also includes decision-support feature that automatically sends reminders to patient, and to call the transplant coordinator, whenever measures reached immediate report level (N=99).</td>
</tr>
<tr>
<td>Hashimoto et al. 2011 [41]</td>
<td>Internet-based management tool: Included an electronic diary and treatment decision support (dose adjustment of oral corticosteroids) for patients (N=51).</td>
</tr>
<tr>
<td>Marek et al. 2013 [42]</td>
<td>MD2: Medication-dispensing machine that stores and preloaded 60 plastic reusable cups in a locked compartment. Generate online compliance reports to monitor missed doses. Nurse care coordinated with physician(s) and pharmacist(s), visiting the participants at least every two weeks and performing care plan activities (N=152).</td>
</tr>
<tr>
<td>Willems et al. 2008 [50]</td>
<td>Electronic asthma monitor: Portable handheld device that can register lung function values and symptoms on the monitor (N=55).</td>
</tr>
<tr>
<td>Boyne et al. 2014 [31]</td>
<td>Health Buddy (telemonitoring device): Equipped with a liquid crystal display and 4 keys connected to a landline phone. Patients received daily preset dialogues and questions about their symptoms, knowledge, and behavior, which had to be answered by touching the keys. Subsequently the answers were transmitted to the nurses' desktop (N=197).</td>
</tr>
<tr>
<td>Sherrard et al. 2009 [43]</td>
<td>Interactive voice response (IVR): Developed an algorithm of 11 questions addressing medication compliance, reporting of adverse events, providing information on common medications, and offering general medication safety tips. The IVR system recorded patients’ voiced responses (yes or no) into a central database (N=164).</td>
</tr>
<tr>
<td>Bobrow et al. 2016 [32]</td>
<td>Personalized short messaging service text messages were sent to (1) information-only message (N=457) and (2) interactive message (N=458) group participants at weekly intervals, at a time and in a language selected by the participant. Messages focused on the techniques of goals and planning, repetition and substitution, social support, and natural consequences.</td>
</tr>
<tr>
<td>Volpp et al. 2017 [34]</td>
<td>Vitality GlowCaps: 4 electronic pill bottles used for cardiovascular medications (including β-blockers, statins, aspirin, antiplatelet agents), which electronically monitored openings. Transmitted information to health organizations (N=682).</td>
</tr>
<tr>
<td>Rinfret et al. 2009 [44]</td>
<td>IT-supported program: Consisted of educational booklet, digital home blood pressure monitor, logbook, and access to a telephone-linked management program. The system collected self-recorded blood pressure and self-assessed adherence data and integrated these data with actual pharmacy medication refill. Able to generate reports (N=111).</td>
</tr>
<tr>
<td>Santschi et al. 2008 [51]</td>
<td>Participants received drug with electronic monitoring devices: Medication Event Monitoring System (MEMS, AARDEX Ltd) used to obtain accurate, detailed dynamic, and real-time information on the patients’ medication-taking behavior (N=34).</td>
</tr>
<tr>
<td>Stacy et al. 2009 [45]</td>
<td>IVR system: Provided three separate tailored behavioral support interactions, coupled with tailored feedback based on parents’ cholesterol-related knowledge, attitudes, beliefs, and perceived barriers to medication adherence (N=253).</td>
</tr>
<tr>
<td>Bosworth et al. 2011 [46]</td>
<td>All intervention groups utilized wireless home blood pressure monitor (automatically transmitted) and telemedicine device—connected to a telephone line like an answering machine. (1) Behavioral management—nurse-administered encounter via software platform to provide health behavior modules focusing on hypertension self-management improvement (N=147); (2) medication management—triggers sent to physician and nurse to adjust medication dynamically with decision support, with nurse follow-up call every 3 weeks (N=149); (3) a combination of A and B (N=147).</td>
</tr>
<tr>
<td>Dusing et al. 2009 [52]</td>
<td>A set of medication supportive measures: Offered support to both physician and patient. Patient received 24-hour timer, reminding stickers, information brochures, and home blood measurement device. Electronic MEMS utilized (N=97).</td>
</tr>
<tr>
<td>Henriksson et al. 2015 [36]</td>
<td>Electronic Monitoring Drug Dispensing Device: The patients loaded the device with a week’s worth of medication at a time. The device generated visual and audible signals. If the patient did not take their medication, the audible signal repeated with increasing frequency for 120 minutes. After this (or after the medication was taken), the device sent an SMS text message to the web-based software, thus registering patient compliance information (N=40).</td>
</tr>
</tbody>
</table>
Multimedia Appendix 2 provides details of the synthesized outcomes, risk differences, and P values between intervention and control.

### Outcome Measures: Medication Adherence

Table 2 presents the definitions of different medication adherence measures and summarizes each of these measures as reported by the studies included. Among 19 studies \[2,3,31,32,34-40,42-45,47,49,51,52\] that evaluated and reported the impact of health technology on medication adherence, 5 \[3,31,39,43\] adopted questionnaires and scales, which are the most commonly used measures. Further, 15 \[2,3,31,32,37-40,43-45,47,49,52\] explicitly compared improvements in medication adherence as a result of the intervention with the control arms. As many as 12 \[2,3,31,32,37-40,43-45,52\] reported that the intervention arms had seen improvements in medication adherence at the significance level of P<0.01. A total of 4 studies \[32,38,40,43\] showed significant improvement in medication adherence at the P<.001 level. These results indicate that eHealth can improve patients’ medication adherence in nonhospital settings. Multimedia Appendix 2 provides details of the synthesized outcomes, risk differences, and P values between intervention and control.

### Outcome Measures: Health Care Outcome Measures

Table 2 also presents the definitions of the secondary outcome measures and summarizes each of them as reported by the studies included. In all, 11 studies \[32-34,38,41-43,46,48-50\] reported secondary outcome measures including those that are associated with adverse events \[38,43\], quality of life \[41,42,48,50\], patient satisfaction \[32,41,43,49\], and health expenditure \[33,34,46\]. Among the 2 studies \[38,43\] reporting adverse events relating to the interventions (or safety outcome), no statistically meaningful difference between the intervention and control was found. Two \[48,50\] of the 4 studies reporting quality of life of the patients \[41,42,48,50\] revealed that there were significant differences between the intervention and control arms at the significance level of P<.01. Among the 4 studies measuring patient satisfaction \[32,41,43,49\], 1 \[41\] observed a difference when compared with the control. Three studies \[42,44,46\] conducted in the United States \[34,42,46\] reported medical spending obtained from various sources, including insurance claims \[33,34\] and inpatient and outpatient costs \[46\], and none of these showed any significant difference between intervention and control. The above evidence indicates that eHealth for self-administration of medication can improve the quality of life of patients.
Table 2. Summary of outcome measures.

<table>
<thead>
<tr>
<th>Outcome measures</th>
<th>Definition</th>
<th>Reference(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Medication adherence (N=19)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous, multiple-interval measures</td>
<td>CMA is the sum of days of medication supply obtained divided by the total number of days of study participation [27,53,54].</td>
<td>[44]</td>
</tr>
<tr>
<td>of medication acquisition (CMA)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proportion of days medication covered</td>
<td>PDC measures the persistence to the medication therapy by calculating the total days’ supply divided by the number of days of study participation. The value is capped at 100% [27]. It is a common proxy-measure of adherence.</td>
<td>[32,34,45,47]</td>
</tr>
<tr>
<td>(PDC)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Continuous measure of medication gaps</td>
<td>This measure refers to the total number of treatment gap days divided by the duration of the time period of interest. It indicates the proportion of time for which patients do not have drug exposure [53].</td>
<td>[44]</td>
</tr>
<tr>
<td>Medication possession ratio (MPR)</td>
<td>MPR is the proportion of days’ medication supply obtained over either refill interval or fixed refill [53]. MPR is calculated for the individual patient and can create different denominators.</td>
<td>[45]</td>
</tr>
<tr>
<td>Eight-item Morisky Medication Adherence Scale</td>
<td>MMAS-8 is a validated medication adherence scale that contains 7 Yes/No responses and a 5-point Likert response [53]. The scale captures patients’ medication-taking behavior and barriers to adherence.</td>
<td>[35,37]</td>
</tr>
<tr>
<td>(MMAS-8)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Pill count</td>
<td>Pill count is the number of consumed pills divided by the number of total prescribed pills [53].</td>
<td>[37]</td>
</tr>
<tr>
<td>Measurement cutoff</td>
<td>This measure requires setting an arbitrary cutoff value to a continuous measure for identifying adherence and nonadherence into dichotomous outcomes [53,55]. It is typically less sensitive than the original measure [55]. For instance, taking medication with 80% cutoff of a 28-day medication cycle, or PDC with 80% or above.</td>
<td>[2,32,40,49]</td>
</tr>
<tr>
<td>Measures involving electronic medication</td>
<td>Electronic medication devices aim to record adherence performance for analysis. Typical features include recording dosing events, audio/visual reminders, electronic displays, and monitoring and feedback on adherence performance. However, not all features are available in all devices. In many medication adherence studies, the MEMS is commonly used [53].</td>
<td>[36,40,42,51,52]</td>
</tr>
<tr>
<td>devices</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other questionnaires and scales</td>
<td>These questionnaires and scales are generally validated against other conditions and related measures to assess medication regime conditions for a broad range of diseased populations [53] or specific ones. Heart failure compliance scale and validated diabetes mellitus regimen adherence scale (Edwards Scale) are some examples. Self-report questionnaires are also included.</td>
<td>[3,31,32,39,43]</td>
</tr>
<tr>
<td>Unspecified</td>
<td>Medication adherence measure was not specified.</td>
<td>[38]</td>
</tr>
<tr>
<td><strong>Health care outcome measures (N=11)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adverse event</td>
<td>Measures refer to the number of emergency visits or instances of hospitalization or untoward medical occurrence.</td>
<td>[38,43]</td>
</tr>
<tr>
<td>Quality of life</td>
<td>Various measures may apply, including Short Form-36/Short Form-12 Physical Component Scale and Mental Component Scale, Asthma-Related Quality of Life, and (Pediatric) Asthma Quality of Life Questionnaire.</td>
<td>[41,42,48,50]</td>
</tr>
<tr>
<td>Patient satisfaction</td>
<td>This measure refers to how well eHealth met patient expectations. Various measures may apply, including the 8-item Client Satisfaction Questionnaire and the patient satisfaction survey.</td>
<td>[32,41,43,49]</td>
</tr>
<tr>
<td>Health spending</td>
<td>Various measures may apply, including assessing monthly or yearly expenditure via claims data, and medical cost computed by direct and indirect outpatient and inpatient cost items.</td>
<td>[33,34,46]</td>
</tr>
</tbody>
</table>

Health Technology Functions

Figure 2 presents the functionalities in the studies included by inclusion frequency. It appears that all the studies included incorporated an established mechanism to communicate with caregivers. Monitoring health features [2,3,35-39,41,43,44,46,48-52], and reminding and alerting [2,31,33,35,36,39,40,42,46,47,51,52] are the second- and third-most commonly used functions, respectively. Of the 24 studies, 6 [3,32,35,38,43,52] used the function of providing information and education to users and five studies [33,34,36,39,51] incorporated dispensing treatment and administration support, such as pill organizer automatic opening devices [34]. Providing information and education and dispensing treatment and administration support are significantly different in the medication adherence (at P<.001 level) group (Fisher exact test, P=.02). This indicates that these health
technology functions are effective in improving medication adherence (Details provided in Multimedia Appendix 4).

**Figure 2.** Functionalities among the studies included.

![Bar chart showing the distribution of functionalities among the studies included.](chart.png)

**Assessment of Methodological Quality**

Figures 3 and 4 present a summary of the RoB assessment and judgments of each assessment domain for the studies included. Of the 24 studies, 12 [2,3,31-34,36,39-42,50] reported on the employment of random sequence generation methods that sufficiently produced comparable study arms, while 6 [2,3,36,39,43,49] utilized methods to conceal the allocation sequences before or during enrollment. These studies exhibited a low risk of selection bias. All the studies included had a high risk of performance bias, which refers to the lack of blinding of participants. It was found that some studies [2,32,34,37] managed to introduce blinding to the investigator or personnel engaged in the research. In terms of detection bias, only 2 studies [2,39] were classified as having low bias with an indication of postallocation assessors blinding and 20 studies were assessed as unclear due to unspecified information. The attrition rates were generally low among the studies and only 4 [37,44,45,48] were grouped as high risk in this domain. A total of 9 studies had high selective reporting bias owing to the limitation of the chosen outcome measures [31,39,45,49] or the design [37,42,47], or the inability to measure the control group’s outcomes [36,51], etc. Apart from the above, there were a large number of studies that did not provide sufficient details on how to handle various domains of RoB in the publications and that inevitably increased the challenges involved in assessing various biases in the RCT studies included.
Figure 3. Summary of the quality of the studies included.
Discussion

This systematic review synthesized the existing evidence on the impact of eHealth interventions on medication adherence and selected health care outcome measures in nonhospital settings. There is evidence proving that eHealth improves patients’ medication adherence and quality of life. The most frequently used functions are the mechanism of communication with caregivers, monitoring of health features, and reminding and alerting. Further, providing information and education, and dispensing treatment and administration support are most favorable when it comes to improved medication adherence outcomes.

Outcome Measures

All the studies included were designed for patient home-based care applications and chronic conditions. Chronic disease management and home health care are important health issues.
in the context of a rapidly aging population. Only 3 [33,42,47] of the studies included were targeted at older patients aged 65 or above, and their findings were either insignificant [33,47] or inconclusive (no control group outcome was measured) [42]. Furthermore, the conclusions drawn from interventions in the adult population may lack generalizability in explaining the impact upon an older population. This is due to potential divergence in acceptance of technology and ability to use technology-assisted services between the older population and the general adult population. To address this issue, future studies may consider specifically designing and evaluating patient-centered eHealth interventions that cater to the special needs of older patients.

All the studies integrated more than 2 functions into the health technology intervention, indicating that multimodal intervention tends to be a commonly adopted model for eHealth design. We found that studies with significant improvements in medication adherence were all equipped with 3 or more integrated functions, except [37]. For instance, Jeong et al. [38] presented a multifunctional eHealth intervention comprising heterogeneous functions such as web-enabled videoconferencing that helped connect with the caregiver, a blood glucose monitoring device, a body composition organizer, an automated short message feedback system, and access to care center education program, which achieved significant medication adherence improvement (P<.001). This finding was in line with the non-eHealth medication nonadherence studies that showed that multiple components incorporated into the intervention tend to be successful [6]. This may be because medication nonadherence is usually multifactorial [6,53] and is a complex behavioral issue that involves socioeconomic and therapy-, patient-, condition-, and health system/health care team-related factors [56]. Single-function interventions thus tend to be insufficient when it comes to tackling such a complex problem.

All the studies included provided a common eHealth function, that is, a mechanism to communicate with the caregivers. This allowed regular patient status updates, sending alerts, remote coaching, and interactive treatment plan adjustment. Considering the sociotechnical aspect of health informatics applications, future studies should carefully consider the interplay between the health system and eHealth interventions to tackle patient self-management of diseases effectively.

Our results indicated that functions of providing information and education, and dispensing treatment and administration support tend to favor improved medication adherence outcomes. This may be because dispensing treatment and administration support offer a mechanism to regulate and track medication activities [57], and to support a smooth self-medication process. It is also important to educate patients so that they understand the related disease characteristics and the benefits of following the medication regime, through the function of providing information and education.

The Quality of the RCT Studies Included

The results should be interpreted with caution. Many studies that we included did not explicitly report RoB assessment items, particularly in the domains of blinding of outcome assessment (83% [20/24] unclear risk) and method for allocation concealment (58% [14/24] unclear risk). This increased the difficulties in evaluating the quality of the RCTs in full in order to make comparisons and draw appropriate conclusions. DeVito Dabbs et al. [2] and Young et al. [39] are relatively high-quality RCTs that evince minimal risk in selection, detection, and attrition biases.

Owing to the disparities in population characteristics, intervention design, functionality, and reporting adherence measures, it is difficult to draw inferences and definitive conclusions on some potential hypotheses, such as the combination of eHealth functions that contribute to improvements in medication adherence for a particular disease. Evidence on the effectiveness of eHealth on medication adherence and health care outcomes improvement exists, but is not compelling enough. Larger-scale RCTs with greater sample sizes are necessary to draw inferences among those infrequently observed measures such as safety outcomes in adverse events, hospitalization, and emergency visits.

Subjective and objective measures have their pros and cons [53]. To increase measurement sensitivity, future studies can consider employing a combination of measures to assess medication adherence. When designing eHealth interventions, it is important to be aware of how the selection of outcome measures can contribute to the trustworthiness of a study. The choice of medication adherence measures can affect who is assessing the outcome and the objectivity of the assessment. In general, where subjective outcomes are concerned, blinding is particularly important. For instance, medication adherence via questionnaire survey can be subjectively assessed by the participants, which is considered as low-quality adherence measurement. Such a design can influence the blinding of outcome assessment (ie, increasing detection bias).

Strengths and Limitations

This study attempted to examine how eHealth for patients’ medication management improves drug adherence and other health care outcome measures. Our study has a number of strengths. First, we comprehensively searched cross-sectional databases in the fields of medicine, nursing care, public health, science, engineering, and social science. We focused exclusively on studies that employed RCT, which is considered the highest standard of eHealth evaluation. Our search strategy was broad and involved a large number of studies for screening (eg, 9909). We successfully retrieved a solid body of evidence that indicated improvement in drug adherence through the application of eHealth. We also evaluated the quality of the studies included through the state-of-the-art Cochrane Collaboration tool. Our study provides practical insights into the future of eHealth design and applications for patient self-medication management.

Our study has a few limitations, as well. First, a publication bias may exist owing to the inherent tendency to publish positive results with significant findings. Furthermore, the studies included reported multiple outcome measures rather differently. Owing to this heterogeneity, it was not possible to carry out a meta-analysis. We synthesized review outcomes from studies that largely centered on chronic diseases. However, our search strategy was designed to consider a broad scope of studies. Based on our study framework, future studies can investigate...
how eHealth impacts a specific targeted disease or patient group (such as those who suffer from mental health issues or HIV/AIDS).

Furthermore, owing to the small sample size, we were unable to use more accurate parametric methods, and thus unable to ascertain the impact of a combination of multiple functions. Large-scale evaluation studies in the future can consider examining the impact of the integration of multiple functionalities into eHealth; studying the social and behavioral differences across targeted populations in reacting to health technology; and carefully evaluating other important health outcome measures including adverse events owing to health technology introduction, and cost and economic evaluation.

Understanding the nature of the eHealth intervention, one must be aware that some limitations in the study design are inevitable. For instance, all the studies included were unable to blind the intervention group from the control group (ie, the usual care group without using technology intervention). At present, there is no way for researchers to avoid performance bias in the studies reviewed. However, this situation may change in the future when successful health technology becomes the gold standard and replaces the current usual care system which does not employ health technology. Future RCTs for evaluating eHealth interventions should follow best practice guidelines, which include observing the limitations of the study design; blinding of participants, personnel, and assessors involved; selecting the most objective outcome measures; employing fair assessment methods; and avoiding selective outcome reporting.

**Conclusion**

This study investigated how eHealth interventions could affect patient medication adherence and health outcomes and identified the eHealth functions that are most effective in improving medication adherence. The evidence reviewed shows that eHealth can improve patients’ medication adherence and quality of life in nonhospital settings. Integrating multiple functions into health technology tends to be effective in achieving enhanced medication adherence. eHealth functions of providing information and education, and dispensing treatment and administration favored an improved medication adherence outcome. However, the literature base remains small, diffuse, and inconclusive at this time. Medication-taking behavior may vary tremendously based on the patients’ medical conditions, the population studied, and the specific medications assessed. Many interesting potential medical–social–behavioral research hypotheses are yet to be posed and answered in the existing literature.
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Abstract

Background: Parents commonly use the internet to search for information about their child’s health-related symptoms and guide parental health-related decisions. Despite the impact of parental online health seeking on offline health behaviors, this area of research remains understudied. Previous literature has not adequately distinguished searched behaviors when searching for oneself or one’s child.

Objective: The purpose of this review is to examine prevalences and associated variables of parent-child online health information seeking; investigate parents’ health-related online behavior regarding how they find, use, and evaluate information; and identify barriers and concerns that they experience during the search. Based on this analysis, we develop a conceptual model of potentially important variables of proxy online health information seeking, with a focus on building an agenda for further research.

Methods: We conducted a comprehensive systematic literature review of the PsycINFO, JMIR, and PubMed electronic databases. Studies between January 1994 and June 2018 were considered. The conceptual model was developed using an inductive mixed methods approach based on the investigated variables in the study sample.

Results: A total of 33 studies met the inclusion criteria. Findings suggest that parents worldwide are heavy online users of health-related information for their children across highly diverse circumstances. A total of 6 studies found high parental health anxiety, with prevalences ranging from 14% to 52%. Although parents reported wishing for more guidance from their pediatrician on how to find reliable information, they rarely discussed retrieved information from the web. The conceptual model of proxy online health information seeking includes 49 variables.

Conclusions: This systematic review identifies important gaps regarding the influence of health-related information on parents’ health behavior and outcomes. Follow-up studies are required to offer parents guidance on how to use the web for health purposes in an effective way, as well as solutions to the multifaceted problems during or after online health information seeking for their child. The conceptual model with the number of studies in each model category listed highlights how previous studies have hardly considered relational variables between the parent and child. An agenda for future research is presented.

Introduction

The proportion of individuals looking for health-related topics online has increased significantly in recent years [1]. Every second internet user in Europe has searched for health-related topics, such as diseases, injuries, or health promotion activities, at least once in the past 3 months [1]. Online health information-seeking (OHIS) behavior has been shown to affect the patient-doctor relationship [2], health care utilization [3,4], and multiple health outcomes [5].
However, large-scale studies suggest that about half of online health-related search sessions are not for one’s own health, but rather for someone else’s health situation [6,7]. These online health seekers are described in the literature under various terms [8-10] and there is no consensus about the definition of OHIS on behalf of others. The term “surrogate seekers” is sometimes used but has potential for confusion because “surrogate” is associated with surrogate pregnancies, surrogate motherhood, or sexual surrogates. The term is also misleading from an etymological point of view because it suggests that the search is a replacement or substitute for an action that would normally be done by the individual (Latin surrogatus means replace). This is particularly not the case in the parent-child search relationship.

We expand the definition on interactive health communication introduced by Robinson et al [11] by adding the term “proxy” seeking. The term “proxy OHIS” refers to any behavior of interactive health communication to obtain information in order to receive support or guidance on a health-related topic for someone else (eg, child, parent, grandparent, friend, neighbor, or any other relative or nonrelative).

Proxy searches are likely when there is a strong emotional tie between two people, which applies especially to intrafamily relations like parent-child relationships, intimate partner relationships, or other family relationships [7,10,12]. Parents consult the web widely for information about their child’s health symptoms and to assist in determining whether they need to seek medical aid for their child [13-15]. Therefore, information from the web can have a crucial impact on a child's health status, as parents use it to make health-related decisions by proxy.

The literature offers numerous studies on parental online information seeking related to their child’s health but so far, to our knowledge, there is only 1 literature review that attempts to summarize the findings. This integrative review by Park et al [13] included studies that do not differentiate between self-seeking and proxy seeking. Research has shown significant differences in characteristics of self-seekers and proxy seekers [7-9,16]. OHIS for oneself is typically based on different motives, needs, and circumstances than searching for someone else [8,16,17]. In addition, a recent study by Reifegerste and Bachl [18] suggests that it is not merely the individual factors in the seeker that have an influence on proxy seeking, but also relational factors between seeker and search subject and the relationship’s individual characteristics. For these reasons it is unclear whether reviews on the connection between OHIS and other outcomes, like patient-physician relationship [2], health anxiety [19], health literacy, or evaluation of online information [20] can explain the behavior of proxy seekers specifically. Other reviews have focused on general internet behavior of parents [21,22], maternal information-seeking behavior [23], or OHIS during pregnancy [24]; however, the parent-child search relationship was not examined exclusively.

Further, commonly used theoretical models only partially apply to understanding proxy-seeking behaviors. The comprehensive model of information seeking (CMIS) [25] is an established model to predict information-seeking behavior for individuals in different health contexts [26-28]. The influence of demographic variables, such as age, gender, or education, has been inconsistent in the literature on predicting proxy seeking [7-9,16]. Reifegerste and Bachl [18] concluded that further relational variables between searcher and search subject must also be considered in theoretical models to explain these differences. As another consequence, study results on prevalences and associated factors of proxy seeking are not readily transferable to parent-child proxy seeking, since the studies either did not specifically target parents but instead the general public [7-9], or they had a special search relation (eg, family caregivers to cancer survivors [16]).

For these reasons, this review specifically targets research on OHIS by parents. Online health seeking by parents for their children represents an understudied yet important area in the field of health internet research. The aims of this systematic review are (1) to examine prevalences and associated demographic variables of parent-child OHIS, (2) to investigate how parents find, evaluate, and use online health information, (3) to identify which barriers or concerns parents experience online, (4) to document important research gaps and formulate a research agenda, and (5) to develop a conceptual model on proxy OHIS.

**Methods**

**Overview**

This systematic review has been performed according to the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [29]. For a detailed description, see the PRISMA checklist in Multimedia Appendix 1.

**Data Sources and Search Strategy**

A comprehensive analysis of the databases of PsycINFO and PubMed was performed. JMIR was also systematically searched. Starting from the word “surrogate seeking,” relevant core terms were identified and used for database analysis by applying the pearl finding and growing strategy [30]. These results were combined by using Boolean operators with family-related terms (mother*, father*, family, caregiver, parent, child). To consider the linguistic variations, these terms were truncated accordingly: (Mother* OR Father* OR Famil* OR Caregive* OR Parent* OR Child*) AND (Internet OR Web OR Online OR Cyber* OR eHealth OR Health Information OR Information Seeking).

Studies from January 1994 to June 2018 were considered. The year 1994 was chosen because in this year, the first International World Wide Web Conference took place [31]. The existing web did not have essential health services at that time, and internet use was not common.

Records were summarized in a text-based database. After elimination of the duplicates, titles and relevant abstracts were reviewed. The full texts of the remaining records were reviewed to determine whether they met all inclusion criteria. A protocol of the process for selecting studies is available in Multimedia Appendix 2.

http://www.jmir.org/2020/8/e19985/
Inclusion and Exclusion Criteria
To study OHIS by parents for their children, we included papers that met the following criteria: (1) the participants were parents; (2) the focus of the investigated behavior was OHIS on publicly available websites; (3) the online health-seeking behavior was for their own child; and (4) the study was written in English, presented quantitative data, and was published in a journal between 1994 and 2018.

First, the participants were parents. We defined parents as the primary caregivers who substantially support the child over a stable period in daily routines like feeding, hygiene, play, sleep, or health. Studies including other caregivers (e.g., grandparents, other family members) besides parents were excluded if the percentage of other caregivers was greater than 5% of the total sample.

Second, the focus of the investigated behavior was OHIS on publicly accessible websites. Excluded papers included those about special online behaviors (evaluation of one specific website) or areas that are only accessible with registration (support groups, discussion boards, chats), papers that focused only on offline information-seeking behavior (books, television, physicians), and papers with a focus on non–health relevant search behavior.

Third, the online health-seeking behavior was for their own child. Studies with self-seeking behavior only (searching for own medical issues) and studies in which a self-seeking and proxy-seeking distinction was not made or was not possible (e.g., pregnancy) were excluded.

Fourth, only papers written in English, presenting quantitative data, and published in a journal between 1994 and 2018 were included.

Based on studies that met the inclusion criteria, we manually reviewed their references to identify further studies that may not have been found through the literature review. Further, we used Google Scholar in June 2018 to identify cited papers that met the inclusion criteria.

Selection of Studies
One author (CK) manually merged the studies from the different databases, removed duplicates, screened titles and abstracts for relevance, and hand-searched additional citations. The remaining records after screening by title and abstract were independently checked for eligibility by an author (CK) and a psychology master’s student (PS) (Cohen $\kappa=0.84$). In cases of nonagreement (7 out of 136), studies were discussed and a consensus for inclusion or exclusion was reached.

Data Extraction and Analytical Strategy
The formal study characteristics were extracted from all 33 papers by 1 main author (CK) and can be found in their entirety in Multimedia Appendix 3 with a description of the studies (author, year of publication, location, survey period), study design (survey methodology, prospective vs nonprospective, cross-sectional vs longitudinal, hypothesis generating vs hypothesis testing, sampling technique), and sample characteristics (sample size, amount of parents in the sample, clinical vs community sample, parental gender, parental age, race, education, income, occupation, health insurance, child’s age). Subsequently, the content focus of each paper was coded in 3 category clusters: (1) studies with OHIS related to a child’s specific disease, (2) studies with OHIS related to a treatment or circumstance, and (3) studies that investigated parent-child OHIS in general.

We extracted the quantitative surveyed prevalences on parental OHIS as well as the related item that was used to assess prevalence because the study-specific prevalences are based on varying defined timespans. Significant and nonsignificant associated factors related to these items were extracted as well. To develop a research agenda, further information on theoretical frameworks, study limitations, and mentioned research gaps were extracted from the reviewed studies.

The heterogeneity of the sample composition of studies and the lack of a sufficient sample size of studies with similar outcome variables made the use of meta-analytical methods inappropriate for this review. Therefore, data were summarized by conducting a descriptive analysis and narrative synthesis. Frequency counts of key variables were coded and summarized.

Coding for Conceptual Model
The conceptual model was developed with an inductive approach by the 2 authors (CK, HMF) based on the investigated variables in the studies. The CMIS by Johnson and Meischke [25] provides a theoretical framework and served as a basic structure to categorize the extracted variables. The underlying assumption of the CMIS is that characteristics of the individual and characteristics of the medium jointly influence health information–seeking behavior. Specifically, the model considers antecedents in the seeker (demographics, personal experience, beliefs, and salience), the characteristics and perceived utility of the information carrier (eg, health information on a website), and the final health information–seeking action (eg, decision to see a doctor). Based on the Johnson and Meischke [25] classification, we renamed the category names to make it more suitable for an internet search and distributed the constructs according to this distribution. Demographics, personal experience, beliefs, and salience of the CMIS are subsumed under “personal factors” and “environmental factors.” Characteristics and utilities of the CMIS are classified under “online search factors.” Information-seeking actions of the CMIS correspond to the outcome category labeled “health decision making and behaviors.” Finally, we have added the relational categories “relational factors” and “search subject” to our model. These are unique to health information seeking by proxy.

One author (CK) scanned the papers for quantified variables and created a binary coding system (1=variable is investigated; 0=variable is not investigated) with definitions for 49 variable categories to examine the frequencies of considered variables in the whole study sample (Multimedia Appendix 4). A psychology bachelor’s student (AS) and 1 author (CK) coded the variables in the studies independently (Cohen $\kappa=0.69$).
Results

Description of Studies

A total of 33 studies met the inclusion criteria (Figure 1 [32]). All studies were cross-sectional. Studies were conducted using in-person questionnaires (n=23), online surveys (n=5), interviews (n=2), telephone surveys (n=2), and mailed questionnaires (n=1).

The papers were sorted into 3 groups based on the focus of the paper (Table 1). A total of 13 of the studies focused on OHIS related to a specific disease or disease cluster, including asthma [34], attention-deficit/hyperactivity disorder [35], brachial plexus birth palsies [36], congenital heart disease [33,37,38], diabetes [39], hearing loss [40], hydrocephalus [41], scoliosis [42], skin disorders [43], and rare diseases [44,45]. An additional 13 studies addressed specific circumstances, mainly prior to a surgical procedure [46-51], after childbirth [52], 24 hours before an emergency department visit [53], during stay in a neonatal intensive care unit [54], in a pediatric outpatient clinic [55,56], in palliative care [57], and regarding attitudes towards human papillomavirus vaccination [58]. In addition, 7 studies dealt with general OHIS without specified diseases or particular circumstances [14,59-64].

Figure 1. Flowchart of the systematic review search process. Adapted from Moher et al [32].
<table>
<thead>
<tr>
<th>Author</th>
<th>Year</th>
<th>Group</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlSaadi [34]</td>
<td>2012</td>
<td>Disease(^a)</td>
<td>Asthma</td>
</tr>
<tr>
<td>Baker et al [42]</td>
<td>2012</td>
<td>Disease(^a)</td>
<td>Scoliosis</td>
</tr>
<tr>
<td>Balkhi et al [39]</td>
<td>2015</td>
<td>Disease(^a)</td>
<td>Diabetes</td>
</tr>
<tr>
<td>Ikemba et al [37]</td>
<td>2002</td>
<td>Disease(^a)</td>
<td>Congenital heart disease</td>
</tr>
<tr>
<td>Kasparian et al [33]</td>
<td>2017</td>
<td>Disease(^a)</td>
<td>Cognition heart malformation</td>
</tr>
<tr>
<td>Lai and Mallory [43]</td>
<td>2000</td>
<td>Disease(^a)</td>
<td>Skin disorders</td>
</tr>
<tr>
<td>Massin et al [38]</td>
<td>2006</td>
<td>Disease(^a)</td>
<td>Congenital heart disease</td>
</tr>
<tr>
<td>Naftel et al [41]</td>
<td>2013</td>
<td>Disease(^a)</td>
<td>Hydrocephalus</td>
</tr>
<tr>
<td>Nicholl et al [44]</td>
<td>2017</td>
<td>Disease(^a)</td>
<td>Rare diseases</td>
</tr>
<tr>
<td>Porter and Edrippulige [40]</td>
<td>2007</td>
<td>Disease(^a)</td>
<td>Deafness</td>
</tr>
<tr>
<td>Sage et al [35]</td>
<td>2017</td>
<td>Disease(^a)</td>
<td>Attention-deficit/hyperactivity disorder</td>
</tr>
<tr>
<td>Shah et al [36]</td>
<td>2006</td>
<td>Disease(^a)</td>
<td>Brachial plexus birth palsies</td>
</tr>
<tr>
<td>Tozzi et al [45]</td>
<td>2013</td>
<td>Disease(^a)</td>
<td>Rare diseases</td>
</tr>
<tr>
<td>Boston et al [46]</td>
<td>2005</td>
<td>Circumstance(^b)</td>
<td>Otolaryngology procedures</td>
</tr>
<tr>
<td>Dhillon et al [54]</td>
<td>2003</td>
<td>Circumstance(^b)</td>
<td>Neonatal intensive care</td>
</tr>
<tr>
<td>Glynn et al [56]</td>
<td>2013</td>
<td>Circumstance(^b)</td>
<td>Otolaryngology services</td>
</tr>
<tr>
<td>Hand et al [47]</td>
<td>2013</td>
<td>Circumstance(^b)</td>
<td>Surgical procedure</td>
</tr>
<tr>
<td>Knapp et al [57]</td>
<td>2010</td>
<td>Circumstance(^b)</td>
<td>Palliative care program</td>
</tr>
<tr>
<td>McRee et al [58]</td>
<td>2012</td>
<td>Circumstance(^b)</td>
<td>Human papillomavirus vaccination</td>
</tr>
<tr>
<td>Nogueira et al [48]</td>
<td>2013</td>
<td>Circumstance(^b)</td>
<td>Otolaryngology surgery</td>
</tr>
<tr>
<td>Semere et al [49]</td>
<td>2003</td>
<td>Circumstance(^b)</td>
<td>Surgical procedure</td>
</tr>
<tr>
<td>Shroff et al [53]</td>
<td>2017</td>
<td>Circumstance(^b)</td>
<td>24 hours before emergency department</td>
</tr>
<tr>
<td>Sim et al [50]</td>
<td>2007</td>
<td>Circumstance(^b)</td>
<td>Surgical procedure</td>
</tr>
<tr>
<td>Slomian et al [52]</td>
<td>2017</td>
<td>Circumstance(^b)</td>
<td>After childbirth</td>
</tr>
<tr>
<td>Tuffrey and Finlay [55]</td>
<td>2002</td>
<td>Circumstance(^b)</td>
<td>Pediatric outpatients</td>
</tr>
<tr>
<td>Wong et al [51]</td>
<td>2017</td>
<td>Circumstance(^b)</td>
<td>Surgical procedure</td>
</tr>
<tr>
<td>Harvey et al [59]</td>
<td>2017</td>
<td>General(^c)</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>Opeoluwa et al [60]</td>
<td>2017</td>
<td>General(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>Pehora et al [61]</td>
<td>2015</td>
<td>General(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sebelefsky et al [62]</td>
<td>2015</td>
<td>General(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>Skrane et al [63]</td>
<td>2014</td>
<td>General(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>Whyte and Hunter [64]</td>
<td>2008</td>
<td>General(^c)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yardi et al [14]</td>
<td>2018</td>
<td>General(^c)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)“Disease” group indicates studies investigating parental online health information seeking related to specific illnesses, diseases, or disorders.

\(^b\)“Circumstance” group indicates studies investigating parental online health information seeking related to a treatment or circumstance/situation.

\(^c\)“General” group indicates studies investigating parental online health information seeking in general without a specified disease or circumstance.
Sample Characteristics

The samples from all studies included a total of 8665 participants and varied from a sample size of 70 [35] to 848 [58] participants, with a median of 209 participants (Table 2). A total of 26 out of 33 studies specified the proportion of mothers and fathers in the samples; with 4758 mothers and 1353 fathers, 77.86% were mothers (4758/6111). Of the 33 studies, 29 (88%) were conducted in the Western world, of which one-third of all studies (n=11) were conducted in the United States. Samples from other parts of the world included Nigeria [60], Singapore [51], Saudi Arabia [34], and Brazil [48].

Reported parental mean ages were all between 30 and 42 years, but only half of studies (n=16) reported ages of parent and child. The child’s age varied from neonates [37,54] to adults [40,42,44,45,55], but studies with reported mean ages or distributions consisted mainly of toddlers, preschoolers, and school-aged children aged 1 to 12 years. Adolescents were targeted in only one study explicitly [58]. Only 2 studies [34,62] differentiated between mothers’ and fathers’ demographic data and listed their information separately.

The samples consisted of highly educated parents, with more than 50% [33,34,36,41,44,48,54] and up to more than 75% of parents holding academic degrees [52,58,63], but 14 studies did not report any educational levels. The proportion of persons with only primary education varied between 0% [52] and 21.9% [57] among the studies that reported on education levels.
<table>
<thead>
<tr>
<th>Author</th>
<th>Location</th>
<th>Sample size, n</th>
<th>Proportion of mothers, %</th>
<th>Sample</th>
<th>Child’s age</th>
<th>Parent’s age (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlSaadi [34]</td>
<td>Saudi Arabia</td>
<td>500</td>
<td>—</td>
<td>Clinical</td>
<td>&lt;5 y (63.3%)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;5 y (36.7%)</td>
<td></td>
</tr>
<tr>
<td>Baker et al [42]</td>
<td>Ireland</td>
<td>167</td>
<td>81</td>
<td>Clinical</td>
<td>Mean 11.9 y (SD 4)</td>
<td>&lt;20 (12%) 20-35 (7%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>35-50 (75%) 50-65 (7%)</td>
</tr>
<tr>
<td>Balkhi et al [39]</td>
<td>United States</td>
<td>209</td>
<td>72</td>
<td>Clinical</td>
<td>Mean 12.26 y (SD 4.7)</td>
<td>Mean 42.15 (SD 8.94)</td>
</tr>
<tr>
<td>Boston et al [46]</td>
<td>United States</td>
<td>204</td>
<td>64</td>
<td>Clinical</td>
<td>—</td>
<td>Mean 34, range 16-65</td>
</tr>
<tr>
<td>Dhillon et al [54]</td>
<td>Canada</td>
<td>90</td>
<td>67</td>
<td>Clinical</td>
<td>2-148 days</td>
<td>Median 32</td>
</tr>
<tr>
<td>Glynn et al [56]</td>
<td>Ireland</td>
<td>501</td>
<td>75</td>
<td>Clinical</td>
<td>—</td>
<td>&lt;18 (2%) 18-40 (68%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>41-65 (30%) &gt;65 (&lt;1%)</td>
</tr>
<tr>
<td>Hand et al [47]</td>
<td>Ireland</td>
<td>214</td>
<td>79</td>
<td>Clinical</td>
<td>—</td>
<td>&lt;18 (1%) 18-40 (77%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>41-65 (21%)</td>
</tr>
<tr>
<td>Harvey et al [59]</td>
<td>Ireland</td>
<td>100</td>
<td>81</td>
<td>Clinical</td>
<td>&lt;3 y (35%) 4-6 y (15%)</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7-9 y (13%) 10-12 y (16%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&gt;12 y (21%)</td>
<td></td>
</tr>
<tr>
<td>Ikemba et al [37]</td>
<td>United States</td>
<td>275</td>
<td>45</td>
<td>Clinical</td>
<td>Mean 4.3 y, range 7 d-24 y</td>
<td>—</td>
</tr>
<tr>
<td>Kasparian et al [33]</td>
<td>Australia</td>
<td>132</td>
<td>63</td>
<td>Clinical</td>
<td>Mean 21.8 months (SD 5.6)</td>
<td>Mean 35.2 (SD 7)</td>
</tr>
<tr>
<td>Knapp et al [57]</td>
<td>United States</td>
<td>129</td>
<td>90</td>
<td>Clinical</td>
<td>Mean 9.9 y (SD 6.1)</td>
<td>Mean 42.9 (SD 11.7)</td>
</tr>
<tr>
<td>Lai and Mallory [43]</td>
<td>United States</td>
<td>467</td>
<td>—</td>
<td>Clinical</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Massin et al [38]</td>
<td>Belgium</td>
<td>389</td>
<td>47</td>
<td>Clinical</td>
<td>Mean 6 y (SD 4.9)</td>
<td>—</td>
</tr>
<tr>
<td>McRee et al [58]</td>
<td>United States</td>
<td>848</td>
<td>92</td>
<td>Nonclinical</td>
<td>First sample: Mean 14.7 y (SD 3.5); Second sample: Mean 13.9 y (SD 2.2)</td>
<td>First sample: &lt;45 (28.2%); Second sample: &lt;45 (63.5%)</td>
</tr>
<tr>
<td>Naftel et al [41]</td>
<td>United States</td>
<td>300</td>
<td>—</td>
<td>Clinical</td>
<td>Mean 8.2 y (SD 5.8)</td>
<td>Mean 36.7 (SD 10.4)</td>
</tr>
<tr>
<td>Nicholl et al [44]</td>
<td>Ireland</td>
<td>93</td>
<td>87</td>
<td>Clinical</td>
<td>&lt;1 y (4%) 1-3 y (20.5%)</td>
<td>18-34 (24%) 35-49 (67%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>4-7 y (28.2%) 8-12 y (23.9%)</td>
<td>50-64 (10%)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13-19 y (12.8%) 20-29 y (7.7%)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>30-39 y (2.6%)</td>
<td></td>
</tr>
<tr>
<td>Author</td>
<td>Location</td>
<td>Sample size, n</td>
<td>Proportion of mothers, %</td>
<td>Sample</td>
<td>Child’s age</td>
<td>Parent’s age (years)</td>
</tr>
<tr>
<td>------------------------</td>
<td>------------</td>
<td>----------------</td>
<td>---------------------------</td>
<td>--------</td>
<td>-------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Nogueira et al [48]</td>
<td>Brazil</td>
<td>132</td>
<td>83</td>
<td>Clinical</td>
<td>range 2-14 y</td>
<td>Mean 42, range 18-66</td>
</tr>
<tr>
<td>Opeoluwa et al [60]</td>
<td>Nigeria</td>
<td>142</td>
<td>100</td>
<td>Clinical</td>
<td>—</td>
<td>&lt;20 (31.2%) 21-30 (42.2%) 31-40 (22%) &gt;40 (4.6%)</td>
</tr>
<tr>
<td>Pehora et al [61]</td>
<td>Canada</td>
<td>146</td>
<td>—</td>
<td>Clinical</td>
<td>—</td>
<td>18-34 (29%) 34-49 (67%) 50-64 (4%)</td>
</tr>
<tr>
<td>Porter and Edirippulige [40]</td>
<td>Australia</td>
<td>166</td>
<td>89</td>
<td>Clinical</td>
<td>&lt;1 y (6%) 1-2 y (11%) 2-5 y (26%) 5-10 y (23%) 10-15 y (20%) 15-18 y (9%) 18-21 y (5%)</td>
<td></td>
</tr>
<tr>
<td>Sage et al [35]</td>
<td>United States</td>
<td>70</td>
<td>81</td>
<td>Clinical</td>
<td>Mean 12 y (SD 2.6)</td>
<td>Mean 42.9 (SD 7.1)</td>
</tr>
<tr>
<td>Sebelefsky et al [62]</td>
<td>Austria</td>
<td>500</td>
<td>82</td>
<td>Clinical</td>
<td>Mean 2.4 y (SD 2.6)</td>
<td>Mean 34 (SD 6.4)</td>
</tr>
<tr>
<td>Semere et al [49]</td>
<td>United States</td>
<td>150</td>
<td>83</td>
<td>Clinical</td>
<td>—</td>
<td>Mean 35 (SD 11)</td>
</tr>
<tr>
<td>Shah et al [36]</td>
<td>United States</td>
<td>122</td>
<td>77</td>
<td>Clinical</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Shroff et al [53]</td>
<td>United States</td>
<td>262</td>
<td>84</td>
<td>Clinical</td>
<td>Median 4 y (IQR 1.3-11)</td>
<td>Median 31 (IQR 25-37)</td>
</tr>
<tr>
<td>Sim et al [50]</td>
<td>United Kingdom</td>
<td>271</td>
<td>70</td>
<td>Clinical</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Skranes et al [63]</td>
<td>Norway</td>
<td>99</td>
<td>100</td>
<td>Nonclinical</td>
<td>Mean 1.6 y, range 0.3-11 y</td>
<td>Mean 33.1, range 21-58</td>
</tr>
<tr>
<td>Slomian et al [52]</td>
<td>Belgium</td>
<td>349</td>
<td>100</td>
<td>Nonclinical</td>
<td>Mean 12.7 months (SD 14.5)</td>
<td>Mean 30.6 (SD 4.05)</td>
</tr>
<tr>
<td>Tozzi et al [45]</td>
<td>Italy</td>
<td>516</td>
<td>68</td>
<td>Clinical</td>
<td>Mean 10.3 y (SD 9)</td>
<td>Mean 42.7 (SD 9)</td>
</tr>
<tr>
<td>Tuffrey and Finlay [55]</td>
<td>United Kingdom</td>
<td>485</td>
<td>—</td>
<td>Clinical</td>
<td>Mean 6.3 y, range 4 weeks-23 y</td>
<td>—</td>
</tr>
<tr>
<td>Whyte and Hunter [64]</td>
<td>United Kingdom</td>
<td>245</td>
<td>—</td>
<td>Clinical</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Wong et al [51]</td>
<td>Singapore</td>
<td>84</td>
<td>63</td>
<td>Clinical</td>
<td>Sample 1: median 5.1 y (range 0.2-15.7); Sample 2: median 9.8 y (range 0.6-15.9)</td>
<td>&lt;25 (7%) 25-44 (76%) 45-55 (15%) &gt;55 (2%)</td>
</tr>
<tr>
<td>Yardi et al [14]</td>
<td>Australia</td>
<td>308</td>
<td>—</td>
<td>Clinical</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Author</td>
<td>Location</td>
<td>Sample size, n</td>
<td>Proportion of mothers, %</td>
<td>Sample</td>
<td>Child's age</td>
<td>Parent's age (years)</td>
</tr>
<tr>
<td>--------</td>
<td>----------</td>
<td>----------------</td>
<td>--------------------------</td>
<td>--------</td>
<td>-------------</td>
<td>---------------------</td>
</tr>
<tr>
<td>Total</td>
<td>N/A b</td>
<td>N=8665</td>
<td>77.86 c</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aNot available (exact numbers are not given by the author).

bN/A: not applicable.
c4758/6111. Calculated from the studies (n=26) that provided information on parental gender.

Prevalence of Parental Online Health Information Seeking

Table 3 presents the prevalences of OHIS by proxy and associated factors, separated into general OHIS and OHIS for specific conditions in the child. In studies that reported prevalence by parental OHIS in general (n=9), prevalence ranged from 52% to 98%. Only 3 studies explicitly distinguished between general OHIS and specific OHIS [36,53,62]. Recent studies from 2017 or later showed the highest prevalences, with around three-fourths [51,59,60] to roughly 9 out of 10 parents who searched for health information related to their child [14,33,35,44]. Likewise, the health-related internet use among parents of children with rare diseases seems to be relatively high [44,45], even for older studies that deal with rare conditions [36,37]. Most of the data are related to OHIS before or because of surgical intervention [46-51]. In those cases, the prevalence varied between 38% and 90%.

In Table 3, all variables investigated in relation to parental OHIS are reported. Only a small proportion of studies provided bivariate or multivariate analysis of associated factors with OHIS, often presenting only selective data with significant outcomes. Education was shown to be the most common associated factor with parental OHIS [34,36,40,41,47,53,54,56,57], although some studies found no significant association with education [35,46,62].

The gender of the parent was not related to whether a parent searched the internet for their child in most studies [35,42,53,54,57,62], but it was related in one study [33]. The influence of the age of the parents on OHIS was inconsistent; some studies found younger age to be associated [56,62], one found older age to be associated [53], and other studies found no association with age and search behavior [14,35,40,42,47,57].
<table>
<thead>
<tr>
<th>Author</th>
<th>General OHIS for child</th>
<th>Specific OHIS for child</th>
<th>Associated factors</th>
<th>Nonassociated factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>AlSaadi [34]d</td>
<td>—</td>
<td>—</td>
<td>Father’s education, mother’s education, occupation of mother, nationality of father (Saudi vs non-Saudi), nationality of mother</td>
<td>Father’s nationality, occupation of father, history of allergy</td>
</tr>
<tr>
<td>Baker et al [42]d</td>
<td>—</td>
<td>—</td>
<td>Corrective surgery, private health insurance</td>
<td>Postoperative complications, parent gender, education, child age, parent age group, visit type, home internet access</td>
</tr>
<tr>
<td>Balkhi et al [39]d</td>
<td>—</td>
<td>—</td>
<td>Child’s age</td>
<td>Type of congenital heart defect</td>
</tr>
<tr>
<td>Ikemba et al [37]d</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Kasparian et al [33]d</td>
<td>—</td>
<td>—</td>
<td>Parents’ gender (mothers)</td>
<td>—</td>
</tr>
<tr>
<td>Lai and Mallory [43]d</td>
<td>—</td>
<td>13% (62/467)</td>
<td>Expected treatment modalities</td>
<td>Type of congenital heart defect, internet access at home</td>
</tr>
<tr>
<td>Massin et al [38]d</td>
<td>—</td>
<td>35% (84/238)</td>
<td>“Used the Internet to search for information related to their child’s skin disorders”</td>
<td>—</td>
</tr>
<tr>
<td>Naftel et al [41]d</td>
<td>—</td>
<td>82% (225/275)</td>
<td>Caucasian, income, education</td>
<td>Geographic location (urban vs rural), parents’ age, etiology of hydrocephalus</td>
</tr>
<tr>
<td>Nicholl et al [44]d</td>
<td>—</td>
<td>92% (105/114)</td>
<td>“Use the Internet to find information about your child’s condition [at least every few month]”</td>
<td>—</td>
</tr>
<tr>
<td>Porter and Ediripulpige [40]d</td>
<td>—</td>
<td>82% (131/159)</td>
<td>Education</td>
<td>Parents’ age, child’s age, geographic area, employment status, type of hearing loss</td>
</tr>
<tr>
<td>Sage et al [35]d</td>
<td>—</td>
<td>87% (61/70)</td>
<td>“Searching the Internet for AD-HD[f] information”</td>
<td>—</td>
</tr>
<tr>
<td>Shah et al [36]d</td>
<td>—</td>
<td>88% (108/122)</td>
<td>“Used the Internet to search for information on Brachial Plexus Birth Palsies”</td>
<td>—</td>
</tr>
<tr>
<td>Tozzi et al [45]d</td>
<td>—</td>
<td>99% (462/468)</td>
<td>“Information searched on the web [related to disease characteristics]”</td>
<td>—</td>
</tr>
<tr>
<td>Author</td>
<td>General OHIS&lt;sup&gt;a&lt;/sup&gt; for child&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>Specific OHIS for child&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td>Associated factors</td>
<td>Nonassociated factors</td>
</tr>
<tr>
<td>---------------------</td>
<td>-----------------------------------------------</td>
<td>---------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------------</td>
<td>---------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Boston et al [46]&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>49% (83/170)</td>
<td>“Used the Internet to look for information about their child’s diagnosis and/or surgical [otolaryngology] procedure”</td>
<td>Education, frequency of internet use</td>
</tr>
<tr>
<td>Dhillon et al [54]&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>44% (40/90)</td>
<td>“Having searched the Internet for information related to the medical condition of their baby [in the neonatal intensive care unit]”</td>
<td>Education, parents’ age, Parents’ gender, employment status, comfort in English</td>
</tr>
<tr>
<td>Glynn et al [56]&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>30% (149/497)</td>
<td>“Had searched online for information regarding their child’s ENT[1] problem”</td>
<td>—</td>
</tr>
<tr>
<td>Hand et al [47]&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>38% (82/214)</td>
<td>“Searched the internet regarding their child’s surgical issue”</td>
<td>Education, private health insurance, daily internet use, smartphone</td>
</tr>
<tr>
<td>Knapp et al [57]&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>81% (92/114)</td>
<td>“Used Internet information about their children’s health [who have life-threatening illnesses]”</td>
<td>Education, parents’ age, Parents’ gender, parents’ age, marital status, type of household, sibling in household, children’s age, children’s health</td>
</tr>
<tr>
<td>McRee et al [58]&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>21% (154/773)</td>
<td>“[Mothers] having heard about HPV[1] vaccine through the Internet”</td>
<td>Greater knowledge about HPV</td>
</tr>
<tr>
<td>Shroff et al [53]&lt;sup&gt;h&lt;/sup&gt;</td>
<td>52% (117/224)</td>
<td>12% (31/262)</td>
<td>“At least one episode of Internet use for general pediatric health information in the preceding 3 months”</td>
<td>Education, income, older children, older parents</td>
</tr>
<tr>
<td>Sim et al [50]&lt;sup&gt;h&lt;/sup&gt;</td>
<td>—</td>
<td>53% (144/271)</td>
<td>“Had accessed the Internet to seek more information regarding their children’s condition [surgical outpatient]”</td>
<td>Parents’ gender, race of parent, race of child, insurance, triage classification, time of enrollment, disposition</td>
</tr>
<tr>
<td>Author</td>
<td>General OHIS(^a) for child(^b,c)</td>
<td>Specific OHIS for child(^b,c)</td>
<td>Associated factors</td>
<td>Nonassociated factors</td>
</tr>
<tr>
<td>--------</td>
<td>-----------------------------------</td>
<td>---------------------------------</td>
<td>-------------------</td>
<td>----------------------</td>
</tr>
<tr>
<td>Slomian et al [52](^b)</td>
<td>—</td>
<td>12% (43/349)</td>
<td>“Seeking information for the baby only [after childbirth]”</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>75% (262/349)</td>
<td>“Seeking information about themselves or about their baby [after childbirth]”</td>
</tr>
<tr>
<td>Tuffrey and Finlay [55](^b)</td>
<td>—</td>
<td>22% (107/485)</td>
<td>Internet access at home</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>“Used the internet to find information about the problem for which they were being seen in clinic that day”</td>
<td>—</td>
</tr>
<tr>
<td>Wong et al [51](^b)</td>
<td>—</td>
<td>74% (62/84)</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>“Use the Internet to access child’s current condition [surgical procedure]”</td>
<td>—</td>
</tr>
<tr>
<td>Harvey et al [59](^k)</td>
<td>72% (72/100)</td>
<td>—</td>
<td>—</td>
<td>Children with chronic diseases</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>“Frequency of use of the Internet to access healthcare information at least yearly or less”</td>
<td>—</td>
</tr>
<tr>
<td>Opeoluwa et al [60](^k)</td>
<td>77% (109/142)</td>
<td>—</td>
<td>Self-medication, health-seeking behaviors</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>“Had ever consulted the Internet to find answers to their babies’ medical problems or health-related issues”</td>
<td>—</td>
</tr>
<tr>
<td>Pehora et al [61](^k)</td>
<td>98% (143/146)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>“Using the Internet to search for health information regarding their child [at least few times a year]”</td>
<td>—</td>
</tr>
<tr>
<td>Seblefesky et al [62](^k)</td>
<td>94% (471/500)</td>
<td>21% (105/499)</td>
<td>Parents’ age (younger parents), younger children</td>
<td>Parents’ gender, nationality, education, children’s sex, children’s diet</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>“General internet use to obtain child health information [at least occasionally]”</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>“Internet use to be informed about the reason for consultation [pediatric outpatient clinic]”</td>
<td>—</td>
</tr>
<tr>
<td>Skranes et al [63](^k)</td>
<td>98% (97/99)</td>
<td>—</td>
<td>—</td>
<td>Scottish Index of Multiple Deprivation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>“Used the Internet regularly to search for child health information”</td>
<td>—</td>
</tr>
<tr>
<td>Whyte and Hunter [64](^k)</td>
<td>64% (121/190)</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td></td>
<td></td>
<td>—</td>
<td>“Used Internet to search for information regarding child’s health”</td>
<td>—</td>
</tr>
</tbody>
</table>
How Parents Find, Evaluate, and Use Health Information

Google was reported to be the most common starting point for gathering health information [33,42,44,48,50,51,53,62,63]. The most recent studies found that 9 out of 10 parents use Google [33,44,51] and many of the daily internet users go online via their mobile phones [45]. The rising trend in mobile phone use over desktop computer use was already evident in the studies since 2013 [41,44,45,47,52,53,56]. There is some evidence that smartphone owners are more likely to look for health-related information relating to their child [47,56] than people without a smartphone. Yardi et al [14] reported first that smartphone owners are more likely to search for health-related information over their mobile phones [45]. The web was also used frequently as a source of health information [61]. The web as a trusted source was ranked lowest, since 2013 [41,44,45,57].

A consistent finding across studies over time was the search for purposes like children’s nutrition [44,45,52,61] or development [44,52,61].

Barriers and Concerns That Parents Experience Online

Parents perceived the information on the web as easy to understand [14,43,46-48], but studies found that parents sometimes had problems distinguishing between trusted and untrusted websites [14,33] or finding reliable information [54,60]. Some studies showed only a small proportion of parents who considered the reliability and trustworthiness of the information [14,49,51], while other studies showed greater skepticism of the participants towards the internet as a reliable source [41,54]. Further, parents did not necessarily navigate to the pages that they trusted or that provided trustworthy information [61]. The web as a trusted source was ranked lowest, but it is used frequently as a source of health information [46,54], and even unreliable information was reported as helpful [52,54].

Although parents wished for more guidance regarding good websites from their physicians [14,41,48,52,53], parents rarely or never discussed their findings with them [14,34,40,46-48,50,51]. Reasons for not discussing findings included a lack of time and a fear of doctors’ disapproval [33,51,52,59]. Other problems mentioned included nonnative language information [34,38], technical language [34,51], and information overload [33,38,51].

There were 6 studies that reported anxiety, distress, or worries caused by information from the internet [33,42,44,45,50,51]. The proportion of affected parents was between 14% [51] and 52% [45]. Nicholl et al [44] reported that online searching lowered anxiety in 16% of their participants, but the number of people with increased fear was twice as large. Likewise,
attention should also be paid to parents who spend a lot of time searching the web for health purposes or who visit many different sites, like in Shah et al [36] or Porter and Edirippulige [40], which indicates that some parents may not be able to find the health information they need.

Model of Online Health Information Seeking by Proxy

The conceptual model (Figure 2) consists of 6 categories: personal factors within the seeker, environmental factors, relational factors between seeker and search subject, factors within the search subject (ie, the child in regard to personal and health variables), online search factors (search channels, content, behaviors, and appraisals), and outcomes. Factors of the search subject and the relational factors are unique for OHIS by proxy.

Figure 2. Model of proxy online health information seeking and decision making.

The most commonly studied variables were the age of the parent (21/33), their gender (23/33), their education (21/33), and their access to the internet (25/33), as well as the age of the child (21/33). Attitude on usefulness of online health information was the only variable from the other categories that was frequently included in studies (22/33). The most neglected study variables were relational variables. However, variables from the category of online search factors were also rarely assessed, especially trustworthiness of information (2/33), search satisfaction during the search (2/33), and the perceived search success after the search (1/33). In addition, influencing factors such as trait health anxiety (0/33), health knowledge (2/33), and eHealth literacy (2/33) were also considered in less than 10% of the studies.

The surveyed variables of the studies that met the inclusion criteria for narrative synthesis (N=33) were counted. On average, studies considered 12.12 variables (SD 5.36) out of 49 coded variables (Multimedia Appendix 4). The study by Whyte and Hunter [64] presented the fewest number of variables (n=2) and Kasparian et al [33] considered the most variables (n=28).

Discussion

Principal Findings

Parents are heavy users of health-related information on the internet for their children across highly diverse circumstances. Across studies, results showed that the majority of parents have searched the web at least once for general health information for their child. This indicates that the percentage of parents who search for their child is well above the national averages for self-seekers [1]. Education was the most consistent predictor for proxy OHIS across all studies. Well-educated parents used the internet for their children more than parents with little education. The most recent studies show that Google search engine was used by almost all parents as a starting point for OHIS.

Further, information retrieved from the web was reported to be used by caregivers for decision making about children’s health. Physicians should be aware that parents reported using information found on the web under certain circumstances for treatment choice or to make health care utilization decisions. Although parents rarely or never discussed information from the web with their doctor, studies showed that they would like more support from doctors on how to find reliable sources. However, there is a tremendous lack of understanding about which criteria parents use to make decisions and about individual and external factors that contribute to parental empowerment. More research is needed on offering parents tangible knowledge and appropriate guidance, using the web for health purposes in an effective way, and problem solving approaches to the multifaceted problems that come up during or after OHIS for their child (eg, unmet information needs, obstacles in...
parent-doctor communication, false proxy lay diagnoses by parents with wrong conclusions for child’s needed treatment, unnecessary or missed doctor visits, and parental health anxiety due to online health information). All 6 studies that surveyed anxiety and distress by proxy showed a significant proportion of affected parents.

Implications for Future Research
Overall, this review identified the need for more developed research in the area of OHIS. As can be seen from the results of the review, most studies provided descriptive information, but process- and theory-driven advances in this research area are still in infancy. To facilitate more systematic research in the area of OHIS, we present a summary of research gaps in the context of the conceptual framework provided. A total of 17 studies included in this review named research gaps explicitly or gave suggestions for further research. We synthesized these into the results of the developed model on proxy OHIS and the current research on proxy health searches. This is a framework that can be used for future studies.

Differentiation of Self-Seekers and Proxy Seekers
First, we recommend a clear separation between parental self-seeking and parental proxy seeking. These health behaviors represent two independent processes with different motivations, circumstances, and predictors [7-9,16,17]. If both are considered in one study, authors must state explicitly which they are referring to. Numerous excluded studies mixed them or formulated the research items in a vague or undifferentiated way. Furthermore, it is largely unknown whether findings from parent-child OHIS also apply to other types of proxy seeking, such as searching for a spouse or parents. For instance, existing research indicated that proxy seekers tend to be women [7,16], but this review showed that the gender of the parent had no influence on whether they searched the internet for their child. As suggested by Reifegerste et al [17], relational factors are relevant variables for proxy seeking and therefore a fundamental part of our conceptual model. They could explain contradictory results from past research. Relational variables like relationship closeness and quality should be considered in future studies.

Representative Samples and Generalizability
Second, studies with generalizable samples are urgently needed to provide an accurate estimate of the actual prevalence and influencing factors of parental proxy seeking. The lack of generalizability of the results is the most frequently mentioned limitation, which leads to the recommendation for larger and more diverse samples in further studies [33-35,51,54,57,61,63]. None of the studies in this systematic review had a representative sample. Existing literature mainly offered convenience samples in clinical environments with specific populations of ill children. However, it is unclear whether the results are also generalizable to parents of children who are not seriously ill and whether general patterns across proxy seekers can be established. In addition, systematic studies from non-Western countries have so far been lacking, for example in Asian and African regions, where smartphone and internet use has increased substantially in recent years [65]. There is virtually nothing known about how parents search and behave in low-income countries, where they have access to the web but may have limited access to some health care options.

Theoretical Frameworks
Third, the theoretical approaches are still lacking after 20 years of research in the field of parental OHIS. Only 3 studies [57,58,60] referred to existing theories at all, and none of these studies used them to interpret their results. Existing theory-based literature on models of OHIS did not consider proxy seekers [66]. Nonetheless, health characteristics of the supported search participants are associated with the search behavior of the proxy seeker [17,67]. To address this gap, we present a conceptual model on OHIS by proxy. This framework can be used for future studies in order to consider important influencing variables on parent-child OHIS.

Advanced Modeling Techniques
Fourth, data analyses in previous studies have been limited in scope. New studies should analyze the collected data with advanced statistical methods and go beyond the solely descriptive approach that has commonly been used so far. Structural equation modeling could be beneficial for testing the conceptual model proposed. Further, longitudinal analyses would help explore search behaviors and their connection with health care decisions and health care utilization behaviors over time.

Dyadic data analysis could be used to test both parents’ search behaviors in the context of the conceptual model. Results of this review found that both mothers and fathers searched for health-related information regarding their children [35,42,53,54,62]. To what extent they differ in search behaviors and whether interpersonal interactions influence search behaviors could be examined in future dyadic studies. Literature suggests that fathers’ involvement can impact a child’s social, behavioral, and psychological outcomes [68], and the results of this review reveal that social capital is an important variable that has been included in approximately half of the studies. Dyadic modeling could help address the question of how co-occurring proxy seeking by mother and father affects their health decisions and their child’s health outcomes.

Social Media
Fifth, upcoming studies need to focus more on the new possibilities on the internet. The landscape for consuming health-related information is completely different than it was ten years ago but it is hardly studied for parental proxy seeking. Facebook, Twitter, and YouTube are heavily frequented to find and share health information, but parental social media behaviors are not well understood. In particular, trustworthiness of information online was found in our review to be understudied, with only 2 studies examining this construct. This may be more important than ever due to the challenges related to health misinformation and fake news on social media [69,70]. In this context, the impact of far-reaching influencer personalities on platforms such as Instagram on the health behavior of young parents has barely been considered in the literature on OHIS. So far, it is also unknown whether the use of smartphones instead of desktop computers has fundamentally changed the
search for health-related information, since these devices are now accessible immediately and everywhere.

Factors of a Successful Online Health Search and Interventions to Improve Search Skills

Sixth, evidence on factors that result in search success among parents searching for health information is lacking. Mixed method approaches with eye tracking, desktop tracking, or think-aloud protocols with evaluation immediately after a health-related search could contribute to better understanding of which parental factors (eg, eHealth literacy) and search process factors (eg, number and choice of sources, search duration) might be associated with a positive search outcome that empowers parents. Based on those types of studies, evidence-based recommendations for parents could be formulated for use on health-related sites on the internet. The online search factors category of the conceptual model (Figure 2) presents nonpersonal related variables that may play a role in the search process only. In addition, to move forward in the research area of search success, new psychometrically tested measures that operationalize search success in a valid and reliable way will need to be developed.

The question of how to improve parental searching skills with interventions is also in need of further research [14,58,63]. It is unclear how parents can be empowered effectively for OHIS [14] and if educational interventions are able to improve parents’ health information-seeking skills on a long-term basis [33]. Research on approaches and skills to teach parents appropriate and effective methods of proxy OHIS are still needed [14,33,40].

Suffering From Online Health Information Seeking

Seventh, the negative accompaniments of OHIS, such as uncertainty, anxiety, or triggered health care utilization, are well described among self-seekers [4,71-73] but rarely investigated for proxy seekers [74]. Some studies have documented that parents are also negatively impacted from information seeking [33,42,44,45,50,51]. However, there is a lack of research that applies approaches to improve the outcomes for parents who currently do not benefit from proxy OHIS. Moreover, taking into consideration the relational aspect between seeker and subject may lead to a better understanding of the prevention of negative outcomes for parents searching for health information [75].

Effects on the Doctor-Parent Relationship

Eighth, the role of health professionals and their reciprocal communication with online health-seeking parents needs more investigation. Research gaps concern doctors’ perceptions of eHealth resources [33], their responses to parents’ retrieved online information [44], and the effects of doctor engagement in the doctor-parent relationship [33]. Searching for health information on the internet can have a positive effect on the doctor-patient relationship among self-seekers [76]. Future studies will need to examine if and under what circumstances this applies to proxy seekers. Subsequently, more research is needed on how pediatricians can support parents in their OHIS behavior (eg, with a proactive conversational approach during appointments or evidence-based leaflets with instructions and links to reputable websites). Unfortunately, studies on doctor-parent communication improvements related to OHIS by proxy or on standardized information leaflets are lacking.

Limitations

This systematic review has several limitations. We included studies from a period of 17 years, while the manner of OHIS has undoubtedly changed much faster. The circumstances in which the studies were conducted may be difficult to compare due to differences at the point of data collection, geographical location, characteristics of the parents, and the underlying diseases of the children. Further, almost all studies were conducted in clinical settings, and the findings in this review may not generalize to other populations. There is a strong need for research on representative samples of parents. Estimates of the prevalence of proxy OHIS should be treated with caution, as it was often not consistently defined in the previous studies, with different time periods being queried and the health status of the child varying.

Conclusions

Our systematic review has important implications for future research. The results suggest that more studies on parental OHIS are needed to understand parental online search behaviors and support parents in their medical decision making by proxy. There is evidence that parental proxy OHIS is a very common but understudied behavior. Our presented agenda has highlighted research gaps that will hopefully lead to more systematic, theoretically informed research in this field.
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Abstract

Background: Despite the relevance of mobile technologies and social media (MTSM) for adolescents, their association with depressive disorders in this population remains unclear. While there are previous reviews that have identified the use of MTSM as a risk factor for developing depression, other reviews have indicated their possible preventive effect.

Objective: The aim of this review was to synthesize the current evidence on the association between MTSM use and the development or prevention of depressive disorders in adolescents.

Methods: An umbrella review was conducted using information published up to June 2019 from PubMed/MEDLINE, PsycINFO, Web of Science, and The Cochrane Library. Systematic reviews focusing on the adolescent population (up to 20 years old) and depression and its potential relationship with MTSM use were included. Screening of titles, abstracts, and full texts was performed. After selecting the reviews and given the heterogeneity of the outcome variables and exposures, a narrative synthesis of the results was carried out.

Results: The search retrieved 338 documents, from which 7 systematic reviews (3 meta-analyses) were selected for data extraction. There were 11-70 studies and 5582-46,015 participants included in the 7 reviews. All reviews included quantitative research, and 2 reviews also included qualitative studies. A statistically significant association between social media and developing depressive symptoms was reported in 2 reviews, while 5 reviews reported mixed results.
Conclusions: Excessive social comparison and personal involvement when using MTSM could be associated with the development of depressive symptomatology. Nevertheless, MTSM might promote social support and even become a point of assistance for people with depression. Due to the mixed results, prospective research could be valuable for providing stronger evidence.

KEYWORDS
mobile technologies and social media; depression; adolescents; review

Introduction
Depression is one of the most frequently occurring mental diseases worldwide, generating significant disability, dependence, and expenditure for health systems [1-4]. As shown in previous literature [5-10], adolescence is a particularly relevant period for developing depressive disorders. It should be noted that during adolescence, depressive symptomatology may be broader than in adulthood, manifesting itself through irritability, aggression, avoidance, or other behaviors in addition to the typical depressive behaviors [11]. Furthermore, during this period, young people can be especially influenced by sociocontextual factors, such as the use of mobile technologies and social media (MTSM). However, the effect of the exposure to these technologies on the development of depressive disorders in this age group remains unclear.

The use of MTSM has greatly increased over recent years, particularly since the 1990s, and adolescents can now be considered “digital natives,” meaning they have been exposed to mobile devices and technologies like cellphones or tablets since birth [12-14]. This generalized exposure to social media implies a change in the way adolescents interact and communicate, naturally integrating the use of these technologies within their schemes of social perception [15,16]. Therefore, the use of MTSM could be particularly relevant, given the potential influence on adolescents’ health, specifically their mental health and the development or prevention of depression.

One of the main uses of MTSM among adolescents is communication and social interaction with their peer groups through various means, including instant messaging apps (eg, WhatsApp and social networks). A few that stand out for their use in this population are Instagram, Snapchat, Twitter, and Facebook [15,17]. Using MTSM could prove beneficial in the sense that they may promote creativity, increase presence and social participation, and provide adolescents with quick access to different types of information, including that related to promoting healthy behaviors and habits [12,13,18]. However, the use of MTSM could also be related to problems like addictive internet behavior, absenteeism and failure in school, deterioration of family relationships and friendships, and different physical and mental health problems (including self-inflicted bodily impairment, eating disorders, and depression) [12,13,19]. Furthermore, MTSM use may also promote behavior that is damaging to health including, among other things, autolytic behavior, suicide, violence, and specific harmful behaviors such as cyberbullying, grooming, or sexting that are derived from the use of these technologies. Despite the abundance of literature, including systematic reviews and meta-analyses, most of the existing evidence is based on cross-sectional studies or surveys. Pooling or synthesizing data and using the broadest possible approach (eg, an umbrella review) could be valuable in determining the current knowledge on whether the use of MTSM is the cause or consequence of depressive symptomatology.

Although there is a wide variety of advantages and disadvantages that the use of new technologies can present for young people, the influence that their use could have on developing depression is unclear. Therefore, the aim of this review was to synthesize the evidence available on the association (intensity and direction) between depression and the use of MTSM in adolescents.

Methods
Study Design and Information Sources
An umbrella review on the association between the use of MTSM and depression was conducted, reported in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses criteria (PRISMA), and registered in PROSPERO. The following databases were used as sources of information: PubMed/MEDLINE, PsycINFO, Web of Science, and Cochrane Reviews. All documents included in these databases published up to June 2019 were considered.

A search filter (Multimedia Appendix 1) was specifically designed to achieve the study objectives, taking into account pathology, target population, exposure (social network OR social media OR mobile phone OR *phone), and the languages in which the search was performed. After carrying out a preliminary search and observing the number of systematic reviews and meta-analyses found as well as the differences between the studies, an additional filter for study design was included. The filter was designed for PubMed/MEDLINE and adapted for other databases. The search strategy was based on previous studies in other areas with the intention of maximizing the number of identified documents [20,21]. In addition, the references in the final selected studies were used to identify other systematic reviews and meta-analyses, and key authors were contacted.

Inclusion and Exclusion Criteria
The PICO (Population, Intervention, Comparison, and Outcome) criteria were used to identify and include reviews in English that focused on the adolescent population (up to 20 years old), depression (in a broad sense, not specific diagnoses like major depressive disorder or dysthymia), and the possible relationship between depression and the use of MTSM.

Reviews that included studies with participants older than 20 years and studies that did not differentiate the effect by age
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group, if they included people older than 20 years, were excluded. Due to difficulties in extrapolating the results for the general adolescent population, studies on genetic or environmental factors and studies carried out in specific population groups, like those with specific characteristics or pathologies (e.g., attention deficit hyperactivity disorder), were excluded. Finally, studies focusing on treatments administered through an electronic device or the internet as well as opinion articles and proposals with theoretical or conceptual frameworks that were not based on a systematic literature review or meta-analysis were also excluded.

**Review Process**

A review of titles, abstracts, and full texts was carried out independently by two expert reviewers (JAT and XG), and discrepancies were resolved by a third researcher (EP) with expertise in conducting systematic reviews. After study selection, a synthesis of the evidence obtained from the 7 selected reviews was carried out. The quality of each review was considered by taking into account the quality of the studies evaluated and the tools used to assess the studies. Owing to heterogeneity in the characteristics of the studies and in the presentation of outcome variables and exposures, a meta-analysis of the results was not possible; therefore, a narrative synthesis of the results was carried out. Information from the included reviews was extracted and summarized in 2 tables of evidence [22].

**Results**

The search retrieved 338 articles (154 from PubMed, 80 from the Cochrane Library, 41 from PsycINFO, 55 from Web of Science, and 8 from a manual search). After removing 34 duplicates, a total of 304 studies were deemed potentially eligible. The full text of 20 documents was reviewed, and 13 articles were excluded (7 non-systematic or narrative reviews, 5 documents based on other pathologies, and 1 for the inability to differentiate between results reported for adults versus adolescents). Finally, 7 systematic reviews were selected for data extraction (Figure 1) [21,23-30].

**Table 1** shows the characteristics of the included systematic reviews, all of which were published between 2014 and 2019. In these reviews, PsycINFO, Medline, and CINAHL databases were searched most frequently. Two reviews explored dissertations and thesis databases [25,31]. Most reviews assessed the relationship between depression and use of social networks in general [23,25,26,28] or problematic Facebook use in particular [31]. One study by Wu et al [29] reviewed the association between internet use in general and depression. Wellbeing, anxiety, and loneliness were also assessed in 2
reviews [26,29]. There were 11-70 studies and 5582-46,015 participants included in the reviews. Most studies included in the reviews were quantitative and used cross-sectional and survey-based data. While 2 reviews used specific criteria developed by the authors to assess the quality of studies [29,31], 4 used validated assessment tools [21,23,26,28], and 1 did not specify the tool [25]. In addition, 2 meta-analyses were included [25,31].

Table 2 shows the results of the included reviews. Four studies were undertaken specifically with adolescents (age range 10-21 years) [21,23,28,29]. Seabrook et al [26] also included adults in their review (2 studies with adults and 18 studies with the general population), and Marino et al [31] reported a mean age range of 16.5-32.4 years. While 2 reviews reported a positive association between depressive symptoms and social media use (overall random effects pooled estimate: \( r = 0.13, 95\% \text{ CI} 0.05-0.2 \) [23] and problematic Facebook use \( r = 0.34, 95\% \text{ CI} 0.28-0.39 \) [31], the other 5 reviews reported mixed associations between social media use and depression. Keles et al [28] reported a positive association for the relationships between time spent on social media and depression and between social media addiction and depression. Two reviews reported a gender influence with mixed effects [23]. McCrae et al [23] found that 4 studies reported girls having more depressive symptoms related to social media use and 2 studies showed that boys were more likely to show depressive symptoms. The rest of the studies included in their review did not show a gender effect. In the review by Keles et al [28], one study found that social media might have negative effects in girls but could be considered a positive leisure activity for boys, and 2 studies did not show gender effects. In addition to mixed results for the associations between social media use and wellbeing, associations with anxiety and loneliness were also found [21,26,29].
Table 1. Characteristics of the included reviews.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Objective of the review</th>
<th>Databases searched</th>
<th>Number of studies included</th>
<th>Number of participants</th>
<th>Quality assessment of studies included</th>
<th>Methodology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best et al (2014) [21]</td>
<td>To assess the impact of social media use on mental wellbeing in young people</td>
<td>ASSIA&lt;sup&gt;a&lt;/sup&gt;, Communication abstracts, CINAHL, ERIC&lt;sup&gt;b&lt;/sup&gt;, Medline (Ovid), PsycINFO (Ovid), SCOPUS, SSCI&lt;sup&gt;c&lt;/sup&gt;</td>
<td>43</td>
<td>NS&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Specific criteria developed by the authors of the review</td>
<td>32 quantitative, 9 qualitative, 2 mixed methods or others</td>
</tr>
<tr>
<td>Wu et al (2016) [29]</td>
<td>To examine the association between internet use, social connection, and levels of depression, anxiety, and loneliness</td>
<td>CINAHL, ERIC, Psychology and Behavioral Series Collection, Science and Technology Collection, EBSCO social sciences database</td>
<td>12</td>
<td>5582</td>
<td>Specific criteria developed by the authors of the review</td>
<td>9 quantitative (all cross-sectional), 1 mixed methods, and 2 qualitative</td>
</tr>
<tr>
<td>Seabrook et al (2016) [26]</td>
<td>To examine the relationship between the use of social networks and depression and anxiety as well as links with wellbeing and potential moderators of these relationships</td>
<td>PsycINFO, MEDLINE (Ovid), Scopus, IEEE Xplore, CINAHL, Education Resources Information Center, SSCI, Communication and Mass Media Complete</td>
<td>70</td>
<td>46,015</td>
<td>Adaptation of the Cochrane bias tool</td>
<td>NS</td>
</tr>
<tr>
<td>McCrae et al (2017) [23]</td>
<td>To examine the association between social media (websites used primarily for social interaction) and depression or depressive symptoms</td>
<td>Medline, PsycINFO, EMBASE</td>
<td>11</td>
<td>12,646</td>
<td>Robins-I&lt;sup&gt;e&lt;/sup&gt;, Cochrane Collaboration Methods Group Tool to assess risk of bias in cohort studies</td>
<td>Quantitative (7 cross-sectional, 4 longitudinal)</td>
</tr>
<tr>
<td>Marino et al (2018) [31]</td>
<td>To examine the association between Facebook use (problematic, abusive, overuse, compulsive) and psychological disorders in adolescents and young adults</td>
<td>PsycINFO, PubMed, Scopus, ResearchGate, Google Scholar, Dissertation Abstracts International, Pro-Quest Dissertations and Theses Open, Open Access Theses and Dissertations</td>
<td>23</td>
<td>13,929</td>
<td>Specific criteria developed by the authors of the review</td>
<td>Quantitative</td>
</tr>
<tr>
<td>Keles et al (2019) [28]</td>
<td>To examine the influence of using social networks on depression in adolescents</td>
<td>PsycINFO, Medline, EMBASE, CINAHL, SSCI</td>
<td>13</td>
<td>21,231</td>
<td>NIH&lt;sup&gt;f&lt;/sup&gt;</td>
<td>Quantitative (12 cross-sectional, 1 longitudinal)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ASSIA: Applied Social Sciences Index and Abstracts.

<sup>b</sup>ERIC: Education Resources Information Center.

<sup>c</sup>SSCI: Social Sciences Citation Index.

<sup>d</sup>NS: not specified.

<sup>e</sup>Risk of bias tool to assess nonrandomized studies of interventions.

<sup>f</sup>NIH: National Institutes of Health Quality Assessment Tool for Observational Cohort and Cross-Sectional Studies.
Table 2. Results of the included reviews.

<table>
<thead>
<tr>
<th>Author (year)</th>
<th>Sample (number of studies) or age (years)</th>
<th>Use of MTSM&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Association(s)</th>
<th>Gender effect</th>
<th>Other associations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Best et al (2014) [21]</td>
<td>Adolescents (age range not specified)</td>
<td>Communication and social interaction</td>
<td>Mixed results in the association of social media technologies and depression</td>
<td>Does not distinguish nor consider this factor</td>
<td>Mixed results on self-esteem, social support, loneliness, and cyberbullying</td>
</tr>
<tr>
<td>Wu et al (2016) [29]</td>
<td>10-21</td>
<td>Use of internet and related technologies</td>
<td>1 of 5 studies found that social media technology use can lead to depressive feelings; 4 of 5 studies did not find an association.</td>
<td>Takes into account the population of the studies (10 mixed gender, 2 only boys), but not in terms of the results</td>
<td>Mixed results on social connectivity, anxiety, and loneliness</td>
</tr>
<tr>
<td>Seabrook et al (2016) [26]</td>
<td>Adolescents (8), young adults (40), general population (18), adults (2), clinical depression (1), others (1)</td>
<td>Use of social networks</td>
<td>Mixed results: positive interactions, social support, and connectivity in social networks related with lower levels of depression; negative interactions and social comparison related with higher levels of depression</td>
<td>Not considered as a variable in the included studies but considered in the discussion of the results</td>
<td>Mixed results for anxiety and wellbeing</td>
</tr>
<tr>
<td>McCrae et al (2017) [23]</td>
<td>10-17 (one study included “high school students” but did not specify age range)</td>
<td>Use of social media</td>
<td>Small but statistically significant overall correlation between social media use and depressive symptoms</td>
<td>4 studies found that girls had more depressive symptoms related to social media use; 2 studies showed that boys were more likely to show depressive symptoms; the rest showed no gender differences</td>
<td>NS&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Marino et al (2018) [31]</td>
<td>Mean 21.9 (SD 3.97); 16.5-32.4 (mean age range)</td>
<td>Problematic Facebook use</td>
<td>Association between problematic Facebook use and depression</td>
<td>Proportion of girls (60.7%) did not moderate the effect</td>
<td>Correlation between problematic Facebook use and psychological distress was greater in samples with a higher mean age.</td>
</tr>
<tr>
<td>Keles et al (2019) [28]</td>
<td>13-18</td>
<td>Time spent, activity (quantity and quality of user’s engagement and interaction with social media sets and other users), investment (time spent on social media), addiction (state of being dependent on social media)</td>
<td>Time spent: 1 study showed association, 1 did not, 2 did not find association; activity: 2 studies showed positive association, and 1 did not; investment: 3 studies showed association; addiction: 3 studies showed positive association</td>
<td>4 studies measured the effect of gender between social media-related variables and mental health outcomes. 2 studies did not find effects on gender, while 1 found that social media might have negative effects in girls and can be considered a positive leisure activity for boys. Facebook had a negative impact on both genders.</td>
<td>There was a relationship between age, heavy social media use, and negatively internalizing symptoms. Younger adolescents were more likely to experience internalizing symptoms (being anxious, depressed, withdrawn). Most studies highlighted the fact that the relationships observed were too complex for straightforward statements and mediating and moderating factors should be taken into account.</td>
</tr>
<tr>
<td>Yoon et al (2019) [25]</td>
<td>17.83-24.76 (mean age range)</td>
<td>Use of SNS&lt;sup&gt;c&lt;/sup&gt;; time spent and SNS checking; social comparison and “upward” social comparison</td>
<td>Positive statistically significant difference between depression and time spent on its use, frequency of use, social comparison, and “upwards” comparison</td>
<td>No difference</td>
<td>NS</td>
</tr>
</tbody>
</table>

<sup>a</sup>MTSM: mobile technologies and social media.
<sup>b</sup>NS: not specified.
<sup>c</sup>SNS: social networking sites.
Discussion

The results from the included reviews suggest that social comparison and excessive personal involvement by adolescents when using MTSM could be related to the development of depressive symptoms. However, the use of MTSM when properly adapted could also promote healthy behaviors, improve social support, and even become a point of access of information and help for adolescents at risk of depression.

Both mobile technologies and social media are important aspects of how we interact today and have transformed the way in which the generations adopting MTSM and digital natives communicate [18,32]. The use of MTSM presents great opportunities in terms of creativity and ways of learning but can also entail certain risks such as isolation and restricted social interaction. Despite this, studying the possible effects on health, specifically on depression, of adolescents using MTSM is a relatively recent phenomenon. As such, it should be noted that all reviews included in this study were published in the last 5 years.

The evidence from different studies published until now, and particularly since 2017, suggests a positive and significant association between some aspects of social media use and the presence of depressive symptoms among adolescents [23-25]. Two relevant factors that increased the magnitude of this association were the problematic use of social networks and excessive social comparison [23-25]. There is less relevant evidence pointing to other factors related to the undesirable effects of social networks, like a higher level of personal involvement on the networks, defined as the degree of exposure and personal information that adolescents publish on networks or the exposure to content that promotes depressive-like behaviors [27,28]. Finally, it is worth mentioning that a high volume of studies indicating associations between the use of social networks and other undesirable effects like anxiety, harassment, or internet or smartphone addiction was identified [21,26,28-30]. Regarding internet addiction, the total usage time, frequency of consultation, and other variables related to excessive use, both in frequency and time, may be more relevant than the variables found in this study, which focus specifically on depressive symptomatology.

It should be noted that the impact of the identified factors, particularly of social comparison, on the development of depression might be affected by the level of the welfare and wealth of the family [7-12]. Accordingly, those who are from families with lower socioeconomic status might have a high risk of developing depression when exposed to more wealthy people. In addition, these factors might be particularly related to the development of some specific depressive symptoms (eg, sleep problems or diminished ability to think or concentrate). Further longitudinal research focused on specific factors, like family environment, and accounting for specific depressive symptoms might be valuable in preventing the potential development of depression in MTSM users.

Emphasizing the fact that social networks do not necessarily imply a negative impact on young people’s moods, other studies have described the desirable effects that social media use might have [12,33,34]. In this sense and in line with the results of these studies, the evidence found in this study suggests that social networks can promote social support and even become points of access to information and help for people with depressive disorders [26,27]. As suggested, the use of MTSM under adult supervision might be related to promoting healthy use of MTSM, as well as preventing possible negative consequences that arise like depressive symptomatology [35]. In addition, the use of new technologies could facilitate young people’s connection with multiple social circles, reducing their perception of loneliness or isolation [29].

Some studies identified differences between boys and girls in the impact that social networks have on developing depressive symptoms. Previous research proposed [30] that the prevalence of intensive use of mobile technologies might be greater in women than in men. Furthermore, the use of mobile technologies could be mainly for relational purposes among teenage women and instrumental or for leisure among teenage men, making women more likely to be exposed to the effects of social networks [23,24,28]. Although the meta-analysis by McCrae et al [23] did not determine a theoretical basis for the potential differences, there are some studies included within the analysis and 1 study included in the systematic review by Keles et al [28] that show a greater correlation between social comparison and depression in women. This might allow us to hypothesize that focusing preventive measures on social comparison in adolescent women and on leisure platforms, like gaming platforms, in adolescent men could be effective in preventing the undesirable effects of social networks and mobile technology use among adolescents. Further research aimed at proving this hypothesis could be valuable.

Several limitations of the current study deserve discussion. First is the lack of longitudinal or experimental evidence in relation to the use of social networks and mobile technologies and their impact on depressive symptomatology. In this sense, most of the studies included in the literature reviewed were cross-sectional and survey-based, precluding the establishment of causal relationships between variables. As such, it is difficult to determine whether the use of social networks and mobile technologies is the cause or consequence of depressive symptomatology, and further longitudinal studies to test these hypotheses could be valuable. We should also mention the possible heterogeneity of health problems and of the patterns made or activities observed in the studies when using MTSM. While some were focused on clinical depression diagnosed by a professional, others were focused on less valid depression criteria, which could limit the comparability of the reviews included. Furthermore, some of the reviews included internet addicts. Despite this, the broad aim of this review was to determine the relationship between depressive disorders and the use of MTSM, which we consider completed through the studies included in this article, independent of the depression metrics and specific populations used in the selected reviews.

Another limitation is the lack of solid evidence or a conceptual framework on the specific behaviors, like online gaming or uploading photos to social networks, that could be related to depressive symptomatology. This lack of evidence may be due to the relative novelty of the social network phenomenon and
the shortage of valid, reliable health information pertaining to it. However, certain behaviors that could be related to the development of depression as a protective factor were identified, like searching for help or preventive information. Another limitation is that only reviews in English were included, possibly omitting scientific literature written in other languages. Finally, we should mention the limitation of having actively excluded studies on cyberbullying, addiction to new technologies, or other symptoms and harmful behaviors that could be part of or related to a depressive disease. Given their importance and the abundance of evidence on these phenomena, these behaviors deserve to be treated as separate entities, and, as previous research suggests, specific reviews should be performed on these behaviors [21,26].

In conclusion, our study shows that, during adolescence, the use of MTSM and particularly excessive social comparison and personal involvement when using it could be associated with developing depressive symptomatology. Nevertheless, the adaptive use of MTSM could also help prevent the development of depression, promote social support, and even become a point of information access and help for people with depressive disorders or symptoms. Other variables, like time spent on the internet and social networks, the frequency of consultation, and factors related to excess use, both in frequency and in time, may be more relevant in developing other problems like internet addiction. Due to the heterogeneity in methodology and the contradictory findings from the reviews included in this umbrella review, prospective research, especially longitudinal cohort studies and randomized controlled trials, could be valuable in providing stronger evidence on these relationships.
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Abstract

Background: Internet-based testing for sexually transmitted infections (STIs) allows asymptomatic individuals to order a self-sampling kit online and receive their results electronically, reducing the need to attend a clinic unless for treatment. This approach has become increasingly common; however, there is evidence that barriers exist to accessing it, particularly among some high-risk populations. We review the qualitative evidence on this topic, as qualitative research is well-placed to identify the complex influences that relate to accessing testing.

Objective: This paper aims to explore perceptions and experiences of internet-based testing for STIs among users and potential users.

Methods: Searches were run through 5 electronic databases (CINAHL, EMBASE, MEDLINE, PsycINFO, and Web of Science) to identify peer-reviewed studies published between 2005 and 2018. Search terms were drawn from 4 categories: STIs, testing or screening, digital health, and qualitative methods. Included studies were conducted in high-income countries and explored patient perceptions or experiences of internet-based testing, and data underwent thematic synthesis.

Results: A total of 11 studies from the 1735 studies identified in the initial search were included in the review. The synthesis identified that internet-based testing is viewed widely as being acceptable and is preferred over clinic testing by many individuals due to perceived convenience and anonymity. However, a number of studies identified concerns relating to test accuracy and lack of communication with practitioners, particularly when receiving results. There was a lack of consensus on preferred media for results delivery, although convenience and confidentiality were again strong influencing factors. The majority of included studies were limited by the fact that they researched hypothetical services.

Conclusions: Internet-based testing providers may benefit from emphasizing this testing’s comparative convenience and privacy compared with face-to-face testing in order to improve uptake, as well as alleviating concerns about the self-sampling process. There is a clear need for further research exploring in depth the perceptions and experiences of people who have accessed internet-based testing and for research on internet-based testing that explicitly gathers the views of populations that are at high risk of STIs.

Trial Registration: PROSPERO CRD42019146938; https://www.crd.york.ac.uk/prospero/display_record.php?RecordID=146938 doi:10.2196/17667

(J Med Internet Res 2020;22(8):e17667)
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**Introduction**

**Background**
Sexually transmitted infections (STIs) are a serious public health problem, with the incidence of many infections rising rapidly [1-3]. In England, syphilis diagnoses have risen 126% in the past 5 years, and gonorrhea diagnoses rose 26% in a year from 2017 to 2018 [3,4]. This statistic is of particular concern, given the increasing risk of antibiotic-resistant gonorrhea [3,5].

One of the challenges in preventing the spread of STIs is that they frequently remain asymptomatic [6,7]. This allows them to spread unknowingly and increases the likelihood of developing complications such as pelvic inflammatory disease and infertility from chlamydia and gonorrhea and damage to the heart, bones, and central nervous system from syphilis [5,8,9].

Screening for STIs is therefore crucial in tackling their impact, ensuring that people are treated soon after infection, and reducing the risk of passing the infection onto others. It is well established, however, that numerous barriers exist to accessing testing, including stigma, aversion to the sampling process, or the time and travel required to access clinics [10-12]. This contributes to low uptake of testing, identified as an obstacle to reducing STI prevalence in a number of countries, including Australia, England, France, and the United States [1,3,13,14].

One new method to improve access to and uptake of STI screening is internet-based testing. Its use has grown rapidly in recent years, and it now accounts for over 17% of chlamydia tests undertaken by young people in England [3]. This figure is likely to continue rising, in part due to increased provision, as the cost-effectiveness of internet-based testing mitigates considerable cuts to the budgets of sexual health services seen since 2013 [15]. Although variations exist between internet-based testing services, they almost all involve users ordering a self-sampling kit online, which they then return to a laboratory for testing before receiving their results remotely [16,17]. Common media for results delivery include SMS text messaging, email, phone, mail, and websites [16].

Although internet-based testing appears to address many of the barriers users face in accessing traditional face-to-face testing, there is a lack of conclusive data on how it is perceived or experienced. The existing systematic reviews focusing exclusively on self-sampling for STIs have found it to be acceptable, but these were not limited to internet-based testing and only included the views of people who had already accessed self-sampling [18-20]. Other reviews of attitudes towards STI testing have found that participants identified waiting times and clinic opening hours as examples of barriers to accessing face-to-face testing, but again these studies did not focus exclusively on internet-based testing and reported only limited data on self-sampling [21-23]. This review seeks to fill this gap and develop the understanding of how internet-based testing specifically is perceived and experienced. It focuses on qualitative research, as this approach is uniquely well placed to aid nuanced analysis of people’s engagement with sexual health services [24].

**Review Question**
This review aims to answer the following question: What are the perceptions and experiences of internet-based testing for STIs among users and potential users?

**Methods**

The review protocol was registered on PROSPERO during the review process (identification number CRD42019146938) [25].

**Search Strategy**
The search used 5 electronic databases that specialize in health research: MEDLINE, EMBASE, CINAHL, Web of Science, and PsycINFO. The search terms were developed through experimentation with the support of a specialist librarian, using a population, intervention, context, and outcome model adapted for qualitative research [26,27]. This resulted in the following 4 search term categories: (1) Population: individuals with or at risk of STIs (eg, chlamydia); (2) Intervention: testing or screening for STIs (eg, test); (3) Context: online (eg, internet); and (4) Outcome: qualitative perception or experience (eg, interview).

An example list of search terms is included in Multimedia Appendix 1.

The search period spanned from January 1, 2005, to December 31, 2018. We chose 2005 because this was when internet-based testing emerged, and fewer than half of UK households had access to the internet prior to this period [28,29]. The search was limited to studies published in English, as there were insufficient resources available to arrange translation.

**Eligibility**
Studies were eligible for inclusion if they (1) reported user (or prospective user) perceptions or experiences of any aspect of internet-based testing for STIs, either hypothetically or in practice, and how this affected whether users might access it; (2) collected the relevant data using qualitative methods, including the qualitative component of mixed methods research and free text responses to questionnaires; (3) were published in English in peer-reviewed academic journals between 2005 and 2018; and (4) collected data in countries defined as high-income countries by the World Bank.

Inclusion was limited to high-income countries due to their similar STI profiles, health care infrastructure, and rates of internet access [30,31]. Self-sampling for HPV was not included within the scope of this review, as it is normally conducted in the context of cancer screening and is not usually a component of STI screening [32].
Screening
The search results from each database were combined and duplicates were removed. Initially, all studies were screened via their titles and abstracts to determine eligibility, with potentially eligible studies subsequently being read in full. These stages of the screening process were both undertaken in full by the lead reviewer (TS), with a second reviewer (IK) screening a random 20% (267/1332 for title and abstract screening; 16/79 for full-text screening) of studies at each stage to determine interrater reliability. Any disagreements were resolved through discussion, and a third reviewer was brought in if consensus could not be reached. Reviewers always erred on the side of inclusion to ensure all relevant data were identified.

Quality Assessment
The quality of the studies was critically appraised using the Critical Appraisal Skills Programme checklist for qualitative research [33]. The checklist provides a holistic overview of the rigor of research, and any studies found to be methodologically weak were planned to be included in a sensitivity analysis once the synthesis was complete.

Data Extraction and Synthesis
The included studies underwent thematic synthesis following an adapted version of a framework developed by Thomas and Harden [34] for qualitative systematic reviews. The results section of each study was uploaded to NVivo (QSR International), with each line of text that addressed the research question being coded according to its meaning and content. All relevant data were coded at least once, and once this process was complete, codes were grouped into descriptive themes that captured the meaning of multiple initial codes. These were in turn developed into broader analytical themes, which go beyond the findings of the included studies. The lead reviewer (TS) undertook all analysis, with support and interrater reliability being provided on 20% of included studies by a second reviewer (JW) and feedback being provided from the lead reviewer’s supervisors (FG and JR).

Results
Search
A total of 11 studies met the inclusion criteria for the review. The initial search identified 1735 studies for screening, which reduced to 1332 studies once duplicates were removed. The search and screening process is outlined in Figure 1, along with the number of studies removed at each stage in the process.

The initial rate of agreement between reviewers was 96.2% for title and abstract screening and 93.3% for full-text screening.

Study Characteristics
An overview of the included studies is provided in Table 1. All were published between 2006 and 2018. One was conducted in Australia, with the remainder split equally between the United Kingdom and United States.
<table>
<thead>
<tr>
<th>Lead author</th>
<th>Year</th>
<th>Country</th>
<th>Aim</th>
<th>Participants</th>
<th>Study size</th>
<th>Average age (age range)</th>
<th>Actual or potential users</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ahmed-Little [35]</td>
<td>2016</td>
<td>United Kingdom</td>
<td>To explore attitudes of participants towards a pilot internet-based HIV-testing program</td>
<td>People who provided a free-text response within a questionnaire</td>
<td>756</td>
<td>Mean 22.6 (16-72)</td>
<td>Actual</td>
<td>Free text space in a feedback questionnaire, thematically analyzed</td>
</tr>
<tr>
<td>Baraitser [17]</td>
<td>2015</td>
<td>United Kingdom</td>
<td>To obtain stakeholder input on a theory of change for online sexual health services</td>
<td>Potential service users sampled to include men who have sex with men, young people, and ethnic minorities</td>
<td>4</td>
<td>__a</td>
<td>Potential</td>
<td>Interviews, analyzed using a framework approach</td>
</tr>
<tr>
<td>Friedman [36]</td>
<td>2013</td>
<td>United States</td>
<td>To explore young women's technology use, preferences for STD testing venues, attitudes toward non-traditional venues, and acceptability of different test results delivery methods</td>
<td>Women (35% Black, 34% Hispanic, 31% White), recruited through market research firms</td>
<td>80</td>
<td>__</td>
<td>Potential</td>
<td>Ethnographic semistructured interviews, thematically analyzed</td>
</tr>
<tr>
<td>Gaydos [37]</td>
<td>2006</td>
<td>United States</td>
<td>To inform the design of an effective educational website that facilitates self-sampling and is appealing to women</td>
<td>Women (57% Black, 2% Hispanic, 43% White), recruited via educational institutions</td>
<td>42</td>
<td>__</td>
<td>Potential</td>
<td>Focus groups, reported</td>
</tr>
<tr>
<td>Gibbs [38]</td>
<td>2018</td>
<td>United Kingdom</td>
<td>To evaluate the results component of a pilot online sexual health service</td>
<td>People purposively sampled from users of the pilot service</td>
<td>36</td>
<td>__</td>
<td>Actual</td>
<td>In-depth interviews, analyzed using a framework approach</td>
</tr>
<tr>
<td>Lorimer [39]</td>
<td>2013</td>
<td>United Kingdom</td>
<td>To inform the design of an internet-based approach to chlamydia screening targeting young men</td>
<td>Men recruited from the community</td>
<td>60</td>
<td>__</td>
<td>Potential</td>
<td>Focus groups, analyzed using a framework approach</td>
</tr>
<tr>
<td>Roth [40]</td>
<td>2011</td>
<td>United States</td>
<td>To explore preferences for accessing STI screening services among men</td>
<td>Men (55% Black, 14% Hispanic, 31% White) recruited in a sexual health clinic</td>
<td>29</td>
<td>Median 34 (19-60)</td>
<td>Potential</td>
<td>Interviews and focus groups, thematically analyzed</td>
</tr>
<tr>
<td>Stahlman [41]</td>
<td>2015</td>
<td>United States</td>
<td>To explore attitudes towards potential interventions to increase testing and reduce transmission among MSM with repeat syphilis infection</td>
<td>MSM (16% Black, 32% Hispanic, 53% White; 68% HIV+), recruited via local government public health database</td>
<td>19</td>
<td>Mean 38 (21-54)</td>
<td>Potential</td>
<td>Semistructured interviews, analyzed using grounded theory and thematically via axial coding</td>
</tr>
<tr>
<td>Tobin [42]</td>
<td>2018</td>
<td>United States</td>
<td>To assess the acceptability and feasibility of a program to train young Black MSM to use and promote HIV and STI home testing to their social network</td>
<td>Young Black MSM (2 self-reported HIV+) recruited from the community</td>
<td>15</td>
<td>Mean 26.2 (__)</td>
<td>Potential</td>
<td>2 in-depth structured interviews, 1 week apart, reviewed for range, consensus, and divergence of responses</td>
</tr>
<tr>
<td>Lead author</td>
<td>Year</td>
<td>Country</td>
<td>Aim</td>
<td>Participants</td>
<td>Study size</td>
<td>Average age (age range)</td>
<td>Actual or potential users</td>
<td>Methods</td>
</tr>
<tr>
<td>-------------</td>
<td>------</td>
<td>-------------</td>
<td>---------------------------------------------------------------------</td>
<td>-------------------------------------------------------------------------------</td>
<td>------------</td>
<td>------------------------</td>
<td>--------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Tomnay [43]</td>
<td>2014</td>
<td>Australia</td>
<td>To examine rural young people’s perceptions of barriers and facilitators to using face-to-face and online sexual health testing and treatment</td>
<td>Young people recruited from the community</td>
<td>50</td>
<td>—</td>
<td>Potential</td>
<td>Focus groups, thematically analyzed</td>
</tr>
<tr>
<td>Wayal [44]</td>
<td>2011</td>
<td>United Kingdom</td>
<td>To inform the development of a service offering home sampling kits for STI/HIV</td>
<td>MSM (4% Black, 92% White, 4% Asian; 17% HIV+), recruited from a sexual health clinic</td>
<td>24</td>
<td>Median 39 (22-68)</td>
<td>Potential</td>
<td>Focus groups, analyzed using a framework approach</td>
</tr>
</tbody>
</table>

aNot available.
bSTD: sexually transmitted disease.
cSTI: sexually transmitted infection.
dMSM: men who have sex with men.

Of the 11 studies included, 2 studies reported the experience of users who had accessed internet-based testing, with the remaining 9 exploring perceptions among potential users of hypothetical services. Of these, 2 studies explored the views of women, 2 explored the views of men who have sex with men (MSM), and 2 explored the views of men whose sexual orientation was unspecified. The remaining 3 studies explored the views of both men and women.

Young people aged younger than 30 years were exclusively recruited to 4 of the studies, including one of the studies that explored the views of women, one that explored the views of men, and one that explored the views of MSM. This latter study also had exclusively Black participants; another 4 studies reported over 45% of participants as people of color.

### Critical Appraisal

The results of the critical appraisal are outlined in Figure 2. All but 3 [35,42,43] of the studies met at least 9 of the 10 appraisal criteria, with the remainder [17,36-41,44] meeting at least 6. All of the studies were deemed valuable, had clear aims and statements of findings, and had appropriate methodologies, study designs, and data collection methods. However, most did not provide enough information to determine whether they met all of the criteria, with only 3 [36-38] reporting sufficient consideration of the researcher-participant relationship. Separately, 3 studies [35,38,42] described their analysis with limited detail, which meant it was not clear how themes were derived from the data and the methods were not replicable.

### Synthesis

A total of 12 themes were identified, which were organized into 4 categories. These are outlined in Table 2.
Figure 2. Critical appraisal of included studies according to the Critical Appraisal Skills Programme.

Table 2. Summary of themes.

<table>
<thead>
<tr>
<th>Categories</th>
<th>Themes</th>
</tr>
</thead>
</table>
| 1. Positive aspects of internet-based testing | 1.1 Internet-based testing is acceptable  
1.2 Attractive due to convenience  
1.3 Attractive due to the stigma associated with face-to-face testing  
1.4 Avoids undesirable aspects of face-to-face testing  
1.5 Improves accessibility of STI\(^a\) testing  |
| 2. Negative aspects of internet-based testing | 2.1 Loss of positive aspects of face-to-face testing  
2.2 Concerns about self-sampling processes  
2.3 Privacy concerns with internet-based testing  |
| 3. Positive aspects of remote delivery of results | 3.1 Remote delivery of results is acceptable  
3.2 Convenience drives preference of results medium  |
| 4. Negative aspects of remote delivery of results | 4.1 Concern about interception  
4.2 Concern over well-being  |

\(^a\)STI: sexually transmitted infection.

Category 1: Positive Aspects of Internet-Based Testing

Internet-Based Testing Is Acceptable

There was a broad yet incomplete consensus that internet-based testing was acceptable, with around half of studies explicitly reporting that participants were open or positive towards using it [35,37,39,41,42]. Ahmed-Little et al [35], for example, reported:

There was overwhelming support that this method of testing offered ease and was considered acceptable. A minority of studies did report uncertainty or negativity among some potential users of hypothetical internet-based testing services, however [36,37,39]. Friedman and Bloodgood [36] reported that overall:
Participants were slightly more negative than positive about the option of ordering [a sexually transmitted disease] test from a website.

Attractive Due to Convenience

The perceived convenience of internet-based testing was a prominent theme, appearing in almost all of the included studies [35-37,39-44]. Approximately half of them identified that internet-based testing appealed to participants because it meant they would not have to take time out of their day to get tested or go to the effort of travelling to a clinic [35,37,39,40,43]:

You just go in there, find the information that you need and don’t have to worry about travelling, getting gas, whatever, so…it’s quick and easy. [40]

The convenience of not having to make or wait for an appointment also enhanced the appeal of internet-based testing among participants, especially those who had accessed it:

I think this is a great service as I have tried to do this through my doctor and will have to wait 3 weeks for an appointment. [35]

Attractive Due to the Stigma Associated With Face-to-Face Testing

Internet-based testing appealed to many participants due to the perceived anonymity, confidentiality, or privacy it offers compared with face-to-face testing. This theme appeared in most of the studies included in the review and applied to women and those who had accessed internet-based testing in particular [17,35-37,39-42,44]. Many participants felt embarrassed, anxious, or ashamed about the prospect of others seeing them at a clinic or finding out they had attended one:

If you can do it all remotely and without anybody knowing or seeing you waiting outside a sexual health clinic and going, “Oh, what are you doing here?” then I think it’s going to be absolutely brilliant. [17]

Avoids Undesirable Aspects of Face-to-Face Testing

Around a third of the included studies reported that participants were attracted to internet-based testing because it allowed them to avoid specific aspects of face-to-face testing that they disliked, a finding that was prominent among those who had accessed internet-based services [17,35-37]. The most prevalent of these aspects was interacting with clinic staff, a negative prospect for many participants, particularly women. Friedman and Bloodgood [36] reported one participant stating that they liked the idea of internet-based testing, as it meant:

I don’t have to...have this long talk with a professional about sexual education.

Ahmed-Little et al [35] and Gaydos et al [37] both reported participants stating that internet-based testing would be appealing for users who experience anxiety about interacting with a health care professional. These same two studies also identified that some participants preferred internet-based testing to face-to-face testing, as it was more comfortable and allowed them to avoid sampling methods they were averse to, such as venipuncture:

I am terrified of needles so this small lancet is much easier I would rather prick my finger than have a needle in my arm. [35]

Improves Accessibility of STI Testing

Almost half of the included studies reported that participants felt internet-based testing would improve access to testing for STIs, as it would allow them to overcome barriers such as not being able to afford face-to-face testing, not having easy access to it, or feeling averse to using it. This finding emerged strongly among participants who had accessed internet-based testing and was seen as particularly advantageous for young people, with Gaydos et al [37] reporting one participant stating:

It is always good to have several ways to get tested at no cost or low cost especially for teens.

There were a small number of studies, however, that recorded concerns about potential barriers to internet-based testing, such as cost or a lack of internet access. Tomnay et al [43], for example, found that:

An important consideration for all groups was that online STI testing is a free service...[R]esearchers were asked by participants about the cost of using a website for online testing with questions such as ‘so this is all free?’ and including specific questions such as ‘would they [referring to the website] pay the postage to send it back?’ in reference to returning the testing kit.

Category 2: Negative Aspects of Internet-Based Testing

Loss of Positive Aspects of Face-to-Face Testing

Over half of the included studies found that some participants were dissuaded from using internet-based testing, as they felt it was lacking important aspects of face-to-face testing [36,37,39-41,44]. One common example was the opportunity to speak with a health care provider about health holistically. This attitude appeared to be more widely held by men, as evidenced by Roth et al [40], who reported a participant saying:

[I want to talk to a professional] when I’m thinking if I need to take a test. You know, what was the probability I was infected? What do I need to know about how transmission occurs? Are there any studies or statistical data that correspond with my particular case that would give me a clue in on how worried about it do I really need to be?

There was an implication in some of the studies reporting this finding that this view was predominantly held by participants who were familiar and comfortable with the provider they would use to get tested for STIs and that it was not found among participants who had accessed internet-based testing [35,39,41].

Concerns About Self-Sampling Processes

Over half of the included studies identified concerns among participants about the self-sampling process [35-37,41,42,44]. One aspect of this was the prospect of challenges or discomfort caused by self-sampling, as reported by one participant in Tobin et al [42]:

http://www.jmir.org/2020/8/e17667/
I showed them the packet. And the first question they asked was ‘Is it painful?’ ... Once I told them it was painless they were a little more interested.

Tobin et al [42] also identified the other prevalent concern about self-sampling: it may be inaccurate or unreliable. They report one participant stating:

If it is not 100% accurate they [peers] would probably prefer to go to a clinic. Even if I am telling them, they might not feel they know enough about the at-home test and might think it is better to go to a clinic. [42]

Another aspect of the process that a number of studies identified as a concern was the return of samples, which a number of participants felt may compromise the test in some way [36,40,44]. Roth et al [40] reported:

The top ranked method for sample return was in person, even among individuals who preferred self-sampling ... Recurrent themes for personally returning the sample to the clinic included the possibility of sample misidentification, the possibility of loss of confidentiality, mistrust of the postal system and immediate access to treatment.

Uncertainty around the self-sampling appeared to be more prevalent among men and in studies with ethnically diverse participants, although such concerns were not ubiquitous in these populations.

Privacy Concerns With Internet-Based Testing

A number of studies researching perceptions of hypothetical services identified privacy concerns among participants relating to internet-based testing [37,39-41,43]. These largely centered around obtaining or returning self-sampling kits, with young people in particular expressing concern about their parents finding a kit in the mail. Tomnay et al [43] reported a teenage participant stating:

You don’t want your parents to know about it, every day you’re going to be the first one to that mailbox checking to see whether it’s there.

Gaydos et al [37] and Roth et al [40] both reported concerns among participants about being seen collecting or returning a kit in a public location, a theme that appeared to be stronger in studies with ethnically diverse populations, while Stahlman et al [41] noted concern about data being collected by providers:

One participant noted that he would not be comfortable submitting identifying information, such as his name, online.

Category 3: Positive Aspects of Remote Delivery of Results

Remote Delivery of Results Is Acceptable

The included studies that sought participant views on results delivery covered a wide range of media, including SMS, email, websites, and mail. A variety of options for phone delivery were also covered, including a phone call from a health practitioner, an answering machine message, and having to proactively call in to obtain results. The diversity of the media investigated means it is difficult to draw firm conclusions on any particular option, as opposing views were identified on almost every medium. Nevertheless, almost half of the included studies reported positive attitudes towards the delivery of results electronically. This included Gibbs et al [38], who explored users’ experiences of receiving results via a website and found that:

They welcomed the online results service, for the ability it gave them to log on when they felt ready.

Ahmed-Little et al [35], the other study that explored participants’ experiences of using internet-based testing, also found participants to be positive about electronic results.

Results by phone were also found to be viewed positively in almost a third of studies [36,37,40,44]. The most mixed response was found towards the delivery of results by mail [36,37,40].

Convenience Drives Preference of Results Medium

Almost a third of studies identified that participants’ preferences for a results medium were frequently influenced by its perceived convenience [36,38,40]. Roth [40], for example, quoted a participant discussing SMS results:

I can just flip my phone up real quick, even at work, and like okay, cool. And then I can just know what the results were and it’d just be nice. It’d be easy.

Friedman and Bloodgood [36], meanwhile, found the same motivation among participants who preferred email notification and an answering machine message on their phone.

Category 4: Negative Aspects of Remote Delivery of Results

Concern About Interception

Almost all of the studies that had data on attitudes towards results notification reported that one of users’ main concerns was interception, although this manifested itself in differing preferences [36-40]. Gaydos et al [37] explored attitudes towards a number of media and found concerns relating to all of them from some participants. One said of results via a website, for example:

Typing in a passcode for results on the internet is a good idea but most families use the same computer so you will have to be careful not to leave your passcode lying around. [37]

Other participants shared concerns about mail being read by family members and calls being overheard. This theme appeared to be prominent among women and those who had accessed internet-based testing.

Concern Over Well-Being

Almost half of the included studies reported that attitudes towards results delivery were motivated in part by a concern for the well-being of users [36-38,40,42]. This was most frequently expressed through the concern that communication of results via electronic media would mean that users would not receive sufficient support or advice, particularly if the results were positive. This also appeared to be a commonly held attitude by women, with Friedman and Bloodgood [36] quoting one participant who had received results face-to-face:
It was nice to speak to somebody and for them to tell me ‘okay, this is what we did, this is the tests we ran and thank God, you’re negative.’ Again, just somebody to talk to so that if you had questions, you had somebody face to face to talk to.

A number of participants were also concerned that the use of certain media for results delivery may result in users being left unaware of a positive diagnosis, for example, if they had to proactively call in to be informed or needed to remember a password to access results online. One participant was quoted by Roth et al [40] as saying:

I don’t think email would be good because everybody gets junk mail they might just delete the email without even knowing.

In contrast, Gibbs et al [38] reported that participants appreciated being able to log on to a website and access their results whenever they felt mentally prepared to do so.

Discussion

Principal Results

This review and synthesis identified a wide range of perceptions and experiences of internet-based testing held by users and potential users. There was a clear finding that internet-based testing is attractive due to its convenience and the fact that it alleviates concerns around stigma associated with being tested in a clinic, and many participants were drawn to it because it allowed them to avoid elements of face-to-face testing that they disliked. However, there was also a concern among some participants relating to the privacy of internet-based testing, the self-sampling process, and the fact that internet-based testing would be missing positive aspects of face-to-face testing. There was no universally accepted medium for results delivery, but preference was largely motivated by perceptions of convenience and concerns over privacy. Overall, internet-based testing appears to be acceptable despite some reservations expressed about it.

Strengths and Limitations

This review is the first attempt we are aware of to bring together qualitative data that relate to this growing medium of STI testing. The inclusion of data from 1115 participants—a substantial number for qualitative research—is a notable strength, as is the fact that the data were synthesized using a well-established and transparent method. All of the studies were assessed to be of satisfactory quality, imbuing confidence in the results, and the fact that all studies were undertaken in 3 countries with similar socioeconomic profiles enhances the generalizability of the results.

The synthesis was limited by the small number of studies eligible for inclusion, and the quantity of data varied widely between these studies. This meant that although there was a relatively strong consensus among included studies on most themes, it was difficult to draw definitive conclusions on subpopulations. Only 2 of the studies collected data from people who had actually used internet-based testing, for example, and one of these collected data only on their experience receiving results, which limited the distinctions that could be drawn between their findings and the findings of the 9 studies that collected data from potential users of hypothetical services. This similarly affected the findings on perceptions held by different sociodemographic populations, and the review may also have benefited from studies undertaken in a wider number of geographical settings and published in languages other than English. The included studies are also unlikely to have recruited people from vulnerable populations, such as homeless people or those with serious mental health issues, meaning these populations’ views may not have been captured in the review. The screening of studies for inclusion was limited, as only a proportion of results were screened by 2 authors, and although including studies published between 2005 and 2018 ensured that all relevant data were included, this relatively long time frame means that findings from some of the earlier studies may now be less relevant due to considerable changes in internet usage over this period.

Comparison With Prior Work

Internet-based STI testing differs from many other digital health interventions (such as telehealth, patient portals, and remote monitoring), as it does not involve two-way communication with clinical staff and is designed as a one-off engagement with the health care system rather than part of the management of a long-term condition. This review offers the opportunity to explore whether users of STI-testing services interact with the service in the same way as those using other digital health interventions, and one notable difference is the fact that internet-based testing is highly associated with convenience. This contrasts with the findings of a review by O’Connor et al [45] about the factors affecting more general engagement with digital health interventions, which found that many people could be deterred from accessing interventions if they felt they lacked the time or energy to do so, which may be because such interventions are frequently targeted towards individuals who are expected to have more sustained engagement [46].

However, other findings were similar to those found for alternative digital interventions, including the finding that some participants had privacy concerns over electronically providing the personal data required for access and that other participants appreciated the anonymity offered by digital interactions over face-to-face ones [45,47]. This concern over the provision of personal data parallels evidence on engagement with digital media unrelated to health care, such as social media, which regularly forces users to weigh privacy concerns against perceived benefits of use [48,49]. The normalization of social media can frequently lead users to overlook their privacy concerns, however, and this is unlikely to apply in the same way when people access internet-based testing, given that it is less likely to feature as often in their day-to-day lives [48-50].

The stigma associated with sexual health also undoubtedly heightens privacy concerns held by users of internet-based testing [23]. The concerns over privacy and anonymity identified in this review simultaneously highlight the potential of digital interventions to overcome stigma as a barrier to accessing health care—in the context of both sexual health and other conditions—and the underresearched phenomenon of the role that stigma plays when using internet-based interventions.
Our finding that many people are concerned about aspects of the internet-based testing process that could allow others to know they had sexual health services emphasizes the role providers have in mitigating that risk and suggests a need for further exploration of the role that stigma plays when individuals access, or consider accessing, internet-based health care. It is noteworthy that this finding was prominent in studies with ethnically diverse populations and that women were found to be particularly concerned about the stigma associated with clinics and interacting with clinic staff, as users of internet-based testing are disproportionately women [33-55].

The concern identified that internet-based testing may deprive users of important aspects of face-to-face testing is significant, particularly as internet-based testing is one of the few health interventions that allows users to have no direct contact with clinical staff. Although it did not appear to deter the majority of participants from the prospect of using internet-based testing, it aligns with evidence from other contexts that digital health care is seen as supplementary and that service users are willing to use it provided it does not replace face-to-face care [51]. This may also be the case for the delivery of test results remotely, a topic on which limited evidence exists and to which this review therefore makes a notable contribution [56]. Our finding that people who had used internet-based testing were satisfied to receive their results by SMS is in agreement with other research, which has found high levels of satisfaction among patients who have received results electronically [57]. That we found no consensus on preferred media for results delivery among potential users corresponds with conflicting data from other sexual health studies, suggesting that service users’ preferences when conceptualizing hypothetical services may not be an accurate predictor for what they find acceptable when they start using them [58-60].

Recommendations for Practice
Providers of internet-based testing may wish to emphasize the approach’s comparative convenience and privacy compared with face-to-face testing in order to improve uptake, as these appear to be the most appealing aspects of the service. Uptake may also be improved through attempts to alleviate concerns around self-sampling, for example, by providing reassurance about discomfort and emphasizing that the sensitivity and specificity of self-sampling is comparable to samples obtained in a clinic. It may also be worthwhile for providers to consider patient confidentiality in results delivery, for example, by ensuring that text messages are worded so they could not inadvertently reveal a diagnosis in a phone notification, and to ensure that patients receive adequate signposting to support if results are delivered electronically.

Conclusions
This study has identified a wide range of perceptions and experiences of internet-based testing by actual and potential users, including both positive and negative comparisons with clinic-based testing. There is a clear need for further qualitative research exploring in depth the experiences of people who have accessed internet-based testing, given the paucity of data on this, and for qualitative research on internet-based testing that explicitly gathers the views of populations that are at high risk of STIs or that have testing behaviors that require more in-depth understanding. There would also be value in further research on attitudes towards communicating results, given that no consensus could be found on a preferred medium.
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Abstract

Background: Although mental health issues constitute an increasing global burden affecting a large number of people, the mental health care industry is still facing several care delivery barriers such as stigma, education, and cost. Connected mental health (CMH), which refers to the use of information and communication technologies in mental health care, can assist in overcoming these barriers.

Objective: The aim of this systematic mapping study is to provide an overview and a structured understanding of CMH literature available in the Scopus database.

Methods: A total of 289 selected publications were analyzed based on 8 classification criteria: publication year, publication source, research type, contribution type, empirical type, mental health issues, targeted cohort groups, and countries where the empirically evaluated studies were conducted.

Results: The results showed that there was an increasing interest in CMH publications; journals were the main publication channels of the selected papers; exploratory research was the dominant research type; advantages and challenges of the use of technology for mental health care were the most investigated subjects; most of the selected studies had not been evaluated empirically; depression and anxiety were the most addressed mental disorders; young people were the most targeted cohort groups in the selected publications; and Australia, followed by the United States, was the country where most empirically evaluated studies were conducted.

Conclusions: CMH is a promising research field to present novel approaches to assist in the management, treatment, and diagnosis of mental health issues that can help overcome existing mental health care delivery barriers. Future research should be shifted toward providing evidence-based studies to examine the effectiveness of CMH solutions and identify related issues.

\textsuperscript{doi:10.2196/19950}
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**Introduction**

**Background**

Mental health issues can decrease the quality of life [1,2], increase the risk of communicable and noncommunicable diseases, and contribute to both unintentional and intentional injury [3]. They may also cause, among other issues, lower educational achievements, substance abuse, and violence [4]. Mental illness is considered as “one of the main causes of unhappiness in the world. It produces nearly as much of the misery that exists as poverty does, and more than is caused by physical illness” [5]. On average, they reduce national income by 5% through unemployment, absenteeism, lowered productivity, and extra physical health care costs [6].

Although mental health issues constitute a global concern and threat, the mental health care industry is still struggling to overcome various barriers and reach people in need [7]. In low- and middle-income countries, more than 75% of people identified with serious anxiety, problematic mood changes, impulse control, or substance abuse disorders did not receive any care [8]. Among the barriers and challenges that threaten the mental health care industry are cost issues [9], shortage of mental health care providers, health plan barriers, lack of coverage or inadequate coverage [10], stigma, and poor mental health literacy [11]. Cultural orientations can, in some cases, be considered as a barrier for seeking mental help and access [12]. Mental health care delivery can also face barriers in complicated situations such as the recent coronavirus disease (COVID-19) global outbreak [13,14]. Such pandemics create global feelings of fear, worry, sadness, and anger and cause a global increase in stress and anxiety, especially for people with existing mental health problems [15,16], putting more load on health care institutions. They also create new obstacles to mental health care delivery as many people are in quarantine and several countries are in complete lockdown, making access to mental health care even more challenging [17].

Connected mental health (CMH), which refers to the use of information and communication technologies (ICT) to support and improve mental health conditions and mental health care, can help alleviate some of the aforementioned barriers [18]. This presents unlimited possibilities and opportunities to help overcome the challenges, barriers, and limitations of the mental health care industry [18].

CMH solutions are connected health solutions for mental health care. The term connected health is used to “encompass terms such as wireless, digital, electronic, mobile, and tele-health” [19]. Connected health has become an established research field in the past 5 years [20]. In this paper, we use the term CMH to refer to topics related to electronic mental (e-mental) health, mobile mental (m-mental) health, telemental health, and digital mental health, among others. CMH solutions have the potential to allow anonymous access to overcome care preventing stigma, access to care with minimal to no cost, reach remote areas, enhance patients’ engagement, and access information [21,22]. They also have the potential to deliver cost-effective mental health services [23]; overcome geographical barriers [24]; and provide a better understanding of mental illnesses’ development, recovery, symptom assessment, and monitoring through the use of technology [25]. CMH can use technology-based interventions such as video conferencing; telemental health [26]; mobile-based interventions [27,28]; internet-based solutions [29,30], which are necessary in situations such as global health pandemics; and novel digital data collection interventions [31,32]. In addition, CMH can improve several important areas of mental health care, including primarily information provision, screening, assessment, monitoring, intervention, and social support [22].

**Objectives**

This paper presents the results of a systematic mapping study conducted to analyze the current research landscape of CMH literature in the Scopus database. To conduct the analysis, 8 mapping questions (MQs) were addressed, which allowed us to classify 289 selected publications indexed in Scopus according to their publication year, publication source, research type, contribution, empirical type, mental health issues, and targeted cohort.

**Methods**

**Overview**

This study follows the mapping process proposed by Petersen et al [33]. This process covers the selection of relevant publications, the construction of a classification scheme, and a systematic mapping of publications. The principal objective of a systematic mapping study is to structure a research area and provide an overview of the available literature, primarily by investigating the covered topics and classifying the available contributions [34].

**MQs**

Textbox 1 presents the 8 MQs and their rationale. The MQs were defined to provide an overview and a structured understanding of the existing CMH literature in the Scopus database.

http://www.jmir.org/2020/8/e19950/
Textbox 1. Mapping questions.

MQ1 (mapping question)
- How has the frequency of publications addressing CMH (connected mental health) changed over time?

MQ2
- Which publication channels are the main target for CMH research?

MQ3
- What are the research types of studies addressing CMH?

MQ4
- What are the contributions of published CMH studies?

MQ5
- Are CMH studies empirically validated or evaluated?

MQ6
- What are the mental health disorders addressed in CMH literature?

MQ7
- Who are the target audience in CMH studies?

MQ8
- In which countries were the selected empirically evaluated studies conducted?

Search Strategy
The search was conducted in the Scopus database, which is considered to be the largest indexation database that includes articles from various disciplines such as engineering, medicine, business, and computer science [35].

The aim of the selection process was to identify the articles that are most relevant to the objective of this mapping study. To further focus the search and include relevant studies, the search was focused on the titles of the publications.

The following search strings were applied to the titles of the publications indexed in Scopus:
- “e-” AND “mental” AND “health”
- (“Mobile” OR “M-”) AND “mental” AND “health”
- “Digital” AND “mental” AND “health”
- “Connected” AND “mental” AND “health”
- “Tele” AND “mental” AND “health”

The search strings were formulated to include a broad selection of literature and were not combined in one search string for the purpose of identifying the number of results for each term separately. The search for publications was conducted on January 23, 2020.

Papers Selection
The first author (ND) retrieved candidate papers from the results of the search and entered information in an Excel (Microsoft Corporation) file that was shared with the second author (SO) for revision. The two authors examined the title, abstract, and keywords and then commented on whether the paper was to be included in or excluded from the selection according to the inclusion and exclusion criteria (EC).

The inclusion criterion was limited to publications that addressed an aspect of CMH, and the studies that satisfied any one of the following EC were eliminated:
- EC1: studies published after 2019 to construct a clear trend of publication
- EC2: studies not published in English, as there is a clear dominance of the English language in the international communications, science, and literature [36,37]
- EC3: papers published as notes, editorials, or letters
- EC4: publications not addressing mental health issues
- EC5: publications not addressing the use of technology for mental health.

Figure 1 shows the selection results. A total of 289 papers (out of 571 candidate studies) were included in the final selection. EC 1, 2, and 3 were applied in the Excel file. Checking for EC 4 and 5 and the screening of studies were conducted by inspecting the abstracts and, in some cases, the full texts of the candidate studies.
Data Extraction Strategy

The extraction of data from the selected studies was focused primarily on providing answers to the MQs according to the criteria presented in Textbox 2.
Textbox 2. Classification criteria.

**MQ1 (mapping question)**
- Identifying the publication year and term used can assist in suggesting the publication trend. The main term of each study was not based on the results of the selection process but was based on an analysis of the content of the publications.

**MQ2**
- Identifying the publication channel and the publication source of each study.

**MQ3**
- Research types can be classified as follows: (1) solution proposal: a solution to an existing problem, either novel solution or a significant extension of an existing solution; (2) review: analysis of the existing literature; (3) exploratory study: conducting research and investigating on a specific aspect; (4) opinion paper: these papers express the personal opinion of the author on a specific technique not relying on related work or research methodologies; (5) validation research: this type of paper investigates novel solutions that have not been implemented yet; (6) evaluation research: conducting a study on an implemented solution by identifying how the solution has been implemented in practice, the benefits and drawbacks of the implementation, and relevant problems in the field; (7) feasibility study: an analysis of relevant factors of success of an intervention to determine the likelihood of its implementation successfully; and (8) books and book chapters.

**MQ4**
- The contributions of the selected studies can be classified as follows: (1) tool-based techniques: techniques based on software or devices used to accomplish a connected mental health (CMH)–related task; (2) model: a system that allows structured utilization of CMH solutions; (3) method: development or design of an approach by creating a series of steps that can assist in utilizing CMH solutions; (4) guidelines: a set of rules or recommendations to be followed during the course of an action related to CMH; (5) framework: a real or conceptual structure intended to support and guide the creation of CMH-related contributions; (6) protocol: a set of rules guiding use of technology for mental health care; (7) perspectives and attitudes toward CMH: results on perspectives, attitudes, acceptance, and preferences toward CMH in general or in a specific group of people; (8) advantages and challenges of CMH: views regarding the advantages, benefits, risks, challenges, and limitations of CMH; and (9) other: results of general research on the efficacy, effectiveness, and usability of CMH interventions.

**MQ5**
- The empirical types can be classified as follows: (1) experiment: testing a hypothesis by creating a situation with controlled conditions; (2) case study: testing a solution in real life, with the purpose of gathering new information and detecting potential issues by analyzing real cases; (3) questionnaire: a set of specific, easy to answer questions targeting an audience to collect large amounts of data; (4) interview: a conversational method based on asking specific questions to gather in-depth, precise, and meaningful data; (5) mixed methods: using more than one empirical evaluation method; (6) focus group: investigating results and feedback in a relatively small group of participants; (7) other: all empirical evaluation methods that do not belong to any of the categories above; and (8) none: all solutions that were not validated empirically were classified as theories.

**MQ6**
- Identifying the mental problem addressed in each study.

**MQ7**
- Identifying the targeted cohort group.

**MQ8**
- Identifying the country or region where the study has been conducted. Nonempirically evaluated studies are usually general, whereas empirically evaluated studies focus on specific groups and countries or regions. Therefore, for this question, we focus on the latest.

### Synthesis Method

The synthesis method used in this study consisted of the following steps:

- Reading and analyzing the 289 selected studies to extract information presented in the Data Extraction Strategy subsection.
- Classifying the studies by enumerating the number of publications per MQ. It should be noted that selected publications addressing more than one mental health issue (MQ6), more than one cohort group (MQ7), and more than one country (MQ8) were counted in each category.
- Presenting the classification results in figures and charts, such as bubble plots, as visualization of the results facilitated their analysis.
- Presenting a narrative summary to describe the principal findings.

### Compliance With Ethical Standards

This paper does not contain any study with human participants or animals.

### Results

This section summarizes the results of the MQs. The results of the mapping study can be found in Multimedia Appendix 1.
MQ1: How Has the Frequency of Publications Addressing CMH Changed Over Time?

Figure 2 shows the publication trend per term used in the selected papers: mobile or m-mental, e-mental, digital, and telemental health. This shows a significant increase in interest in the field of CMH research in the past decade. The publication trend began with fewer than 5 publications per year until 2011. We estimate that the trend of publication will continue to increase in 2020, particularly owing to the increasing interest in mental health during the recent COVID-19 pandemic.

Figure 2. Connected mental health publication trend. e-mental: electronic mental; tele-mental health: telehealth for mental health.

MQ2: Which Publication Channels Are the Main Target for CMH Research?

A total of 3 publication channels have been identified from the selected studies: journals, conferences, and books. Overall, 82.3% (238/289) of the selected papers were published in journals, 11.4% (33/289) were published in conference proceedings, and 6.2% (18/289) were published in books. A total of 39 of the selected studies were retrieved from the Journal of Medical Internet Research. Table 1 presents publication sources that published two or more selected studies. It is worth noting that there might be relevant studies conducted in e-mental health and mobile health companies intended for internal use only and not published in scientific venues. The findings of such studies might offer new interesting insights and might help evolve the CMH field.
Table 1. Publication sources that published more than one selected publication.

<table>
<thead>
<tr>
<th>Publication sources</th>
<th>Publications, n</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Journal of Medical Internet Research</td>
<td>39</td>
<td>[38-76]</td>
</tr>
<tr>
<td>e-Mental Health</td>
<td>8</td>
<td>[77-84]</td>
</tr>
<tr>
<td>Journal of Mental Health</td>
<td>7</td>
<td>[18,25,85-89]</td>
</tr>
<tr>
<td>BMC Psychiatry</td>
<td>7</td>
<td>[90-96]</td>
</tr>
<tr>
<td>Psychiatric Services</td>
<td>7</td>
<td>[22,97-102]</td>
</tr>
<tr>
<td>Frontiers in Psychiatry</td>
<td>7</td>
<td>[103-109]</td>
</tr>
<tr>
<td>Studies in Health Technology and Informatics</td>
<td>6</td>
<td>[110-115]</td>
</tr>
<tr>
<td>Current Treatment Options in Psychiatry</td>
<td>6</td>
<td>[116-121]</td>
</tr>
<tr>
<td>Journal of Technology in Human Services</td>
<td>5</td>
<td>[122-126]</td>
</tr>
<tr>
<td>Professional Psychology: Research and Practice</td>
<td>4</td>
<td>[127-130]</td>
</tr>
<tr>
<td>Australian and New Zealand Journal of Psychiatry</td>
<td>4</td>
<td>[131-134]</td>
</tr>
<tr>
<td>Internet Interventions</td>
<td>3</td>
<td>[135-137]</td>
</tr>
<tr>
<td>Current Psychiatry Reports</td>
<td>3</td>
<td>[138-140]</td>
</tr>
<tr>
<td>Asian Journal of Psychiatry</td>
<td>3</td>
<td>[141-143]</td>
</tr>
<tr>
<td>Australian Family Physician</td>
<td>3</td>
<td>[144-146]</td>
</tr>
<tr>
<td>Evidence-Based Mental Health</td>
<td>3</td>
<td>[147-149]</td>
</tr>
<tr>
<td>Lecture Notes in Computer Science (including subseries Lecture Notes in Artificial Intelligence and Lecture Notes in Bioinformatics)</td>
<td>3</td>
<td>[150-152]</td>
</tr>
<tr>
<td>PLoS ONE</td>
<td>3</td>
<td>[153-155]</td>
</tr>
<tr>
<td>International Journal of Mental Health Nursing</td>
<td>3</td>
<td>[156-158]</td>
</tr>
<tr>
<td>Telemedicine and e-Health</td>
<td>3</td>
<td>[159-161]</td>
</tr>
<tr>
<td>Psychiatric Times</td>
<td>3</td>
<td>[162-164]</td>
</tr>
<tr>
<td>Frontiers in Public Health</td>
<td>3</td>
<td>[165-167]</td>
</tr>
<tr>
<td>Health Informatics Journal</td>
<td>3</td>
<td>[168-170]</td>
</tr>
<tr>
<td>Indian Journal of Psychological Medicine</td>
<td>3</td>
<td>[171-173]</td>
</tr>
<tr>
<td>JAMA Psychiatry</td>
<td>2</td>
<td>[174,175]</td>
</tr>
<tr>
<td>Journal of Psychosocial Nursing and Mental Health Services</td>
<td>2</td>
<td>[176,177]</td>
</tr>
<tr>
<td>Journal of Physics: Conference Series</td>
<td>2</td>
<td>[178,179]</td>
</tr>
<tr>
<td>BMC Medical Informatics and Decision Making</td>
<td>2</td>
<td>[180,181]</td>
</tr>
<tr>
<td>Psychiatry (New York)</td>
<td>2</td>
<td>[182,183]</td>
</tr>
<tr>
<td>Conference on Human Factors in Computing Systems—Proceedings</td>
<td>2</td>
<td>[184,185]</td>
</tr>
<tr>
<td>Journal of Affective Disorders</td>
<td>2</td>
<td>[186,187]</td>
</tr>
<tr>
<td>Cyberpsychology, Behavior, and Social Networking</td>
<td>2</td>
<td>[188,189]</td>
</tr>
<tr>
<td>Journal of Psychiatric Research</td>
<td>2</td>
<td>[190,191]</td>
</tr>
<tr>
<td>European Journal of Psychotraumatology</td>
<td>2</td>
<td>[192,193]</td>
</tr>
<tr>
<td>IEEE International Symposium on Computer-Based Medical Systems—Proceedings</td>
<td>2</td>
<td>[194,195]</td>
</tr>
<tr>
<td>Advances in Mental Health</td>
<td>2</td>
<td>[196,197]</td>
</tr>
<tr>
<td>The Digitization of Healthcare: New Challenges and Opportunities</td>
<td>2</td>
<td>[198,199]</td>
</tr>
<tr>
<td>Australian Psychologist</td>
<td>2</td>
<td>[200,201]</td>
</tr>
</tbody>
</table>
MQ3: What Are the Research Types of Studies Addressing CMH?

Figure 3 presents the research types identified in the selected papers. The largest number of the selected publications were exploratory research (104/289, 35.9%), followed by reviews (61/289, 21.1%) and solution proposals (49/289, 16.9%); however, 10.0% (29/289) and only 1.3% (4/289) were evaluation studies and validation research, respectively.

Figure 3. Bubble graph associating the research types with the empirical types and the contribution types.

MQ4: What Are the Contributions of the Selected CMH Studies?

Figure 3 shows the different contributions of the selected papers: 36.6% (106/289) of the selected studies addressed the advantages, challenges, and limitations of CMH; 24.2% (70/289) proposed tool-based solutions; and 19.7% (57/289) investigated perspectives and attitudes toward CMH. Only 3.8% (11/289) of the studies presented guidelines, and only 2.4% (7/289) provided frameworks and protocols.

MQ5: What Are the Empirical Types of the Selected CMH Studies?

Figure 3 shows the identified empirical types of the selected papers. Overall, 52.5% (152/289) of the studies were not evaluated empirically, and 17.9% (52/289) and 12.4% (36/289) were evaluated empirically through experiments and questionnaires, respectively. Only a few publications used empirical evaluation methods such as case studies (7/289, 2.4%), focus groups (7/289, 2.4%), and interviews (6/289, 2.0%). In addition, 10.0% (29/289) of the studies implemented either a mixed method approach (17/289, 5.8%) or used a different, not largely used empirical evaluation approach (12/289, 4.1%).

MQ6: What Are the Mental Health Issues Addressed in the CMH Literature?

Figure 4 shows the mental health issues identified in the selected studies. Most of the selected studies (219 publications) addressed mental well-being in general. A total of 38 publications addressed depression, whereas 22 publications focused on anxiety. Furthermore, 37 papers addressed serious mental illnesses such as bipolar disorder, psychosis, schizophrenia, personality disorders, dementia, panic disorders, and major depressive disorders. Among the identified mental health issues addressed in the selected papers were addiction, suicide, cognitive disorders, sleeping disorders, emotional problems, mindfulness, and productivity influenced by mental state.

Figure 4. Mental health issue types versus targeted cohort. The color and the percentage represent the frequency of appearance of a problem in the selected studies dealing with a specific cohort.

<table>
<thead>
<tr>
<th>Problems</th>
<th>No specific group (N=200)</th>
<th>Young people (N=33)</th>
<th>Adolescent (N=43)</th>
<th>Children (N=69)</th>
<th>Clinicians (N=64)</th>
<th>Workforce (N=68)</th>
<th>Veterans and caregivers (N=7)</th>
<th>Adults (N=41)</th>
<th>Women (N=40)</th>
<th>Elderly (N=30)</th>
<th>Parents (N=22)</th>
<th>Refugees (N=3)</th>
<th>Cancer patients (N=9)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General mental health (N=219)</td>
<td>74.5%</td>
<td>69.7%</td>
<td>75.8%</td>
<td>68.9%</td>
<td>78.6%</td>
<td>75.0%</td>
<td>57.1%</td>
<td>75.0%</td>
<td>25.0%</td>
<td>100.0%</td>
<td>50.0%</td>
<td>100.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Depression (N=38)</td>
<td>11.5%</td>
<td>15.2%</td>
<td>25.0%</td>
<td>11.1%</td>
<td>7.1%</td>
<td>12.5%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Serious mental illness (N=37)</td>
<td>15.0%</td>
<td>0.0%</td>
<td>25.0%</td>
<td>33.3%</td>
<td>7.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Anxiety (N=22)</td>
<td>7.0%</td>
<td>12.1%</td>
<td>8.3%</td>
<td>11.1%</td>
<td>7.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Behavioral and emotional problems (N=15)</td>
<td>2.5%</td>
<td>9.1%</td>
<td>25.0%</td>
<td>11.1%</td>
<td>7.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Stress (N=13)</td>
<td>3.5%</td>
<td>9.1%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Post-traumatic stress disorder (N=7)</td>
<td>1.5%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Sleep disorders (N=5)</td>
<td>1.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Body image issues and eating disorders (N=5)</td>
<td>0.5%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Addiction (N=4)</td>
<td>1.5%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Suicide and self-harm (N=6)</td>
<td>1.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
<tr>
<td>Cognitive disorders (N=4)</td>
<td>1.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
<td>0.0%</td>
</tr>
</tbody>
</table>
MQ7: Who Are the Targeted Cohorts in the Selected CMH Studies?

Figure 4 shows all groups identified in the studies. Most studies (200 selected publications) did not address a particular group of people. The remaining publications focused either on age-based groups, such as children, adolescents, and the elderly, or on specific groups, such as veterans, refugees, and cancer patients.

MQ8: In Which Countries Were the Selected Empirically Evaluated Studies Conducted?

Figure 5 shows the geographical distribution of the selected empirically evaluated studies. Most studies were conducted in Australia, followed by the United States and Canada. Some studies included more than one country and were counted for each one.

Discussion

Principal Findings

Trends in Publication and Usage of Terms

There has been an increasing interest in CMH publications in the past decade. This can be explained by the fact that CMH research has been influenced continuously by novel technological interventions and the growth in ICT usage, especially with the appearance of Web 2.0 between 2003 and 2004 [202]. Web 2.0 introduced an architecture of participation [203], focusing on social interactions and collective intelligence [204]. These changes were accompanied by a significant increase in the number of internet users worldwide [205] as well as ownership and usage of smartphones [206] and computers [207-209]. This has also impacted the use of ICT, which has been incorporated in many fields, including transport [210], tourism [211], education [212], virtual work teams [213], and health care [214].

An increase in the number of publications in the field of CMH could have also been influenced by the changes in the general literature. There has been a shift from paper copies to electronic copies, which significantly increased the accessibility to published studies, particularly open access publications [215]. Consequently, the research evaluations performed by peers became reliant on different bibliometrics [216]. The productivity of researchers has mainly been measured by bibliometrics (eg, journal’s impact factor [217,218] and researcher’s h-index [219]), which is impacting hiring processes, academic promotion, and funding decisions [219,220]. This puts more pressure on researchers to produce more publications in the literature, particularly publications indexed in Scopus.

The earliest term used in the selected CMH studies was telemental health, which falls in the same group of terms as telemedicine and telepsychiatry. These terms have been used to describe remote health care and informatization of some elements of the health care process since the 1990s [221,222]. The term telemental health has rarely been used in recent years as e-mental health began emerging since 2006.

The term eHealth was introduced in the late 1990s. It was defined at the 7th International Congress on Telemedicine and Telecare in London at the end of November 1999 by John Mitchell as “a new term needed to describe the combined use of electronic communication and information technology in the health sector” and as “the health industry’s equivalent of e-commerce” [223]. Although previously used terms were linked to medical professionals, eHealth was found to be driven by nonprofessionals, namely, patients (or consumers) [224]. Many...
journals after the introduction of eHealth changed their names to include it; for example, the Telemedicine Journal added an “and eHealth” to its title. Nevertheless, publications were not including the term eHealth, and researchers preferred to use more specific terms such as medical informatics, telemedicine, and electronic patient records, which are considered more meaningful than the generic term eHealth [223]. This might explain its late and delayed emergence in the literature.

The trend of publications also showed an increasing use of the term m-mental health, primarily since 2010. The expansion in the use and ownership of smartphones [225] brings new opportunities for the mental health care industry to face some of the most pressing global challenges and make mental health care more accessible, faster, less expensive, and better [226]. Studies have proven the interest and willingness of people with mental health issues to try mobile solutions [73,227]. Hence, it is expected that m-mental health will continue to attract the attention of CMH researchers and practitioners.

The term digital mental health has been used since 2011. This term is associated with the use of recent and advanced technologies, such as sensors [228] and machine learning techniques, and it has been used as a modern synonym for e-mental health, especially since 2017. It must be noted that researchers use different terms to refer to the same concept, and, in many studies, authors use more than one term, which might occasionally create confusion, especially in cases in which known definitions of each term overlap. Consequently, there is a need for a broad term such as connected mental health to encompass the different terms used. Although connected health has become an established field [20], we did not find the use of such a term in mental health care. To the best of our knowledge, this is the first study that uses this term to refer to the use of ICT in mental health.

Publication Channels

Most of the selected papers (238/289, 82.3%) were published in scientific journals. Publishing in a rigorous scientific journal is based on a set of ethics and rules [229] that can result in the production of high-quality content. This result could have been impacted also by the choice of digital library. More journals than conference proceedings in CMH might have satisfied the criteria of Scopus indexation. There are also many scientific journals that are categorized in health informatics. This encourages researchers to conduct studies suited for journals and indicates a particular level of maturity in the field from a quantitative perspective. Articles published in journals tend to be more detailed and extensive. Conferences are also an important venue for publications. Conferences with proceedings provide fast tracking of publication to keep researchers and practitioners up to date with the latest findings. The first identified publication in the selected studies, which appeared in 2003, was a book. Books are used to introduce or provide a detailed overview of a topic.

Research Types and Empirical Types

The multidisciplinary nature of the CMH field and its various subareas resulted in a high ratio of exploratory research and reviews compared with other types of research, such as solution proposals, validation, and evaluation research. The diversity of the identified empirical evaluation types points to the uncertainty regarding adequate methods to evaluate CMH solutions. There is a need for evidence-based studies that will verify the efficiency of CMH interventions, create accurate results for future research, and identify challenges that need to be addressed. Most of the selected studies (152/289, 52.5%) were not evaluated empirically, which can be linked to the fact that a large number of empirical evaluation studies in the health informatics field have not been published [230]. Most of the remaining studies were empirically evaluated through experiments (52/289, 17.9%), primarily owing to their controlled environments. Case studies are more suited for sensitive problems such as mental health issues and would be more beneficial for the growth of the field, as they help identify many issues that can be faced in real-life implementation of ICT interventions. However, only 2.4% (7/289) of the selected studies were evaluated empirically through case studies. Questionnaires represented an important part of the empirical evaluation methods of the selected studies (36/289, 12.4%) used mainly in exploratory research (104/289, 35.9%) to investigate perspectives and attitudes toward the use of technology for mental health and on advantages, challenges, and limitations of CMH. Questionnaires are useful tools for data collection as they can be formulated to collect significant amounts and various types of data and can be delivered through various means to reach large groups of people.

Contributions of the Selected Studies

The largest number of the selected studies focused on investigating the advantages, benefits, risks, challenges, and limitations of CMH (106/289, 36.6%) as well as perspectives and attitudes of patients, clinicians, and various stakeholders toward CMH (57/289, 19.7%). An important part of the identified contributions was about tool-based techniques (70/289, 24.2%), whereas only a few studies represented frameworks, protocols, and models (14/289, 4.8%). This points to a level of ambiguity in the field as frameworks, protocols, and models are typically signs of clear understanding of a concept, its benefits, and its limitations. Tool-based techniques are usually relatively specific to one area of implementation and target a specific need, for instance, a mobile app for tracking mood changes or a website for evaluating levels of depression.

Despite an increasing number of CMH publications, the types of research identified are primarily theoretical and hypothetical, indicating that researchers are still proposing their conceptual ideas for CMH. Only 4.4% (13/289) of the studies, categorized as others in Figure 3, addressed topics such as effectiveness, efficiency, usability, and quality of technological solutions for mental health care. The lack of publications on these topics is related to the aforementioned lack of empirical evaluation studies.

Mental Disorders and the Targeted Cohort

Most of the selected studies did not target a specific group of people (200/289, 69.2%). The remaining studies focused primarily on young people, adolescents, and children (33/89, 37%; 12/89, 13%; and 9/89, 10%, respectively). There was an overlap of age ranges among the categories, primarily owing
to the existing overlapping of ages in the known definitions of the categories. The World Health Organization defines adolescence as the age range spanning from 10 to 19 years, youth as those aged between 15 and 24 years, and young people as the group covering the 2 categories from 10 to 24 years [231]. The adolescent group is further divided to include a subgroup of early adolescence (11-14 years) [232], which might be referred to by some authors as children. Targeting primarily the young category of patients can be explained by the fact that this category is characterized by the ownership of mobile devices, high usage of the internet and social networks, and familiarity with the use of technology, which makes it easy for them to become customers of CMH solutions.

On the basis of our findings, the young people category is the main target for studies on technological solutions for depression, anxiety, and related issues. These disorders are the third leading cause of death among adolescents and young adults, with a prevalence of approximately 4% in children and 10% to 20% in adolescents [233]. Other mental health issues such as body image issues, eating disorders, and sleep problems are also common among young people. Most mental health issues identified in this category could be linked to young people’s extensive use of social networks and living a digital life, making them disconnected from real life and absorbed in following other people’s lives and comparing them with their own lives. In many cases, this can cause them to feel worthless and disappointed with their lives, bodies, or achievements. Internet use has become an addiction for many young people, causing, among other problems, loss of sleep and high levels of loneliness [234] as well as many cyber-related mental problems [235].

Depression, followed by anxiety, was identified among most of the cohort groups, owing primarily to the increasing global expression of these disorders. The global population with depression increased by 18.4% between 2005 and 2015; similarly, the total number of people with anxiety increased by 14.9% between 2005 and 2015 [236]. Depression can occur as a result of other health problems, such as perinatal and postpartum depression among women [155,237] and common depression among cancer patients [238].

Many serious disorders such as schizophrenia, psychosis, and personality disorders were the subjects of many of the selected studies, pointing to the potential of using CMH not only for common mental disorders but also for more severe and complicated mental problems.

Most of the selected CMH publications addressed general mental well-being. Having more studies focusing on specific mental issues might help identify specific limitations and issues as well as highlight opportunities related to specific disorders. More studies should also focus on people in war zones as they are vulnerable to various mental problems and have more barriers to obtain mental health care, which CMH can help solve [239].

Countries in Which the Empirical Evaluations Were Conducted

Most empirical evaluations were conducted in developed English-speaking countries such as Australia, the United States, Canada, and England. This might be mainly owing to the advancement in research in these countries. In Australia, universities are considered world-leading in at least one area of research [240], and large investments are provided to research institutes [241]. There is an important research interest in health informatics in Australia [242]. Research in the United States is believed to be essential to the country’s economic growth. Therefore, the federal government has devoted a significant amount of funding for research [243]. The United States has many of the most accomplished individuals in the field of health informatics working in research projects and institutions specialized in the field [244]. Several developing countries have good ICT infrastructures and can benefit from different CMH interventions to solve several existing issues; however, limited research is conducted in developing countries. The same goes for war zones as only 2 studies addressed people in war zones: one conducted for Palestinian children [245] and the other addressed Syrian refugees in Germany, Sweden, and Egypt [106]. CMH interventions are solutions to overcome mental care barriers in developing countries and war zones. Research in this field should be shifted to countries that are most in need of CMH solutions.

Comparison With Related Studies

The findings of this study are aligned with the findings of other studies related to CMH:

- The identified increase in interest in the CMH literature was also reported in a literature review of e-mental health [133].
- The identified lack of empirical evaluation of the proposed solutions was reflected in the findings of a meta-analysis on digital interventions for alcohol and substance use disorders, reporting limitations in the number of randomized control trials (RCTs) in that area [117]. Another review on RCTs on the effectiveness of occupational e-mental health concluded the need for more detailed and specific effectiveness research [246]. A narrative review on digital mental health in developing countries reported a shortage of studies on the effectiveness and cost-effectiveness of the investigated internet-based programs [166]. A review on the effectiveness of mobile apps reported a lack of clinically validated evidence on the efficiency of most available apps [191].
- There was a lack of use of the term telemental health. Related findings were described in a review of the directions for videoconferencing and telemental health [247]. The review reported a limited number of RCTs in the field as well as methodologically flawed and limited research studies, which resulted in the research agenda of telemental health not being fully maximized [247].
- Leading countries in the empirical studies selected were Australia and the United States, which are similar to findings from other reviews. A review reported that evidence for telemental health and web-based solutions are largely led by Australia [138]. Two reviews reported that most of their selected publications were found to have mostly originated in the United States and Australia [22,133], and a study [133] found that Australian e-mental health research was higher in diversity and quantity.
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Limitations
This study has some limitations. This study did not include other digital databases. However, Scopus is widely considered to be the largest indexing digital library that includes publications from different disciplines [35]. This allowed us to identify different contributions in CMH research. It should be noted that Web of Science (WoS) was not considered as a recent study showed that slight differences exist between the scientific literature covered in Scopus and WoS Core Collection, which will result in a large number of duplicates [248].

The search strings were applied only to the titles to limit the sizes of the selection and to include only relevant and focused CMH publications, possibly omitting other candidate studies. However, we considered that if a paper’s principal focus was CMH, then at least one of the terms from the search strings could be expected to appear in the title, alleviating the risk of discarding relevant publications for this mapping study.

Other terms, particularly terms related to different mental health issues, might have been relevant for inclusion in the search strings, possibly impacting the results. However, our aim was to provide a high-level overview of existing CMH literature.

Other classification criteria might have been relevant to extracting further information from the selected studies, possibly affecting our findings. However, the principal aim of this systematic mapping study was to provide an overview of CMH literature, and the process and criteria presented in the Methods section fit this purpose.

The final study selection depended on the first two authors, ND and SO, who conducted the search process. The first author conducted a preliminary search in Scopus and constructed a preliminary selection of publications. The second author revised the selection. If a disagreement arose between the two authors on the exclusion or inclusion of a paper, then a discussion took place until an agreement was reached. It should be noted that the two authors have experience in conducting mapping studies and systematic literature reviews [228,249,250].

Conclusions
This paper conducted a systematic mapping study of 289 publications indexed in Scopus and provided an overview of the available literature on CMH research. CMH has the potential to overcome some of the mental health care delivery barriers by introducing and exploiting ICT in the process of mental health care. A total of 289 publications were selected, analyzed, and classified. The results showed that CMH is a promising research field that has gained increasing attention from researchers over the years. The frequency of the selected publications was influenced by the continuous developments in digital media and the use of ICT as well as the changes in literature evaluation methods, which mainly relied on bibliometrics. The results also showed that most of the selected CMH literature addressed general mental well-being; depression and anxiety were the mental disorders most addressed in studies on specific mental issues, which is in accordance with their global prevalence; young people were the most targeted cohort group as they are more familiar with digital solutions; exploratory research and reviews were the dominant research types found in the selected literature, which indicates that researchers are more focused on exploring possible venues of implementation of ICT in mental health care and constructing an understanding of the field; and most of the selected studies were not empirically evaluated. Moreover, the results showed that selected studies that were empirically evaluated were mostly conducted in developed countries. Screening of the selected studies that were reviews showed that they targeted specific cohort groups, specific mental disorders, specific types of solutions, or specific terms. To the best of our knowledge, this is the first mapping study that addresses the field of CMH as a whole, including all relevant terms and without excluding any specific criteria. On the basis of our findings, we recommend the following to researchers:

- Shift attention to provide evidence-based solutions and studies, and empirically evaluate existing solutions in future CMH studies.
- Focus on specific mental issues and cohort groups to better identify possible issues and limitations of the field.
- Investigate CMH solution implementation in developing countries and war zones, which experience various mental care delivery barriers.
- Use connected mental health as an englobing term for the exploitation of the different types of ICT in mental health care.

Practitioners can use this study to find tool-based studies for specific cohorts and/or mental disorders. They can also find studies related to the attitudes and behaviors of CMH users.

We believe that our study will provide researchers and practitioners with relevant information regarding the existing CMH literature as well as recommendations for future publications. For future work, we intend to develop a conceptual framework for sustainable CMH solutions.
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Abstract

**Background:** Type 2 diabetes mellitus (T2DM) is among the most prevalent noncommunicable health conditions worldwide, affecting over 500 million people globally. Diet is a key aspect of T2DM management with dietary modification shown to elicit clinically meaningful outcomes such as improved glycemic control, and reductions in weight and cardiovascular disease risk factors. Web-based interventions provide a potentially convenient and accessible method for delivering dietary education, but its effects on dietary behavior in people with T2DM are unknown.

**Objective:** The objective of this review was to determine the effectiveness of web-based interventions on dietary behavior change and glycemic control in people with T2DM.

**Methods:** Per PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines, systematic literature searches were performed using Medline, Embase, The Cochrane Library, and CINAHL to retrieve papers from January 2013 to May 2019. Randomized controlled trials of web-based interventions in adults with T2DM with reported dietary assessment were included. Population and intervention characteristics, dietary guidelines and assessments, and significant clinical outcomes were extracted. Differences between groups and within groups were assessed for dietary behavior and clinical outcomes.

**Results:** There were 714 records screened, and five studies comprising 1056 adults were included. Studies measured dietary changes by assessing overall diet quality, changes in specific dietary components, or dietary knowledge scores. Significant improvements in dietary behavior were reported in four out of the five studies, representing healthier food choices, improvements in eating habits, reductions in carbohydrates, added sugar, sodium, saturated fat and overall fat intake, and/or increases in dietary knowledge. Three studies found significant mean reductions for hemoglobin A1c ranging from −0.3% to −0.8%, and/or weight ranging from −2.3 kg to −12.7 kg, fasting blood glucose (−1 mmol/L), waist circumference (−1 cm), and triglycerides (−60.1 mg/dL). These studies provided varied dietary recommendations from standard dietary guidelines, national health program guidelines, and a very low carbohydrate ketogenic diet.

**Conclusions:** This review provided evidence that web-based interventions may be an effective way to support dietary behavior change in people with T2DM, potentially leading to changes in glycemic control and other clinical outcomes. However, the evidence should be viewed as preliminary as there were only five studies included with considerable heterogeneity in terms of the diets recommended, the dietary assessment measures used, the complexity of the interventions, and the modes and methods of delivery.

(J Med Internet Res 2020;22(8):e16437) doi:10.2196/16437
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Type 2 diabetes mellitus (T2DM) is among the most prevalent noncommunicable diseases worldwide, estimated in 2018 to affect more than 500 million people across 45 countries [1]. T2DM is a metabolic disorder characterized by hyperglycemia; therefore, obtaining glycemic control is the overarching goal of T2DM treatment [2]. Glycemic control is generally defined as a hemoglobin A1c (HbA1c) level of 7% or less. However, it is recognized that tighter glycemic control of 6.5% or less may further reduce the risk of macro and microvascular complications such as cardiovascular disease (CVD), neuropathy, nephropathy, and retinopathy [2], along with decreasing the risk of mortality [3]. The American Diabetes Association (ADA) [2] recommends education aimed at lifestyle modifications, including diet and physical activity, and prescription of medications as necessary for the management of T2DM.

It is well recognized that improving diet can optimize glycemic control, with research demonstrating improved diet quality can reduce HbA1c to a similar or greater level than the provision of medication to patients with T2DM [2,4]. Even where medication is necessary, diet remains an important component of the overall treatment plan for people with T2DM [2]. Additionally, improved diet quality may optimize weight management, blood pressure, and lipid profile, which in turn may decrease the risk of CVD and stroke in people with T2DM [4]. Previous qualitative studies including people with T2DM, have confirmed that dietary support is one of their leading preferences for self-management education [5-8]. Nevertheless, there remains a substantial gap between the need for and the provision of dietary education for those with T2DM. Initial and ongoing diabetes education is the role of an individuals’ multidisciplinary care team and/or provided by health care professionals or organizations through structured diabetes education programs [9]. However, rates of receiving any type of diabetes education are reported to be low globally, 23-66% in the United States [10], 11% in the United Kingdom [11], and 40% in Australia [9]. One explanation is access to and availability of health care professionals [6,12], the number of people with T2DM outweighing the number of health care professionals available to provide diabetes education [12]. Additionally, the cost and labor of delivering diabetes education programs face-to-face represent a significant challenge to organizations [13,14].

For the past two decades, researchers have become increasingly interested in providing diabetes education via technological means, as it represents a delivery method that has greater reach and access for people with T2DM [15], and is potentially more cost-effective [16]. Compared to usual care, web-based programs in people with T2DM have been shown to reduce HbA1c by 0.47%-1.49% [17], while mobile health (mHealth) interventions reduced HbA1c by an average of 0.8% [18]. Interventions using mobile apps show reductions in HbA1c of 0.4%-1.9% [19], and the provision of telehealth has been associated with an average HbA1c reduction of 0.17% [20]. In terms of the influence of intervention features on HbA1c outcomes in people with T2DM, when compared to mHealth and telehealth interventions, statistically significant results were only found for web-based interventions, which may indicate that web-based interventions are particularly useful for eliciting behavior change in people with T2DM [21].

Although people with T2DM need and want dietary education, web-based interventions to date have overwhelmingly focused on overall self-management [10,21,22]. While some interventions have included a healthy eating component within the intervention package, assessment of dietary adherence or behavior remains scarce. To date, we are not aware of any review that has investigated the effects of web-based interventions on change in dietary behavior in people with T2DM. Therefore, the primary aim of this systematic review was to identify and synthesize the available evidence from randomized controlled trials (RCTs) and determine the effectiveness of web-based interventions on dietary behavior change and glycemic control in people with T2DM.

Methods

This systematic review was conducted per the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines [23]. The review protocol was registered at PROSPERO (International Prospective Register of Systematic Reviews) (2018 #CRD42018109312).

Eligibility Criteria

Web-based interventions were included and defined as web-based if participants received information and directly interfaced with the internet, but they were not required to input data to a website [24]. In addition, studies were included if they were published in English; were RCTs or pilot RCTs; included an assessment of nutrition, diet, or dietary behavior; included adult participants (≥18 years) with diagnosed T2DM. Exclusion criteria were studies using non–web-based digital interventions; studies including participants with prediabetes or type 1 diabetes; studies including a combination of T2DM and participants with other types of diabetes or where outcomes for multiple chronic diseases were assessed; and studies focused on diabetes prevention.

Information Sources

A systematic literature search of four electronic databases, Medline, Embase, The Cochrane Library, and CINAHL for relevant papers published between January 2013 and May 2019, was conducted. Papers published before January 2013 were excluded as previous systematic reviews have reported on web-based, computer-based, and digital interventions in people with T2DM up to this date [22,25,26]. From these reviews, we extracted papers that met our inclusion criteria. Additionally, we conducted an in-depth exploration of reference lists for related papers and searched grey literature, including Google Scholar.

Search Strategy

Keywords used in the search were (“Type 2 Diabet*” OR “diabetes mellitus. type 2” OR “T2DM” OR “T2D”) AND (“web-based” OR “internet” OR “online” OR “digital” OR “information technology” OR “IT” OR “computer-assisted”
OR “computer-based” OR “computer interface” OR “ehealth”) AND (“diet*” OR “nutrition” OR “self-management” OR “lifestyle modification”).

Data Extraction
Search results were merged using reference management software (Endnote 8) and duplicate papers removed. Screening of the titles and abstracts for individual studies were conducted in duplicate, independently, by two authors (JD, SI) with disagreements resolved by consensus. Articles deemed eligible for full-text review were assessed for eligibility by two authors, independently (JD, SI), and disagreements for inclusion were reached via consensus. Corresponding papers from the same study were merged to extract relevant outcomes. The following parameters were extracted from included studies: author/date, study design, sample size, total study period and length of follow up, population characteristics (including location, age, and comorbidities), behavioral change theory or model, digital intervention characteristics (including the type of digital intervention and duration of exposure), intervention providers, type of dietary intervention or guidelines administered, the dietary assessment used, dietary behavior change outcomes, and significant T2DM clinical outcomes including glycemic control as indicated by blood glucose levels or HbA1c, and biomarkers weight, waist circumference, and CVD biomarkers. We also extracted intervention components, website usability rates, modes and methods of delivery, and process evaluation measures.

Assessment of Study Risk of Bias
The risk of bias was assessed by two researchers independently using the Cochrane risk-of-bias tool for randomized trials (RoB 2) [27]. RoB 2 provides an in-depth framework structured into five domains to assess the risk of bias in RCTs. These five domains assess the risk of bias arising from the randomization process, deviations from intended interventions, missing outcome data, outcome measurements, and selection of reported results. During the assessment, each domain is given a rating of low, high, or unclear. Conflicting assessment ratings were resolved by consensus. Results were then calculated to reach a quality assessment rating of poor, fair, or good quality.

Data Analysis
For qualitative analysis, differences in end intervention measures between groups and change between groups were reported, depending on the outcomes reported for individual studies. We also reported significant within-group changes. Data were considered statistically significant if the reported P value was <.05.

Results
The search identified a total of 714 papers, of which 15 full-text articles were assessed for eligibility, and five studies met the inclusion criteria and were included in this review (Figure 1) [28-32]. Corresponding papers from the same studies [33-37] provided supporting information extracted for this review. Four of the studies reviewed were RCTs, and one was a pilot RCT. Each study described a web-based intervention where participants received information that directly interfaced with the internet and included some form of dietary assessment. All the studies included only adults with T2DM; a summary of the included studies is shown in Table 1.

Figure 1. Prisma Flow Chart.
Participants and Intervention Characteristics

The included studies provided results from a total of 1056 participants representing three countries—France [28], Malaysia [29], and the United States [30-32]. The number of participants ranged from ≤26 in the pilot study [30] to ≤463 in the RCTs [32]. The mean age of participants ranged from 50.5 years [29] to 59 years [32]. Three studies had an intervention period of 4 months [28,30,32], one was 3 months [31], and one was 6 months [29]. Two studies included a 12-month follow-up [29,32], one had a 10-month follow up [31], and another had a 32-week follow up [30]. The Malaysian Dietary Intervention for People with Type 2 Diabetes: An e-Approach (myDIDeA) [29] focused solely on dietary behavior by providing participants with a personalized intensive dietary intervention. The remaining studies assessed dietary behavior but included dietary recommendations alongside physical activity [28,30], mindfulness training [30], social support and self-management information [31,32], and face-to-face contact [32]. Three studies included health practitioner-assistance [29,31,32], ranging from contact with a nutritionist [29,32] through to availability of health care coaches and professionals [31,32], and physicians [32]. The Accompagnement Nutritionnel de l’Obésité et du Diabète par Ecoaching (ANODe) study [28] was a fully

Table 1. Summary of study characteristics for included randomized controlled trials.

<table>
<thead>
<tr>
<th>Author/date</th>
<th>Study design</th>
<th>Sample size, N</th>
<th>Population characteristics</th>
<th>Theory/model</th>
<th>Intervention participants, N, program name, digital intervention characteristics</th>
<th>Type of diets prescribed</th>
<th>Intervention/follow-up period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramadas et al, 2018 [29]</td>
<td>RCTa</td>
<td>128</td>
<td>Adults with T2DM, mean age 50.5 years, most with a family history of T2DM, Malaysia</td>
<td>Transtheoretical Model Stages of Change, user-centered design</td>
<td>N=62, myDIDeA, received personalized intensive dietary intervention via website + standard care</td>
<td>IG: standard dietary guidelines</td>
<td>6-month intervention, 12-month follow-up</td>
</tr>
<tr>
<td>Hansel et al, 2017 [28]</td>
<td>RCT</td>
<td>120</td>
<td>Adults with abdominal obesity and T2DM, mean age 57 years. Paris</td>
<td>No theory reported</td>
<td>N=60, ANODE, fully automated web-based nutritional support program</td>
<td>IG: National Nutrition &amp; Health Program guidelines</td>
<td>16-week intervention</td>
</tr>
<tr>
<td>Saslow et al, 2017 [30]</td>
<td>Pilot RCT</td>
<td>25</td>
<td>Overweight adults with T2DM, mean age 55.6 years. California</td>
<td>No theory reported</td>
<td>N=12, dietary instruction provided via email lessons including mindfulness training and lifestyle advice</td>
<td>IG: VLKCD (20-50 g/carbs per day)</td>
<td>16-week intervention, 32-week follow-up</td>
</tr>
<tr>
<td>Glasgow et al, 2003 [31]</td>
<td>RCT</td>
<td>320</td>
<td>Adults with T2DM, mean age 59 years. Colorado</td>
<td>Self-efficacy theory, social support theory</td>
<td>N=N/A, D-Net, two intervention arms: tailored self-management training, peer support</td>
<td>All groups received general healthy eating advice to decrease fat and increase fruit and vegetable intake</td>
<td>3-month intervention, 10-month follow-up</td>
</tr>
<tr>
<td>Glasgow et al, 2012 [32]</td>
<td>RCT</td>
<td>463</td>
<td>Adults with T2DM, mean age 58.4 years. Colorado</td>
<td>Social-ecological theory, social cognitive theory and the “5 As” self-management model</td>
<td>N=189, two intervention arms: CASM, self-administered computer-assisted self-management; N=182, CASM+ with enhanced social support</td>
<td>All groups received general advice to decrease fat and eat a healthy diet</td>
<td>4-month intervention, 12-month follow-up</td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.  
bT2DM: type 2 diabetes mellitus.  
cmyDIDeA: Malaysian Dietary Intervention for People with Type 2 Diabetes: An e-Approach.  
dIG: intervention group.  
eCG: control group.  
fANODe: Accompagnement Nutritionnel de l’Obésité et du Diabète par Ecoaching.  
gVLKCD: very low carbohydrate ketogenic diet.  
hADA: American Diabetes Association.  
iN/A: not applicable.  
jD-Net: Diabetes Network.  
kCASM: computer-assisted self-management.  
lCASM+: computer-assisted self-management plus social support.
automated intervention aside from providing technical assistance. Three studies [29,31,32] utilized behavioral theories or models, which varied widely. Only myDIDeA [29] applied user-centered design theory to support intervention development.

**Dietary Recommendations and Measurement**

Three of the studies indicated the type of dietary recommendations prescribed [28-30], which were standard diabetes dietary guidelines modified to suit the Malaysian population [29], the National Nutrition and Health Program guidelines of France [28], and a very low carbohydrate ketogenic diet (VLCKD) [30]. The remaining two studies, computer-assisted self-management/computer-assisted self-management plus social support (CASM/+) [32] and the Diabetes Network (D-Net) [31], provided self-administered and/or personalized tailored dietary instruction from health professionals with general healthy eating recommendations and goal setting to reduce fast foods, fried foods, or sugar-sweetened beverages, and increase fruit and vegetable consumption. The tools and scales used for dietary assessment varied widely across all five studies (Table 2). myDIDeA [29] used a validated Malaysian 36-item Dietary Knowledge, Attitude, and Behavior (DKAB) score. ANODE [28] used the International Diet Quality Index (DQI-I) with food frequency questionnaires from both 24-hour and 3-day diet recalls. CASM/+ [32] used dietary questionnaires measured by two validated scales, the 20-item Kristal Fat and Fiber Behavior scale (FFB) and the 15-item Block/National Cancer Institute (NCI) Fat Screener. D-Net [31] also used the Block/NCI Fat Screener along with the 8-item “Starting the Conversation” scale. The VLCKD [30] used unvalidated self-reported dietary intake obtained from participants’ entries on a consumer-based website.
Table 2. An overview of dietary behavioral outcomes.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Dietary assessment</th>
<th>Baseline dietary assessment results</th>
<th>Postintervention dietary changes</th>
</tr>
</thead>
</table>
| Ramadas et al, 2018 [29]  | DKAB<sup>a</sup> score, DSOC<sup>b</sup> | IG<sup>c</sup>: DKAB 34.2 (5.2), DSOC 193.3 (14.6)  
                 CG<sup>d</sup>: DKAB 33.7 (5.5), DSOC 191.2 (16.2) | IG: DKAB 54.0 (8.7), DSOC 199.7 (18.2)  
CG-DKAB 41.3 (7.7), DSOC 191.5 (15.1)  
DKAB score significantly improved in both groups with the margin of improvement higher in the IG, a difference of 12.2 points between groups. No difference between groups in DSOC at 6 months. IG showed improved DCOS at 12-month follow-up and no change in CG |
| Hansel et al, 2017 [28]   | DQI-I<sup>e</sup>        | IG: DQI-I 54.0  
CG: DQI-I 52.8 | IG: Significant increase in the DQI-I score of 4.55, total 58.55  
CG: Decrease in DQI-I score of −1.68, total 51.12  
Dietary changes towards healthier foods were noted in the IG, particularly for saturated fat (P=.02) and sodium (P<.001) |
| Saslow et al, 2017 [30]   | Self-reported dietary intake (MyFitnessPal) and self-reported subjective experience of diets | IG: nonfiber carbohydrates (g) 163.6 (86.7), fat (g) 77.1 (41.4), protein (g) 83.3 (18.0), sugar (g) 50.6 (33.8)  
CG: nonfiber carbohydrates (g) 152.0 (58.9), fat (g) 81.3 (27.3), protein (g) 74.5 (17.2), sugar (g) 44.9 (23.8) | Self-reported dietary intake showed the IG ate fewer grams of nonfiber carbohydrates and sugar compared to CG. No differences in protein and fat between groups. Change in mean carbohydrate intake in IG from 39.6% of calories to 15.5%. Compared to CG, IG rated themselves as less likely to cheat on their diet, with a large effect size of at least Cohen d=−1.0 |
| Glasgow et al, 2003 [31]  | FFB<sup>f</sup> and the NCI<sup>g</sup> Fat Screener | Not reported | Trending improvements in FFB in both IGs but no significant differences between groups |
| Glasgow et al, 2012 [32]  | "Starting the Conversation" scale and NCI Fat Screener | IG: eating habits 2.18 (0.2), fat intake 34.86 (28)  
CG: eating habits 2.13 (0.3), fat intake 35.18 (40) | The combined IG CASM<sup>h</sup>/CASM+<sup>i</sup> significantly improved eating habits more than CG over 12 months (chi-square = 9.01), fat intake (chi-square = 6.01) |

<sup>a</sup>DKAB: Dietary Knowledge, Attitude, and Behavior.  
<sup>b</sup>DSOC: Dietary Stages of Change.  
<sup>c</sup>IG: intervention group.  
<sup>d</sup>CG: control group.  
<sup>e</sup>DQI-I: International Diet Quality Index.  
<sup>f</sup>FFB: Kristal Fat and Fiber Behavior scale.  
<sup>g</sup>NCI: National Cancer Institute.  
<sup>h</sup>CASM: computer-assisted self-management.  
<sup>i</sup>CASM+: computer-assisted self-management plus social support.

Dietary Behavior Change and Clinical Outcomes

Four of the studies reported a statistically significant dietary behavior change in the intervention group (Table 2) [28-30,32]. Compared to a control group receiving usual care, ANODE [28] found significant improvements in dietary quality with participants choosing healthier foods overall and improvements in saturated fat and sodium intake. Similarly, compared to an enhanced care control group, CASM/+ [32] found that participants’ overall eating habits improved along with reductions in overall fat intake. Compared to a control group prescribed the ADA’s “create-your-plate” diet, participants following a VLCKD [30] demonstrated adherence with decreased consumption of carbohydrates within the prescribed range of 20-50 grams per day and decreased consumption of added sugar. Compared to a control group prescribed usual care, myDIDeA [29] showed that web-based interventions could be a feasible option for supporting dietary behavior change for people with T2DM in developing countries such as Malaysia, with participants in the intervention group achieving a 12.2-point difference in DKAB score. CASM/+ [32] demonstrated dietary behavior change in individuals with lower literacy and numeracy and diverse and higher-risk populations such as American Indian/Alaska Native, Asian, Black and African American, and Latino.

Changes in clinical outcomes were inconsistent and differed across studies (Table 3). Two studies reported statistically significant improvements in glycemic control for HbA1c between...
groups compared to usual care [28] and the ADA’s “create-your-plate” diet [30]. One study found significant between-group differences in fasting blood glucose and HbA1c [29] compared to usual care, benefits that were only observed in the intervention group at 12-months follow-up. However, clinical outcomes were not reflected across all four studies that reported significant changes in dietary behavior. CASM/+ [32] reported no significant clinical improvements. Reductions in weight or waist circumference were seen in two studies [28,30].

Twenty percent of the ANODE study’s [28] intervention participants achieved >5% weight loss, and 90% achieved at least 5% weight loss in the VLCKD intervention [30]. Weight reductions could be explained by improved overall diet quality and decreased fat intake [28], decreased sugar and carbohydrate consumption [30], greater calorie deficits in both intervention groups compared to control groups, along with recommendations for physical activity included in both interventions. Additionally, following a VLCKD yielded significant reductions in triglycerides [30].

Table 3. Significant clinical outcomes for dietary intervention groups. Data were considered statistically significant if \( P < .05 \).

<table>
<thead>
<tr>
<th>Author/date/reported mean and outcomes measured</th>
<th>Baseline</th>
<th>Timepoint</th>
<th>Outcome</th>
<th>Within-group changes (( P ) value)</th>
<th>Between-group changes (( P ) value)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ramadas et al, 2018 [29], mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1c (%)</td>
<td>9.1 (2.0)</td>
<td>6 months = 8.7 (1.9)</td>
<td>12 months = 8.5 (1.8)</td>
<td>.004</td>
<td>.b</td>
</tr>
<tr>
<td>Fasting blood glucose (mmol/L)</td>
<td>8.9 (3.9)</td>
<td>6 months = 8.1 (2.7)</td>
<td>12 months = 7.9 (2.5)</td>
<td>.015</td>
<td></td>
</tr>
<tr>
<td>Hansel et al, 2017 [28], mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1c (%)</td>
<td>7.16 (0.78)</td>
<td>—</td>
<td>6.86 (0.94)</td>
<td>—</td>
<td>.&lt;.001</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>93.3 (16.2)</td>
<td>—</td>
<td>91 (3.0)</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>110 (10)</td>
<td>—</td>
<td>109.1 (4.7)</td>
<td></td>
<td>.01</td>
</tr>
<tr>
<td>Saslow et al, 2017 [30], mean (SD) and mean (EMM)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA1c (%)</td>
<td>7.1 (0.4)</td>
<td>16 weeks = 6.2 (−1.1, −0.6)</td>
<td>32 weeks = 6.3 (−1.1, −0.6)</td>
<td>—</td>
<td>.002</td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>109 (24.9)</td>
<td>16 weeks = 100.5 (−11.9, −5.2)</td>
<td>32 weeks = 96.3 (−7.3, 1.3)</td>
<td>—</td>
<td>.&lt;.001</td>
</tr>
<tr>
<td>Triglycerides (mg/dL)</td>
<td>183 (135)</td>
<td>16 weeks = 147.5 (−65.7, −5.2 EMM)</td>
<td>32 weeks = 122.9 (−60.0, 33.6 EMM)</td>
<td>—</td>
<td>.01</td>
</tr>
</tbody>
</table>

\(^{a}\)HbA1c: hemoglobin A1c

\(^{b}\)Not applicable

\(^{c}\)EMM: estimated marginal means.

Attrition, Website Features, and Usability

An overview of intervention components, attrition, usability, and modes and methods used to deliver the interventions is shown in Multimedia Appendix 1. The attrition rate varied among studies, with the highest dropout rate seen in the CASM/+ interventions [32], losing 34.2% of intervention participants randomized to two complex intervention arms, compared to 19.5% of the control group. The lowest attrition rate was seen in myDIDEA, losing 4.8% of intervention participants and 10.6% of the control group, perhaps because the intervention focused solely on providing a structured dietary intervention and implemented a user-centered approach. Across all web-based interventions, the highest website usage was reported in the first month, followed by declined usage over time. Three studies reported login rates as a measure for usability [28,31,32]. Only one study [29] reported both login rates and time spent on site. Various modes and methods of delivering intervention components were reported, including providing content on a website, which was used in four of the five studies [28,29,31,32], while one sent content via email with text, videos, and links to various web resources [30]. Four studies provided some form of self-monitoring and feedback, whether automated or assisted by a health care professional [28,29,31,32]. Three of the five interventions [29-31] provided updated intervention materials to participants ranging from biweekly to bimonthly. No associations could be drawn between these methods and participant adherence and intervention outcomes due to heterogeneity in the methods of delivery and a lack of detailed reporting.

Postintervention Process Evaluation

Postintervention process evaluation measured levels of adherence, usability, acceptability, and program satisfaction (Multimedia Appendix 2). The most common statistic used to measure adherence or intervention usage was website login rates [28,29,31,32], with studies consistently demonstrating higher login rates early in the intervention (Multimedia Appendix 1). Two studies included a more comprehensive process evaluation [28,29], both of which provided participants...
with self-reported feedback questionnaires. myDIDeA [29] usability rates were 72%, acceptability 62%, and program satisfaction 64%. ANODE’s [28] satisfaction rate was 70%. D-Net [31] indicated an implementation percentage of 100% related to their dietary assessment component but did not provide overall satisfaction rates.

Overall Study Quality

Figure 2 summarizes the risk-of-bias assessment [27]. Four studies had a reasonable sequence generation described [28,30-32]. It was unclear in three studies if allocation concealment was adequate [29,30,32]. Only one study sufficiently blinded participants and personnel [29], one study was unclear [31], while the remainder did not blind [28,30,32]. However, blinding in dietary behavior studies is often not feasible. Three studies sufficiently blinded outcome assessors [28-30], while two remained unclear [31,32]. Only one study failed to provide complete outcome data [30]. Two studies reported full datasets [28,31], two were unclear [30,32], while one [29] had several outcomes included in study protocols [36] that were missing from the final study outcomes. Other biases were low [28,31,32] or unclear [29,30]. Based on these assessments, only one study [28] was assessed to be of fair quality, while the remaining four were assessed to be of poor quality.

Discussion

This systematic review is the first to demonstrate the potential for web-based interventions to achieve significant improvements in dietary behavior in people with T2DM. Moreover, this review showed that improved glycemic control could be achieved using web-based dietary interventions. However, improvements in dietary behavior did not consistently result in improvements in glycemic control across studies.

One explanation for this inconsistency may be the varied dietary recommendations provided to participants across the studies (Table 1). While it is recognized that various dietary patterns are suitable for the management of T2DM [2], it appears that providing participants with more direct dietary recommendations may facilitate greater clinical outcomes. The ANODE study prescribed the National Nutrition and Health Program guidelines of France, myDIDeA prescribed evidence-based standard diabetes dietary guidelines modified to suit the Malaysian population, and the VLCKD prescribed specific guidelines for carbohydrate consumption. In contrast, CASM/+ only provided participants with general healthy eating information. Another explanation may be intervention complexity, as web-based dietary interventions in this review varied widely in terms of the number of components provided to participants (Multimedia Appendix 1). Previous literature [6,38] indicated overly complex interventions might provoke a lack of motivation due to confusion, provision of irrelevant content, and technical difficulties.

Regardless of the setting, patient engagement and adherence to their recommended care plan is an important issue [39]. Our review confirms previous observations [22,25] that usage of web and computer-based interventions decreases over time, with the highest usage seen in the first month. This pattern is particularly concerning as the studies in this review had intervention periods of only 3-6 months, highlighting the challenge of engaging participants in a web-based environment even over the short term. The majority of studies in this review reported only login rates as a measure for usability [28,31,32]. Login rates capture only a broad measure of website usage, providing little information about engagement with an intervention [15]. Only one study [29] provided evidence of engagement, reporting both login rates and time spent on the site, with a consistent level of engagement observed across the 6-month intervention for all participants. This consistency may have been due to the provision of structured dietary education modules. In face-to-face settings, structured education has been demonstrated to be effective for assisting people with T2DM to improve glycemic control and overall health [2]. Various authors suggest social support may increase participation [10,21]; however, this was not demonstrated in our results, as even the more complex web-based interventions offering contact with peers [31,32], and/or health care professionals [29,31,32] contributed no difference in terms of achieving clinical outcomes.

myDIDeA [29] was the first study to focus solely on providing a web-based dietary behavior change intervention for people with T2DM in Malaysia, providing the longest intervention period of 6-months with a 12-month follow-up. The intervention group showed a 12.2-point greater DKAB score compared to the control group (Table 2). While no between-group changes
were found for clinical outcomes (Table 3), within-group changes in fasting blood glucose and HbA$_{1c}$ were only found in the intervention group at 12-months follow-up, which may indicate that web-based dietary interventions could continue to influence behavior change beyond the intervention period. Furthermore, myDIDeA had the lowest overall attrition rate, which may be explained by the provision of an intervention solely focused on diet. Since determining what to eat is a significant challenge for people with T2DM [2], this specific dietary focus and the structured nature of delivering the components may have encouraged clarity, fostering longer-term commitment. Additionally, myDIDeA integrated a user-centered approach during the development of the intervention. User-centered design is a human-factor engineering strategy for designing user-friendly platforms [40], a method that has been described in other web-based T2DM self-management interventions [41,42].

The Medical Research Council [39] suggests that best practice for complex interventions is using the best available evidence and appropriate theory. According to a systematic review and meta-analysis [43] of diet behavior change techniques in people with T2DM, the only intervention feature associated with significant reductions in HbA$_{1c}$ was the application of a theoretical model or framework. However, the relationship between theoretical application and clinical outcomes has yet to be confirmed in web-based dietary behavior change interventions. For instance, the ANODE study [28] demonstrated statistically significant improvements in both dietary behavior and clinical outcomes, yet there was no theoretical basis for the development of the program. Rather it was a nutritional support tool developed by a private company.

Changes in glycemic control ranged from HbA$_{1c}$ reductions of 0.3% [28] to 0.8% [30]. These results are clinically meaningful as previous research has demonstrated that for every 1% reduction in HbA$_{1c}$, there is an associated risk reduction for heart attacks, microvascular complications, and deaths related to diabetes [3]. Achieving modest weight loss of ≥5% has been shown to improve glycemic control [2], a goal that was achieved by participants in the two studies that found statistically significant clinical outcomes between groups [28,30]. The VLCKD [30] produced the most significant results overall, with reductions in HbA$_{1c}$, weight, and triglycerides. However, these results should be interpreted with caution due to the small study size. Furthermore, systematic reviews and meta-analysis of RCTs prescribing low-carbohydrate diets in people with T2DM [44], suggest that adherence to VLCKD interventions (<50 grams carbohydrates per day) are frequently poor and more difficult for people to maintain than a low-carbohydrate diet (50-130 grams carbohydrates per day), with no additional clinical benefits over a prescribed low-carbohydrate diet [45]. Overall, the results of this review demonstrated that, regardless of diet characteristics, participants who adhered to dietary recommendations showed improvements in their food choices and overall dietary quality, which improved clinical outcomes in most cases.

Limitations and Future Research

Only five studies met the eligibility criteria, and these were heterogeneous in terms of dietary recommendations, focus on diet alone or with additional behavioral components, behavioral theories and models applied, and target population. The modes and methods of delivering the web-based interventions also differed, and the duration and follow up periods varied widely. While most studies report statistically significant improvements in dietary behavior change, the use of different dietary assessment measures made it difficult to compare study outcomes and generalize results. Web-based interventions could improve and expand reporting of website statistics to help inform patterns of participant behavior, and consideration of measuring adherence to diet as a means of determining if greater adherence leads to greater improvement in clinical outcomes is warranted. Web-based interventions could be a cost-effective way to provide education and support to individuals with T2DM, broadening access for a greater number of people, including those who have location or mobility constraints and cannot access face-to-face services. More research is needed to explore web-based dietary interventions for these diverse populations, including younger adults and the elderly. Web-based dietary interventions must be studied in larger cohorts, for longer durations, and with more clearly defined dietary recommendations. Studies must also explore intervention content, modes and methods of delivery, and whether these enhance participant engagement or contribute meaningfully to the expected outcomes.

Conclusion

This review provided evidence that web-based interventions may be an effective way to improve dietary behavior in people with T2DM. The results also suggest improvements in glycemic control and clinical outcomes may be possible, although the studies in this review yielded inconsistent results. While this preliminary evidence showed promise of a positive effect, the small number of studies and the fact they are highly heterogeneous makes it difficult to draw any firm conclusions. The field requires more well-designed web-based dietary interventions that report dietary prescription and adherence in people with T2DM to confirm their effectiveness in optimizing dietary behavior and improving clinical outcomes.
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Abstract

Background: Physical activity and lifestyle interventions, such as a healthy diet, have been proven to be effective approaches to manage metabolic syndrome. However, these interventions require great commitment from patients and clinicians owing to their economic costs, time consumption, and lack of immediate results.

Objective: The aim of this systematic review and meta-analysis was to analyze the effect of mobile-based health interventions for reducing cardiometabolic risk through the promotion of physical activity and healthy lifestyle behaviors.

Methods: PubMed, Scopus, Web of Science, Cochrane Central Register of Controlled Trials, and SPORTdiscus databases were searched for experimental studies evaluating cardiometabolic risk indicators among individuals with metabolic syndrome who were included in technology-assisted physical activity and lifestyle interventions. Effect sizes, pooled mean changes, and their respective 95% CIs were calculated using the DerSimonian and Laird method. Outcomes included the following clinical and biochemical parameters: body composition (waist circumference [WC] and BMI), blood pressure (systolic blood pressure [SBP] and diastolic blood pressure [DBP]), glucose tolerance (fasting plasma glucose [FPG] and glycated hemoglobin A1c [HbA1c]), and lipid profile (total cholesterol, low-density lipoprotein cholesterol, high-density lipoprotein cholesterol [HDL-C], and triglycerides).

Results: A total of nine studies were included in the meta-analysis. Owing to the scarcity of studies, only pooled mean pre-post changes in the intervention groups were estimated. Significant mean changes were observed for BMI (−1.70 kg/m², 95% CI −3.20 to −0.20; effect size: −0.46; P = .03), WC (−5.77 cm, 95% CI −9.76 to −1.77; effect size: −0.54; P = .005), SBP (−7.33 mmHg, 95% CI −13.25 to −1.42; effect size: −0.43; P = .02), DBP (−3.90 mmHg, 95% CI −7.70 to −0.11; effect size: −0.44; P = .04), FPG (−3.65 mg/dL, 95% CI −4.79 to −2.51; effect size: −0.39; P < .001), and HDL-C (4.19 mg/dL, 95% CI 2.43–5.95; effect size: 0.23; P < .001).

Conclusions: Overall, mobile-based health interventions aimed at promoting physical activity and healthy lifestyle changes had a strong positive effect on cardiometabolic risk indicators among individuals with metabolic syndrome. Nevertheless, further research is required to compare this approach with usual care in order to support the incorporation of these technologies in health systems.
Introduction

Metabolic syndrome (MetS) is a cluster of cardiometabolic risk factors that include abdominal obesity, dyslipidemia, hypertension, and insulin resistance [1,2]. MetS has become a worldwide epidemic in parallel with the increase in unhealthy behaviors, such as high rates of physical inactivity and energy dense diets, which have led to alarming obesity prevalence rates in wealthy countries, as well as in developing countries, but to a lesser extent [3]. MetS increases the risk of diabetes mellitus and cardiovascular disease (CVD) in patients with or without a history of cardiovascular events [4]; thus, its early detection may be an important strategy to improve patients’ future cardiometabolic risk.

Traditionally, MetS has not been clinically addressed as a single entity but has been managed by treating each of its individual components separately by recommending lifestyle changes (healthy diet and exercise) and pharmacological or even surgical approaches (specifically bariatric surgery, when required). Physical activity interventions have been proven to be effective in reducing CVD risk factors by increasing cardiorespiratory fitness, and dietary interventions have been proven to be effective in decreasing adiposity [5]. In addition, physical activity interventions have been shown to be effective at 12 weeks or more for cardiometabolic parameters [6]. So far, randomized controlled trials (RCTs) of these interventions have required intensive one-on-one or group lifestyle recommendations, raising questions about the feasibility and scalability of implementing these interventions outside of research settings [7].

Mobile-based health (mHealth) technologies can be conceptualized as the remote delivery of health care and exchange of health care information [8]. These technologies can be seen as a complement for some traditional health care methods that, by enabling remote health consultations and monitoring, improve accessibility to health services and the efficiency of some health interventions [8]. Since mobile apps play a key role in everyday life, lifestyle interventions based on these technologies may increase the potential for scalability of interventions and improve their long-term effects and sustainability. In fact, it is expected that the prevention and management of the most common health disorders, which traditionally place a large burden on personnel and resources, will gradually shift to a disease management model in the near future, introducing the use of mHealth [9].

Thus, the aim of this systematic review and meta-analysis was to analyze the effect of lifestyle interventions, including physical activity recommendations through mHealth technologies, on CVD risk factors among individuals with MetS.

Methods

Design

This systematic review and meta-analysis was registered in PROSPERO (registration number: CRD42019125461) and was reported following the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) guidelines [10]. The recommendations of the Cochrane Handbook for Systematic Reviews of Interventions [11] were followed to conduct this systematic review and meta-analysis.

Search Strategy

PubMed (via Medline), EMBASE (via Scopus), Web of Science, Cochrane Central Register of Controlled Trials, and SPORTdiscus databases were searched from their inception to August 2019 following the same PICO (population, intervention, comparison, and outcome) strategy (Figure 1) that included the following: (“metabolic syndrome”) AND (“physical activity” OR “lifestyle intervention” OR “health coaching” OR “technology assisted” OR “mobile technology” OR “health technology” OR “internet based” OR “mobile health” OR “mobile phone-based”) AND (effectiveness OR utility OR effect OR “cardiometabolic risk factors” OR “cardio-metabolic markers” OR weight OR “body mass index” OR “waist circumference” OR “blood pressure” OR “hemoglobin A1c” OR “fasting plasma glucose” OR “total cholesterol” OR HDL-C OR LDL-C OR triglyceride)).
Selection of Studies

Eligible articles were experimental studies (RCTs or nonrandomized experimental studies and single-arm pre-post studies), which aimed to measure the effectiveness of lifestyle and physical activity recommendations, using mHealth technologies to reduce cardiometabolic risk factors in individuals with MetS. Studies not written in English or Spanish, including patients with diabetes, or not reporting pre- and postcardiometabolic risk factor values were excluded.

Interventions were classified according to their main characteristics as follows: (1) performing data monitoring or not; (2) carrying out lifestyle and/or physical activity recommendations; and (3) including goal setting tools or not. Outcomes were measured as mean changes in the following cardiometabolic risk indicators: body composition (BMI and waist circumference [WC]), blood pressure (systolic blood pressure [SBP] and diastolic blood pressure [DBP]), glucose tolerance (fasting plasma glucose [FPG] and glycated hemoglobin A1c [HbA1c]), and lipid profile (total cholesterol, high-density lipoprotein cholesterol [HDL-C], low-density lipoprotein cholesterol [LDL-C], and triglycerides).

The literature search was independently conducted by two reviewers (ISD and ICR), and disagreements were solved by consensus or discussion with a third researcher (CAB). The agreement rate between reviewers was calculated using the kappa statistic.

Statistical Analysis

The DerSimonian and Laird method [15] was used to compute the pooled mean change estimates for BMI, WC, SBP, DBP, FPG, HbA1c, total cholesterol, HDL-C, LDL-C, and triglycerides, with their respective 95% CIs. Because of the scarcity of RCTs, in which the difference in change between intervention and control groups for the outcome variable was calculated, we calculated the pooled mean pre-post change in the outcome variable for all the interventions (not for the control group). In multiarm trials (two or more intervention groups), we calculated separately the pooled mean pre-post change in each arm, and the common control group was not included in the analysis. Additionally, standardized mean difference scores for the pooled mean change estimates were calculated using the effect size of Cohen d, in which the effect was considered weak for values around 0.2, moderate for values around 0.5, strong for values around 0.8, and very strong for values greater than 1.0. When studies reported pre- and postmean values, effect size estimates were calculated for each parameter.

The heterogeneity of results across studies was evaluated using the $I^2$ statistic [16]. $I^2$ values were assessed as follows: 0%-30%, might not be important; 30%-50%, moderate heterogeneity; 50%-75%, substantial heterogeneity; and 75%-100%, considerable heterogeneity. The corresponding $P$ values were also taken into account [11].

Sensitivity analyses were conducted to assess the robustness of the summary estimates and to detect if any particular study accounted for a large proportion of heterogeneity. Random-effects meta-regression models were used to evaluate whether pooled estimates were influenced by the mean age of participants and the percentage of women [17]. Finally, publication bias was evaluated through visual inspection of funnel plots, as well as using the method proposed by Egger [18].

The significance value of the pooled mean change was estimated based on the 95% CI. Statistical analyses were performed using STATA SE software, version 15 (StataCorp).
Results

Systematic Review

After removing duplicate studies, a total of 47 articles were selected for full-text review following title and abstract screening. Finally, nine studies [19-27] were included in this systematic review (Figure 2).

Of the included studies, five were RCTs [19,23-26] and four were single-arm pre-post studies [20-22,27]. Studies were published between 2013 and 2018, and conducted in four different countries (two in Canada [26,27], one in Germany [23], three in the Republic of Korea [21,22,25], and three in the United States [19,20,24]).

The sample size of the included studies ranged from 12 to 421 participants (51.7% females, although two studies included men only [21,22]), and the mean age varied between 38.4 and 59.7 years. All participants met the diagnostic criteria for MetS (according to the Adult Treatment Panel III guidelines or the International Diabetes Federation) and were able to access and use the technology required for each intervention.

The interventions were mainly based on physical activity and lifestyle recommendations, with personalization in some cases [20-23], and were delivered through a website, videoconferencing, or an app. The effects of the recommendations were assessed using telemonitoring through mobile devices. In three of the included studies, the interventions were strengthened using self-goal setting tools such as a behavioral strategy for patients to help them visualize their accomplishments and objectives [24,26,27]. The duration of interventions ranged from 8 to 48 weeks, with the number of clinical encounters varying between 2 and 24, and most of them were in-person encounters to perform periodic clinical evaluations (Table 1).

Figure 2. Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) diagram.
<table>
<thead>
<tr>
<th>First author, year of publication</th>
<th>Country</th>
<th>Study design</th>
<th>Sample size (n [% female])</th>
<th>Intervention characteristics</th>
<th>Mean age (years)</th>
<th>Intervention design</th>
<th>Number of clinical encounters</th>
<th>Duration</th>
<th>Cardiometabolic risk outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azar et al., 2016 [19]</td>
<td>USA</td>
<td>RCT³</td>
<td>n=74 (44 [59%])</td>
<td>IG: Data monitoring, PA and lifestyle web advice, and weekly videoconferencing</td>
<td>59.7 (SD 11.2)</td>
<td>24 virtual group sessions Seven in-person PA sessions</td>
<td>24 weeks</td>
<td>Weight, weight change, BMI, WC, SBP, DBP, TC, HDL-C, LDL-C, TC/HDL ratio, and triglyceride</td>
<td></td>
</tr>
<tr>
<td>Everett et al., 2018 [20]</td>
<td>USA</td>
<td>Pre-post study</td>
<td>n=38 (24 [63%])</td>
<td>Data monitoring and PA, weight reduction, and diet personalized advice through a smartphone</td>
<td>57.2 (SD 9.1)</td>
<td>Two face-to-face sessions</td>
<td>12 weeks</td>
<td>Weight, percentage weight change, BMI, WC, SBP, DBP, HbA1c, and FPG³</td>
<td></td>
</tr>
<tr>
<td>Kim and Kang, 2013 [21]</td>
<td>Republic of Korea</td>
<td>Pre-post study</td>
<td>n=18 (0 [0%])</td>
<td>PA and weight control personalized advice through a website and SMS text messages</td>
<td>43.1 (SD 7.4)</td>
<td>Weekly web visits</td>
<td>8 weeks</td>
<td>Weight, visceral fat mass, WC, SBP, DBP, HLD-C, TG, FPG, and CVD³ risk</td>
<td></td>
</tr>
<tr>
<td>Kim et al., 2014 [22]</td>
<td>Republic of Korea</td>
<td>Pre-post study</td>
<td>n=48 (0 [0%])</td>
<td>PA and weight control personalized advice through a website and SMS text messages</td>
<td></td>
<td>Weekly online sessions</td>
<td>16 weeks</td>
<td>Weight, body fat, VFM³, WC, SBP, DBP, HLD-C, TG, FPG, and CVD³ risk</td>
<td></td>
</tr>
<tr>
<td>Luley et al., 2014 [23]</td>
<td>Germany</td>
<td>RCT</td>
<td>n=178 (73 [41%])</td>
<td>IG: PA and diet recommendations, data telemonitoring, and weekly feedback letters</td>
<td></td>
<td>Four in-person sessions</td>
<td>48 weeks</td>
<td>Weight loss; BMI, WC, SBP, DBP, TC, HLD-C, LDL-C, TG, apolipoprotein B, uric acid, alanine aminotransferase, aspartate aminotransferase, high-sensitivity CRP³, FPG, HbA1c, and HOMA-IR³</td>
<td></td>
</tr>
<tr>
<td>Mann et al., 2016 [24]</td>
<td>USA</td>
<td>RCT</td>
<td>n=54 (45 [83%])</td>
<td>IG: Data monitoring, PA and diet recommendations, and goal setting using electronic medical records</td>
<td></td>
<td>Two compulsory in-person sessions</td>
<td>24 weeks</td>
<td>Weight, BMI, TC, HLD-C, LDL-C, TG, HbA1c, REAP-S³ score, risk knowledge, risk perception, total step average, and 7-day step average</td>
<td></td>
</tr>
<tr>
<td>First author, year of publication</td>
<td>Country</td>
<td>Study design</td>
<td>Intervention characteristics</td>
<td>Intervention design</td>
<td>Number of clinical encounters</td>
<td>Duration</td>
<td>Cardiometabolic risk outcomes</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------------------</td>
<td>---------</td>
<td>--------------</td>
<td>-----------------------------</td>
<td>---------------------</td>
<td>-----------------------------</td>
<td>----------</td>
<td>-----------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IG: Body composition and pedometer data remote monitoring, and personalized PA and health online advice&lt;br&gt;CG: Data records and PA and diet recommendations</td>
<td>IG: Body composition and pedometer data remote monitoring, and personalized PA and health online advice&lt;br&gt;CG: Data records and PA and diet recommendations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Petrella et al, 2014 [26]</td>
<td>Canada</td>
<td>RCT</td>
<td>IG: n=75 (55 [73%])&lt;br&gt;CG: n=74 (56 [76%])</td>
<td>IG: 55.7 (SD 10.1)&lt;br&gt;CG: 57.8 (SD 8.7)</td>
<td>Four in-person sessions</td>
<td>12 weeks</td>
<td>WC, SBP, DBP, TC, HDL-C, LDL-C, TG, FPG, HbA1c, HOMA-IR, and high-sensitivity CRP</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>IG: Data telemonitoring, PA prescription, and goal setting&lt;br&gt;CG: PA prescription and goal setting</td>
<td>IG: Data telemonitoring, PA prescription, and goal setting&lt;br&gt;CG: PA prescription and goal setting</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stuckey et al, 2013 [27]</td>
<td>Canada</td>
<td>Pre-post study</td>
<td>n=12 (9 [75%])</td>
<td>56.9 (SD 7.0)</td>
<td>PA prescription, goal setting, and data telemonitoring</td>
<td>Two in-person sessions</td>
<td>8 weeks</td>
<td>WC, SBP, DBP, TG, HDL-C, FPG, VO2 max, and steps</td>
<td></td>
</tr>
</tbody>
</table>

aRCT: randomized controlled trial.<br>bIG: intervention group.<br>cCG: control group.<br>dPA: physical activity.<br>eWC: waist circumference.<br>fSBP: systolic blood pressure.<br>gDBP: diastolic blood pressure.<br>hTC: total cholesterol.<br>iHDL-C: high-density lipoprotein cholesterol.<br>jLDL-C: low-density lipoprotein cholesterol.<br>kHbA1c: glycated hemoglobin A1c.<br;lFPG: fasting plasma glucose.<br>mCVD: cardiovascular disease.<br>nVFM: visceral fat mass.<br)oCRP: C-reactive protein.<br>pHOMA-IR: homeostatic model assessment of insulin resistance.<br>qREAP-S: rapid eating and activity assessment for patients.<br>rVO2 max: predicted maximal oxygen capacity.

Risk of Bias

Seven out of nine studies were assessed as having a high risk of bias (including all single-arm pre-post studies), and the other two were assessed as having a moderate risk of bias. Analyzing each study individually, all single-arm pre-post studies had the lowest scores in the confounders and blinding domains (Table 2). All RCTs had a high risk of bias in the performance and detection bias domains (Table 3).
Table 2. Quality assessment of the included pre-post studies.

<table>
<thead>
<tr>
<th>First author, year of publication</th>
<th>Selection bias</th>
<th>Study design</th>
<th>Confounders</th>
<th>Blinding</th>
<th>Data collection</th>
<th>Withdrawals</th>
<th>Risk of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Everett et al, 2018 [20]</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Strong</td>
<td>High</td>
</tr>
<tr>
<td>Kim et al, 2014 [22]</td>
<td>Strong</td>
<td>Moderate</td>
<td>Weak</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>High</td>
</tr>
<tr>
<td>Stuckey et al, 2013 [27]</td>
<td>Moderate</td>
<td>Weak</td>
<td>Weak</td>
<td>Weak</td>
<td>Strong</td>
<td>Strong</td>
<td>High</td>
</tr>
</tbody>
</table>

Table 3. Quality assessment of the included randomized controlled trials.

<table>
<thead>
<tr>
<th>First author, year of publication</th>
<th>Selection bias</th>
<th>Performance bias</th>
<th>Detection bias</th>
<th>Attrition bias</th>
<th>Reporting bias</th>
<th>Other bias</th>
<th>Risk of bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Azar et al, 2016 [19]</td>
<td>Low</td>
<td>High</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Moderate</td>
</tr>
<tr>
<td>Luley et al, 2014 [23]</td>
<td>Unclear</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Unclear</td>
<td>Low</td>
<td>High</td>
</tr>
<tr>
<td>Mann et al, 2016 [24]</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
</tr>
<tr>
<td>Oh et al, 2015 [25]</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
</tr>
<tr>
<td>Petrella et al, 2014 [26]</td>
<td>High</td>
<td>High</td>
<td>High</td>
<td>Low</td>
<td>Unclear</td>
<td>Unclear</td>
<td>High</td>
</tr>
</tbody>
</table>

**Meta-Analysis**

Because of the small number of RCTs, only pooled effect estimates were calculated for mHealth promoting physical activity and lifestyle interventions in pre-post studies. The pre-post pooled mean changes with their heterogeneity statistics for each outcome category are presented below.

**Body Composition**

The mean changes were $-1.70 \text{ kg/m}^2$ (95% CI $-3.20$ to $-0.20$; effect size: $-0.46$) for BMI and $-5.77 \text{ cm}$ (95% CI $-9.76$ to $-1.77$; effect size: $-0.54$) for WC. All pooled estimates showed moderate to substantial heterogeneity (BMI: $I^2=58.3\%$; WC: $I^2=71.5\%$) (Figure 3).
Blood Pressure
The mean changes were $-7.33$ mmHg (95% CI $-13.25$ to $-1.42$; effect size: $-0.43$) for SBP and $-3.90$ mmHg (95% CI $-7.70$ to $-0.11$; effect size: $-0.44$) for DBP, with substantial heterogeneity for SBP ($I^2=75\%$) and DBP ($I^2=69\%$) (Figure 4).
Glucose Tolerance

The mean changes were $-2.18 \text{ mg/dL} (95\% \text{ CI } -4.41 \text{ to } 0.06; \text{ effect size: } -0.35)$ for HbA$_1c$, with considerable heterogeneity ($I^2=86.7\%$), and $-3.65 \text{ mg/dL} (95\% \text{ CI } -4.79 \text{ to } -2.51; \text{ effect size: } -0.39)$ for FPG, with substantial heterogeneity ($I^2=71.5\%$) (Figure 5).
Lipid Profile

The mean changes were $-3.03$ mg/dL (95% CI $-10.94$ to $4.89$; effect size: $-0.06$) for total cholesterol, with no heterogeneity ($I^2=0.0\%$), $-1.85$ mg/dL (95% CI $-5.93$ to $2.22$; effect size: $-0.04$) for LDL-C, with no heterogeneity ($I^2=0.0\%$), and $-14.03$ mg/dL (95% CI $-28.20$ to $0.13$; effect size: $-0.20$) for triglycerides, with no heterogeneity ($I^2=0.0\%$). Pooled mean changes were not relevant for any of the lipid parameters, except for HDL-C, which increased $4.19$ mg/dL (95% CI 2.43-5.95; effect size: 0.23), with no heterogeneity ($I^2=0.0\%$) (Figure 6).

Figure 5. Forest plot of meta-analysis of mean changes and effect sizes for glucose tolerance parameters. FPG: fasting plasma glucose; HbA1c: glycated hemoglobin A1c.
**Sensitivity Analysis**

Studies were removed from the analysis one at a time in order to examine their individual impact on the pooled estimates. The pooled mean change of FPG was only significantly modified after removing the study by Everett et al [20] (−3.04 mg/dL; 95% CI −4.94 to −1.15; P=.002). None of the remaining studies potentially modified the pooled mean change estimate in magnitude or direction.

**Meta-Regression**

The random-effects meta-regression models showed that the percentage of females included in the study could influence the pooled estimates of the effect on BMI (P=.01) and triglycerides (P=.03), and the follow-up period could influence the pooled estimates of the effect on WC (P=.005) (Table 4).
Table 4. Meta-regression findings.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Age</th>
<th>Percentage of women</th>
<th>Follow-up period</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Value, n</td>
<td>β (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>6</td>
<td>0.04 (-0.37 to 0.45)</td>
<td>.81</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>8</td>
<td>0.06 (-0.68 to 0.80)</td>
<td>.86</td>
</tr>
<tr>
<td>Blood pressure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SBP (mmHg)</td>
<td>8</td>
<td>-0.28 (-1.76 to 1.19)</td>
<td>.65</td>
</tr>
<tr>
<td>DBP (mmHg)</td>
<td>8</td>
<td>0.49 (-0.02 to 1.01)</td>
<td>.057</td>
</tr>
<tr>
<td>Glucose tolerance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HbA₁c (mg/dL)</td>
<td>5</td>
<td>-0.29 (-1.10 to 0.52)</td>
<td>.34</td>
</tr>
<tr>
<td>FPG (mg/dL)</td>
<td>7</td>
<td>0.33 (-0.12 to 0.78)</td>
<td>.12</td>
</tr>
<tr>
<td>Lipid profile</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td>5</td>
<td>1.58 (-1.10 to 4.26)</td>
<td>.16</td>
</tr>
<tr>
<td>HDL-C (mg/dL)</td>
<td>8</td>
<td>0.24 (-0.08 to 0.56)</td>
<td>.12</td>
</tr>
<tr>
<td>LDL-C (mg/dL)</td>
<td>5</td>
<td>0.73 (-1.21 to 2.67)</td>
<td>.32</td>
</tr>
<tr>
<td>Triglyceride (mg/dL)</td>
<td>8</td>
<td>0.74 (-2.97 to 4.45)</td>
<td>.64</td>
</tr>
</tbody>
</table>

SBP: systolic blood pressure.  
DBP: diastolic blood pressure.  
HbA₁c: glycated hemoglobin A₁c.  
FPG: fasting plasma glucose.  
HDL-C: high-density lipoprotein cholesterol.  
LDL-C: low density lipoprotein cholesterol.

Publication Bias

After visually examining the funnel plots and performing Egger tests for every parameter (Table 5), publication bias was only significant for WC (P=.04).
Table 5. Egger test findings.

<table>
<thead>
<tr>
<th>Variable</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Body composition</strong></td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m^2)</td>
<td>.98</td>
</tr>
<tr>
<td>Waist circumference (cm)</td>
<td>.04</td>
</tr>
<tr>
<td><strong>Blood pressure</strong></td>
<td></td>
</tr>
<tr>
<td>SBP^a (mmHg)</td>
<td>.45</td>
</tr>
<tr>
<td>DBP^b (mmHg)</td>
<td>.58</td>
</tr>
<tr>
<td><strong>Glucose tolerance</strong></td>
<td></td>
</tr>
<tr>
<td>HbA1c^c (mg/dL)</td>
<td>.42</td>
</tr>
<tr>
<td>FPG^d (mg/dL)</td>
<td>.53</td>
</tr>
<tr>
<td><strong>Lipid profile</strong></td>
<td></td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td>.47</td>
</tr>
<tr>
<td>HDL-C^e (mg/dL)</td>
<td>.31</td>
</tr>
<tr>
<td>LDL-C^f (mg/dL)</td>
<td>.42</td>
</tr>
<tr>
<td>Triglyceride (mg/dL)</td>
<td>.24</td>
</tr>
</tbody>
</table>

^aSBP: systolic blood pressure.  
^bDBP: diastolic blood pressure.  
^cHbA1c: hemoglobin A1c.  
^dFPG: fasting plasma glucose.  
^eHDL-C: high-density lipoprotein cholesterol.  
^fLDL-C: low density lipoprotein-cholesterol.

Discussion

Principal Findings

Traditional approaches, such as physical activity programs, brief recommendation interventions, and pharmacological treatments, have been proven to be effective for controlling MetS [28]. However, they are expensive and time-consuming strategies that require a great commitment by both patients and practitioners. Our systematic review and meta-analysis suggested that physical activity and lifestyle interventions based on mHealth technologies are effective for reducing cardiometabolic risk, since they greatly improve body composition, blood pressure, FPG, and HDL-C levels. However, no relevant changes were observed in HbA1c, total cholesterol, LDL-C, or triglyceride levels.

Our findings are in line with previous evidence on mHealth interventions in chronic disease patients that reported small to moderate positive effects on primary outcomes, such as cholesterol, weight, and blood pressure [29]. These findings show similar effects both when combining mHealth interventions with usual care (consisting of regular hospital visits, regular visits by primary health care providers at home, or visits to the general practitioner) [30-35] and when mHealth interventions are carried out instead of usual care [36-40]. Such results are consistent with our findings despite the different populations targeted; however, our results show much smaller effect sizes for total cholesterol, LDL-C, and triglycerides, which may be explained by the fewer number of included studies reporting those outcomes.

Among the factors involved in the worldwide increase in sedentary behavior, the use of information and communication technologies and particularly the increase in screen time have been described as the main drivers of low daily energy expenditure [41]. Thus, to involve these technologies as vehicles of preventive interventions could be both a risk and an opportunity. Even though we were unable to demonstrate the superiority of mHealth promoting physical activity and lifestyle interventions over usual care (in-person consultations with clinicians) owing to the scarcity of studies comparing data between control and intervention groups, our results showed that mHealth interventions are effective in improving cardiometabolic risk. Our data regarding the effects of interventions based on mHealth technologies are similar to those involving traditional care [42], suggesting that they could represent an alternative treatment strategy because of their acceptability, scalability, cost-effectiveness, customization, and ability to send time-sensitive messages with an “always on” device [43]. Moreover, mHealth physical activity interventions reduce in-person health provider time and increase self-care by enabling patients to manage their progress [23].

However, our results must be interpreted cautiously, since they are threatened by several limitations that should be acknowledged. First, although a systematic search was carried out through the most well-known databases by two different
researchers, some scientific contributions reported as grey literature may have been missed in our systematic search. Second, overall, the risk of bias of the included studies was rated as high. Third, there has been some criticism about using single-group studies for evaluating effectiveness [44], and only pre-post estimates for the intervention group could be used because of the scarcity of RCTs reporting the necessary data for control groups. Fourth, there was heterogeneity of interventions owing to differences in components (ie, self-monitoring, type, and persuasiveness of advice), length, and lack of precision in descriptions of the type and intensity of physical activity. Fifth, it was difficult to elucidate whether the outcome changes were due to physical activity or other lifestyle interventions as they were all designed as multicomponent interventions, and hence, it was impossible to isolate each component effect. Sixth, although our results were calculated as pre-post effect sizes, previous literature has recommended avoiding them in meta-analyses [45]. Seventh, the small sample size of some of the included studies diminished their reliability. Eighth, cardiovascular risk parameters were not the main outcomes of most studies. Lastly, none of the included studies used the mHealth evidence reporting and assessment (mERA) checklist, a tool developed by the WHO mHealth Technical Evidence Review Group in order to improve the completeness of reporting mHealth interventions [46]. Despite all of these limitations, our study, as the only updated synthesis evaluating mHealth technologies promoting physical activity and lifestyle interventions to reduce cardiovascular risk in individuals with MetS, establishes a base for future research providing more consistent evidence of their effectiveness.

Conclusion
Our results show an overall positive effect of physical activity and lifestyle interventions delivered through mobile technologies on MetS indicators, suggesting that they may be effective tools for MetS management. However, further research is needed in order to enable a comparison between the traditional clinical approach and new interventions through mHealth technologies, as these results may be due to the lack of appropriate comparable RCTs because these technologies are novel. Additionally, estimating the independent effect of each component of these interventions would be interesting, and it is important to standardize the implementation of multicomponent interventions in such a way that enough evidence is available for consideration in clinical practice guidelines.
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Abstract

Background: Although there is evidence for the efficacy of internet-based cognitive behavioral therapy (iCBT), the generalizability of results to routine care is limited.

Objective: This study systematically reviews effectiveness studies of guided iCBT interventions for the treatment of depression or anxiety.

Methods: The acceptability (uptake, participants’ characteristics, adherence, and satisfaction), effectiveness, and negative effects (deterioration) of nonrandomized pre-post designs conducted under routine care conditions were synthesized using systematic review and meta-analytic approaches.

Results: A total of 19 studies including 30 groups were included in the analysis. Despite high heterogeneity, individual effect sizes of investigated studies indicate clinically relevant changes, with effect sizes ranging from Hedges’ g=0.42-1.88, with a pooled effect of 1.78 for depression and 0.94 for anxiety studies. Uptake, participants’ characteristics, adherence, and satisfaction indicate a moderate to high acceptability of the interventions. The average deterioration across studies was 2.9%.

Conclusions: This study provides evidence supporting the acceptability and effectiveness of guided iCBT for the treatment of depression and anxiety in routine care. Given the high heterogeneity between interventions and contexts, health care providers should select interventions that have been proven in randomized controlled clinical trials. The successful application of iCBT may be an effective way of increasing health care in multiple contexts.

(J Med Internet Res 2020;22(8):e18100) doi:10.2196/18100
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**Introduction**

Depressive and anxiety disorders are common mental health problems associated with significant suffering, impairment, and reduction in the quality of life [1,2]. Both disorders lead to considerable socioeconomic costs through decreased work productivity and higher utilization of health care services [3,4].

Despite the proven effectiveness of psychotherapy in the treatment of depression and anxiety [5], the provision of evidence-based treatments depicts a constant challenge given the barriers such as the shortage of treatment, uneven distribution of trained providers, delayed treatment provision, and inadequacy of treatment [6,7]. Furthermore, research on patients' preferences has shown that many do neither make use of psychotherapeutic treatments nor do they receive psychopharmacological treatment [7]. Using the internet to provide psychotherapeutic interventions may increase the coverage of usual care services [8,9] by providing highly accessible and scalable interventions reaching people who cannot be reached otherwise. Recent research suggests that internet-based cognitive behavioral therapy (iCBT) with therapeutic guidance is effective for the prevention [10,11] and treatment [12-15] of common mental disorders. Systematic reviews on studies were also able to show comparable effects to face-to-face treatments in adults [16,17]. In a recent meta-analysis, Romijn et al [13] showed that iCBT interventions for anxiety disorders can also have significant effects obtained in trials implemented in clinical care. They also found that effects were smaller in samples recruited in clinical practice than in samples recruited with an open recruitment method compared with waitlist-control groups [13], which raises the question of the effects of iCBT when implemented in routine practice.

Although randomized controlled trials (RCTs) are considered the gold standard in exploring the efficacy of mental health interventions, the idealized and controlled nature of these trials limits the generalizability of findings to routine care populations [18]. RCTs maximize the internal validity, to ensure that the effect found can be attributed to the investigated intervention [19,20]. Thus, RCT findings are restricted by controlled protocols, explicit eligibility criteria, and participant recruitment and randomization procedures. RCTs provide a highly structured environment, which is considered to possibly have an adherence-fostering effect [21,22]. The efficacy derived from RCTs of internet-based interventions might be overestimated for what can be expected when implementing in routine care, limiting the knowledge base for routine clinical practice [20].

Hence, after establishing the efficacy of an intervention and its subsequent implementation, the so-called phase IV clinical trials should follow investigating benefits when implemented as well as potential negative effects implemented [23,24]. Thus, the investigation of the effectiveness of iCBT under routine care conditions is an important part of the evaluation of these services before wide-scale adoption.

Andersson and Hedman [25] reported on the effectiveness of iCBT within four controlled trials and eight open studies for a multitude of mental health problems, indicating that it might be possible to replicate the findings of controlled efficacy trials on guided iCBT in clinical practice. However, in that review, both routine care and RCTs were included, and only eight studies reported effects when the service was delivered under routine conditions. Recently, Andrews et al [15] reported the results of computer-based treatments of depression, panic disorder, generalized anxiety disorder, and social phobia in randomized trials. They also identified eight studies on internet-based treatments in routine clinical practice when delivered outside of a randomized trial reporting an average effect size of g=1.07 across all 4 disorders [15]. However, since then, many more studies have been published. In addition, this review did not specifically try to identify nonrandomized trials, possibly leading to unidentified articles. Additionally, they did not provide disorder-specific results, specific results on guided treatments by mixing guided and unguided treatments, and did not investigate the acceptability and potential negative effects.

The aim of this study was to examine the effects of guided iCBT for the treatment of depression and anxiety under routine care conditions on symptom change, acceptability (uptake, participants’ characteristics, adherence, and satisfaction), and predictors of negative effects (deterioration and side effects).

**Methods**

We report this meta-analysis in accordance with the Preferred Reporting Items for Systematic Reviews and Meta-Analyses guidelines (Multimedia Appendix 1) [26]. This meta-analysis was registered at international prospective register of systematic reviews (PROSPERO; trial registration: CRD42018095704).

We searched PubMed, PsychINFO, and the Cochrane library. We used index terms and text words associated with depression and anxiety, internet interventions, and routine care (for a full search string, the reader is referred to Multimedia Appendix 2). Furthermore, we contacted experts in the field to ask whether they were aware of the studies that we did not identify through our systematic literature searches. Furthermore, we conducted reference tracking on the identified studies and previous meta-analyses in the field [5,14,15,27]. The resulting hits of our literature searches were screened on titles and abstracts by 2 independent reviewers (AE and CV). Studies considered as potentially relevant were screened on full text by the same reviewers independently. In case of disagreement, the opinion of a third senior reviewer (DE) was sought.

**Inclusion Criteria**

We included studies that (1) examined the effectiveness of a guided or blended iCBT in (2) treating adults with depressive and/or anxiety symptoms (3) under routine care conditions (4) in a pre-post design. We followed the inclusion of adults and older adolescents (aged >16 years) within the treatment provision for adults, as reported in the original studies.

We defined routine care studies as effectiveness studies, which were conducted as nonrandomized clinical trials in settings equal to or representative of routine practice [28]. The definition of routine care differs between countries and health care systems and describes the established way of working at the time of the original study. Depression and anxiety symptoms had to be
established based on cutoff scores on self-report outcome measures, clinical diagnosis, or expert opinion. The definition of anxiety symptoms is based on the Diagnostic and Statistical Manual of Mental Disorders IV classification criteria for anxiety disorders. Furthermore, the interventions were considered as guided when the guidance was related to the therapeutic content [29] and as blended when the internet-based intervention was combined with face-to-face elements in one integrated standardized treatment protocol [27]. Guidance can be delivered via email, a secure message system, telephone, or face-to-face contact and via video or face-to-face contact in blended treatments. Finally, both disorder-specific and transdiagnostic interventions (targeted at both depression and anxiety simultaneously) were included.

Exclusion Criteria
We excluded studies that did not (1) focus primarily on anxiety or depression or (2) provide sufficient data for the calculation of the effect sizes. Studies were also excluded if (1) the service had only been provided as part of a research study, (2) the study could be considered as a feasibility or pilot trial, or (3) patients were randomized at an individual level. However, cluster randomized trials were considered eligible, in which randomization took place not on an individual level but, for example, on a health care institution level. For the definition of feasibility and pilot trials, we followed the NIHR Evaluation, Trials and Studies Coordinating Centre definition of pilot and feasibility trials [30], as recommended by Arain et al [31]. Feasibility trials were defined as “pieces of research done before a main study” (designed around the research question “Can this be done?”), and pilot studies are defined as a version of the main study that is “run in miniature to test whether the components of the main study can all work together” [31]. Additionally, we only included studies published in English, German, or Dutch language.

Data Extraction
We extracted data related to study and iCBT service–related characteristics, acceptability, effects on symptom change, negative effects, and data related to the risk of bias of reported results.

Study characteristics included the year of publication, the country in which the study was conducted, the year of data collection, sample size, eligibility criteria (establishment of depression and/or anxiety diagnosis at baseline [standardized clinical interview, cutoff on standardized questionnaire, and clinical judgment], inclusion of severe cases [yes/no], and exclusion of cases with suicidal ideation [yes/no], and approach to data analysis [ITT/completer]).

ICBT service–related characteristics included intervention name, the symptoms targeted (depression and/or anxiety), if it was a blended treatment (yes/no), evidence base for the used intervention (positive results based on at least one randomized clinical trial [yes/no]), and whether it was a symptom-specific or transdiagnostic treatment. We also included the recruitment pathway (open community, clinical referral, and both), the number of planned intervention modules, guidance focus (content-focused, motivational-focused, and administrative-focused), guidance delivery format (synchronous vs asynchronous, within the treatment platform vs outside, eg, by email), and guidance moment (as a reaction to an action of the participant [eg, after the participant finished a session, as a reaction to a nonresponse] or planned in different intervals [eg, weekly or biweekly]). Furthermore, we included guides’ professional training (psychotherapist, psychiatrist, general practitioner [GP], psychologist, psychological registrar, nurse, coach [with lived experience]), training of professionals in iCBT (yes/no), supervision of professionals by a trained clinician (yes/no), the planned and actual intensity of guidance in minutes, and if there was a guidance manual provided (yes/no). Additional information on whether a standardized procedure in the case of symptom deterioration and crisis (yes/no) has been established was included.

Acceptability data were extracted with regard to uptake (the number of people screened for the service, people included, and participants starting the treatment), patient characteristics (age and gender), average symptom severity at baseline, adherence (ie, number of completed modules), mean treatment duration in weeks, and participant satisfaction. Negative effects were extracted with regard to average effects on symptom deterioration, other side effects, and reports of specific subgroups at risk for symptom deterioration.

Two reviewers (AE and CV) extracted the data independently, and data sets were merged. Differences and points of uncertainty were discussed and checked by returning to the original article and in some cases to the authors of the respective article.

Risk of Bias Assessment
Assessing the quality of naturalistic observational studies is challenging as there is no widely accepted tool in doing so [32]. Moreover, established guidelines for the quality assessment of nonrandomized trials are only partially applicable, as they assume comparisons of interventions (Risk Of Bias In Nonrandomized Studies of Interventions-I [33]). Thus, in this study, we selected and adapted criteria from two quality assessment tools [33,34] and adapted them to this study’s purposes to evaluate the risk of bias of the included studies. For the present risk of bias assessment, we discussed the aforementioned assessment tools among all coauthors of this manuscript and derived the analysis criteria described in Multimedia Appendix 3 [35]. As a result, we evaluated (1) researcher allegiance (defined as the first or last author of the study also being the first or last author of the intervention development or efficacy paper), (2) confounding introduced by patients’ participation in other treatments, (3) confounding introduced by significant confounding variables identified within the individual study (meaning any predictors included such as age, guidance, or recruitment pathway), (4) selection bias introduced by the study population (ie, the studies only reported on complete data), and (5) selective outcome reporting in comparison with the study protocol or diagnostic measures administered as mentioned in the original studies’ methods section. A description of the risk of bias assessment and its operationalization can be found in Multimedia Appendix 3.

With regard to Researcher Allegiance, we chose the above definition after consideration among the authors and evaluated
a study as at high risk of researcher allegiance when the first or last author of the study was also involved in the development of the treatment manual of the psychotherapy involved or the reporting on the interventions’ efficacy. Although the validity of other indicators has been questioned, the involvement of a researcher in developing the treatment under investigation can be considered a valid indicator of potential researcher allegiance [36].

Two reviewers evaluated the quality of the included studies independently (AE and CV). Any disagreement between reviewers was solved by a thorough discussion. If the disagreement could not be resolved, a third senior reviewer was consulted (DE).

Statistical Analysis

Our primary outcome was the reduction of depressive or anxiety symptoms from pre- to posttest assessment. We calculated the difference in depression and anxiety symptoms between pre-post assessment divided by the weighted, pooled standard deviation (Hedges’ g). We have chosen Hedges’ g because it allows for small sample size bias correction [37]. As we expected considerable heterogeneity among the studies, we used the random effects model. As a rule of thumb, effect sizes of 0.8 can be viewed as large, 0.5 as moderate, and 0.2 as small [38].

In our main analysis, we included mixed depression and/or anxiety studies into the separate depression and anxiety data sets. Statistical analysis was conducted using the Comprehensive Meta-analysis program (version 2.2.2), and pooled proportions were calculated with R [39] package meta [40].

To calculate heterogeneity, we used the I^2-statistic and its 95% CIs as an indicator of heterogeneity in percentages. Heterogeneity was interpreted as low, moderate, and high when 25%, 50%, and 75%, respectively.

We also included the correlations of the used pre-post measures using the mean of 0.76, where none was provided for depression and 0.59 for anxiety following the study by Balk et al [41]. We also conducted sensitivity analyses for correlations set to 0.00, 0.75, and 0.99 to examine the robustness of our findings [42]. We also calculated the prediction interval, which estimates the average number of sessions that were completed by the participants divided by the planned total number of sessions. We also coded the percentage of intervention completers for a 100% completion rate. Additionally, we pooled the age and gender distribution as well as participant satisfaction extracted from original studies. Furthermore, we pooled the percentage of individuals reported to show symptom deterioration (defined as a negative reliable change in the reported outcome), the deterioration rates, reported in the original study.

Publication bias was examined by inspecting the funnel plot [44] and conducting the Egger test of the intercept with a one-tailed significance level of α=.05 [45]. In addition, we used Duval and Tweedie’s trim and fill procedure [46] to adjust the effect size for missing studies.

Results

Study Selection

A systematic literature search was performed on January 30, 2019. This search resulted in 25,447 citations. After removal of duplicates, 19,316 citations remained for the title and abstract assessment and 174 after the exclusion due to title and abstract. A total of 17 studies fulfilled the eligibility criteria. The full references of the included studies are listed in Multimedia Appendix 4 (Etzelmueller et al, unpublished data, 2020) [47-63]. The study selection process is illustrated in Figure 1.
Study Characteristics

Table 1 presents the characteristics of the included studies. Seventeen studies (n=12,096 participants) reporting on the outcomes of the treatment for depression and anxiety were included. Seven of the 17 studies reported multiple groups, of which 5 combined results on multiple treatments in the published study and 2 reported distinct forms of guidance within the same treatment and setting without randomizing patients on an individual level. Of the resulting 30 groups, 8 groups focused on depression, 17 on anxiety, and 5 on both depression and anxiety. We included studies reporting on both depression and anxiety in both the depression and anxiety analyses. Of the included studies, 46.7% (*k*=14/30, *k*$_{\text{Dep}}$=4, *k*$_{\text{Anx}}$=10) administered diagnostic interviews, 36.7% (*k*=11/30, *k*$_{\text{Dep}}$=6/13, *k*$_{\text{Anx}}$=7/22) self-reports, and 16.7% (*k*=5/30, *k*$_{\text{Dep}}$=3/13, *k*$_{\text{Anx}}$=2/22) clinical judgment in their diagnostic process. Of the included studies, 30.0% (*k*=9/30, *k*$_{\text{Dep}}$=4/13, *k*$_{\text{Anx}}$=5/22) administered a cutoff criterion for the self-report questionnaires. Ten studies (33.3%, *k*=10/30, *k*$_{\text{Dep}}$=6/13, *k*$_{\text{Anx}}$=5/22) included patients who did not meet the criteria for a clinical diagnosis of depression or anxiety. A total of 9.1% of anxiety studies (*k*=2/22) excluded cases with severe symptom severity; all depression studies allowed patients with severe depression severity to be included. Of the included studies, 40.0% (*k*=12/30, *k*$_{\text{Dep}}$=4/13, *k*$_{\text{Anx}}$=9/22) specifically stated that the patients had to be diagnosed with a clinical depression and/or anxiety disorder to follow the iCBT intervention. The rest of the studies did not specify whether the patients had clinical depression and/or anxiety. Of the included studies, 73.0% (*k*=22/30, *k*$_{\text{Anx}}$=9/13, *k*$_{\text{Dep}}$=18/22) stated that suicidal ideation or intent was a reason for excluding the patient from the service.
<table>
<thead>
<tr>
<th>Publication and substudy</th>
<th>Year of publication</th>
<th>Data collectiona</th>
<th>Country</th>
<th>Sample size</th>
<th>Diagnosis conducted</th>
<th>Diagnostic criterion</th>
<th>Inclusion of severe cases</th>
<th>Exclusion: suicidal ideationb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aydos et al (2009) [30]</td>
<td>2009</td>
<td>N/A</td>
<td>Australia</td>
<td>17</td>
<td>Interview (MINI)</td>
<td>Clinical</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Etzelmueller et al (unpublished data, 2020)</td>
<td>N/A</td>
<td>N/A</td>
<td>Germany</td>
<td>349</td>
<td>Self-report (Patient health Questionnaire; PHQ8&gt;10)</td>
<td>Clinical and subclinical</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Hadjistavropoulos et al (2014) [59]</td>
<td>2014</td>
<td>2010-2013</td>
<td>Canada</td>
<td>107</td>
<td>Interview (MINI) + GAD7&gt;5</td>
<td>Clinical and subclinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada</td>
<td>80</td>
<td>Interview (MINI) + PHQ&gt;5</td>
<td>Clinical and subclinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada</td>
<td>25</td>
<td>Interview (MINI) + Panic Disorder Severity Scale-Self Report; PDSS-SR&gt;8</td>
<td>Clinical and subclinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Canada</td>
<td>198</td>
<td>Self-report (K10≥17)</td>
<td>Clinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>United Kingdom</td>
<td>38</td>
<td>Clinical judgment (ICD10)</td>
<td>Clinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>United Kingdom</td>
<td>33</td>
<td>Clinical judgment (ICD10)</td>
<td>Clinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>United Kingdom</td>
<td>9</td>
<td>Clinical judgment (ICD10)</td>
<td>Clinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Denmark</td>
<td>143</td>
<td>Interview</td>
<td>Clinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Morrison et al (2014) [54]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Publication and substudy</td>
<td>Year of publication</td>
<td>Data collection</td>
<td>Country</td>
<td>Sample size</td>
<td>Diagnosis conducted</td>
<td>Diagnostic criterion</td>
<td>Inclusion of severe cases</td>
<td>Exclusion: suicidal ideation b</td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------------------</td>
<td>----------------</td>
<td>------------------</td>
<td>-------------</td>
<td>--------------------------------------</td>
<td>----------------------</td>
<td>--------------------------</td>
<td>-------------------------------</td>
</tr>
<tr>
<td></td>
<td>2014</td>
<td>2012</td>
<td>United Kingdom</td>
<td>12</td>
<td>Self-report and clinical judgment i</td>
<td>Caseness c</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Nordgreen et al (2018 b)</td>
<td>2018</td>
<td>N/A</td>
<td>Norway</td>
<td>169</td>
<td>Interview (MINI)</td>
<td>Clinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Ruwaard et al (2012) [50]</td>
<td>2012</td>
<td>2002-2008</td>
<td>The Netherlands</td>
<td>405</td>
<td>Interview (N/A)</td>
<td>Clinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2012</td>
<td>2002-2008</td>
<td>The Netherlands</td>
<td>136</td>
<td>Interview (N/A)</td>
<td>Clinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2012</td>
<td>2002-2008</td>
<td>The Netherlands</td>
<td>477</td>
<td>Interview (N/A)</td>
<td>Clinical</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Shandley et al (2008) [51]</td>
<td>2008</td>
<td>N/A</td>
<td>Australia</td>
<td>51</td>
<td>Self-report and interview</td>
<td>Clinical</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>2008</td>
<td>N/A</td>
<td>Australia</td>
<td>41</td>
<td>Self-report and interview</td>
<td>Clinical</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>2013-2016</td>
<td>Australia</td>
<td>516</td>
<td>Self-report</td>
<td>Principal complaint</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>2013-2016</td>
<td>Australia</td>
<td>69</td>
<td>Self-report</td>
<td>Principal complaint</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>2017</td>
<td>2013-2016</td>
<td>Australia</td>
<td>137</td>
<td>Self-report</td>
<td>Principal complaint</td>
<td>No</td>
<td>Yes</td>
</tr>
</tbody>
</table>

a Data collection period.

b Exclusion of cases with suicidal ideation.

c N/A: not applicable.

d MINI: mini-international neuropsychiatric interview.

e Caseness for PHQ-9 refers to a person reporting scores of 10 on the PHQ-9.

f GAD: Generalized anxiety disorder.

g Transdiagnostic treatment for depression.

h OCD: obsessive-compulsive disorder.

i Participants were initially identified as suitable to receive a low-intensity intervention for depression or low mood through the triage of a patient’s self-assessment form by team leaders, all of whom were qualified CBT therapists. Patients then had an initial assessment with a psychological well-being practitioner who considered a person’s suitability for MindBalance in reference to the patient’s identified difficulties, goals, and the studies’ inclusion and exclusion criteria (inclusion: to receive treatment of depression with little or no comorbid anxiety, appropriate for guided self-help in a primary-care setting as determined by current […] procedures).

j PTSD: posttraumatic stress disorder.

k Depression treatment for older adults.
iCBT Service–Related Characteristics

Of the studies, 26.3% (k=5/19) used transdiagnostic interventions, and all others utilized disorder-specific interventions. We did not identify any blended treatments.

Of the included studies, 31.6% (k=6/19) involved clinical referrals in their service pathway, 26.3% (k=5/19) did not involve referrals, but only included patients through the general community, whereas 42.1% (k=8/19) were recruited in both a community and clinical setting.

On average, iCBT treatments included 8.00 sessions (SD 2.62; k=26; depression: k=11; mean 8.09, SD 2.84; anxiety: k=19; mean 8.00, SD 2.81).

With regard to guidance, 46.7% of the studies (k=14/30; k_{Dep}=5/13, k_{Anx}=9/22) stated that guidance focused mainly on motivational and 16.7% (k=5/30; k_{Dep}=4/13, k_{Anx}=4/22) on administrative aspects. All included studies provided feedback on the content of participants who completed the sessions. Of the studies, 73.3% (k=22/30; k_{Dep}=10/13, k_{Anx}=12/22) used asynchronous contact methods for communication between participants and guides, 30.0% (k=9/30; k_{Dep}=7/13, k_{Anx}=5/19) used build-in message systems, and 16.7% (k=5/30; k_{Dep}=1/13, k_{Anx}=5/22) used emails. Of the studies, 23.3% (k=7/30; k_{Dep}=3/13, k_{Anx}=7/22) used synchronous contact via telephone contacts, of which one would also use face-to-face contacts. Of the studies, 16.7% (k=5/30; k_{Dep}=1/13, k_{Anx}=4/22) stated that they provided feedback as a reaction following a participant’s action and 30.0% (k=9/30; k_{Dep}=4/13, k_{Anx}=6/22) in specific time intervals, weekly or biweekly.

Of the studies, 23.3% (k=7/30; k_{Dep}=4/13, k_{Anx}=6/22) only involved guides not trained in CBT, whereas the other studies included specifically trained professionals, such as psychotherapists, psychiatrists, GPs, or psychologists. Of the studies, 40.0% (k=12/30; k_{Dep}=7/13, k_{Anx}=5/19) provided supervision to the guiding participants. A total of 26.7% of the studies (k=8/30; k_{Dep}=4/13, k_{Anx}=4/22) reported having provided an iCBT intervention manual. The average reported guidance time was 148.50 min (SD 146.99; k=12; 95% CI 92.87-204.12; depression: k=4, mean 82.44 min (SD 81.14), 95% CI 45.29-119.60; anxiety: k=9; mean 157.60 min, SD 108.10; 95% CI 92.33-222.86). The pooled results are presented in Table 2.

Nine studies (47.4%; k=19) reported safety measures in cases of suicidality, suicidal ideation, or severe symptom deterioration. They mention monitoring systems (k=2), risk alerts (k=1), or reviewing the participants’ messages (k=2) as ways to identify risk. Procedures were triggered in cases of suicidal ideation or suicidality (k=9), inactivity or lack of progress (k=2), or an increase in symptoms (k=2). Ways to mitigate the risk included contacting the participant via telephone (often in contrast to the usual messaging, k=4), structured risk assessments (k=1), referred to another service (k=6), and the development of a safety plan together with the participant (k=1). Information is depicted in Multimedia Appendix 5 [64-101] and Multimedia Appendix 6 [102-120] on the iCBT service–related characteristics.
Table 2. Pooled results of iCBT service– and acceptability-related outcomes: guidance time, age, gender, completed sessions, completed components, and deterioration rates.

<table>
<thead>
<tr>
<th>Groups</th>
<th>Number of studies</th>
<th>Pooled mean (SD)</th>
<th>95% CI</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Guidance time</strong>&lt;sup&gt;a&lt;/sup&gt;(min)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies</td>
<td>12</td>
<td>148.50 (146.99)</td>
<td>92.9-204.1</td>
<td>43.0-378.6</td>
</tr>
<tr>
<td>Depression studies</td>
<td>4</td>
<td>82.44 (290.46)</td>
<td>45.29-119.60</td>
<td>43.0-183.0</td>
</tr>
<tr>
<td>Anxiety studies</td>
<td>9</td>
<td>157.60 (108.10)</td>
<td>92.33-222.86</td>
<td>43.0-378.6</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies</td>
<td>29</td>
<td>38.3 (3.02)</td>
<td>37.2-39.4</td>
<td>29.8-43.5</td>
</tr>
<tr>
<td>Depression studies</td>
<td>12</td>
<td>39.0 (2.12)</td>
<td>37.8-40.2</td>
<td>29.0-41.7</td>
</tr>
<tr>
<td>Anxiety studies</td>
<td>21</td>
<td>37.8 (3.04)</td>
<td>36.5-39.2</td>
<td>29.8-43.5</td>
</tr>
<tr>
<td><strong>Gender, female (n, %)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies</td>
<td>23</td>
<td>65.4 (20.06)</td>
<td>57.2-72.8</td>
<td>22.2-91.7</td>
</tr>
<tr>
<td>Depression studies</td>
<td>11</td>
<td>70.1 (24.37)</td>
<td>55.7-81.4</td>
<td>22.2-91.7</td>
</tr>
<tr>
<td>Anxiety studies</td>
<td>17</td>
<td>64.3 (17.25)</td>
<td>56.1-71.6</td>
<td>22.2-86.0</td>
</tr>
<tr>
<td><strong>Average percentage of sessions completed</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies</td>
<td>14</td>
<td>60.6 (6.49)</td>
<td>57.2-72.8</td>
<td>16.7-90.0</td>
</tr>
<tr>
<td>Depression studies</td>
<td>5</td>
<td>62.6 (1.60)</td>
<td>61.2-63.9</td>
<td>16.7-90.0</td>
</tr>
<tr>
<td>Anxiety studies</td>
<td>10</td>
<td>57.3 (1.94)</td>
<td>56.1-58.4</td>
<td>16.7-74.3</td>
</tr>
<tr>
<td><strong>Average percentage of participant completing all treatment components</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies</td>
<td>26</td>
<td>61.0 (14.83)</td>
<td>55.3-66.9</td>
<td>27.3-82.6</td>
</tr>
<tr>
<td>Depression studies</td>
<td>12</td>
<td>62.8 (13.61)</td>
<td>55.1-70.0</td>
<td>44.0-82.6</td>
</tr>
<tr>
<td>Anxiety studies</td>
<td>18</td>
<td>61.7 (17.75)</td>
<td>53.5-69.3</td>
<td>27.3-82.0</td>
</tr>
<tr>
<td><strong>Deterioration (% deterioration in sample)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies</td>
<td>14</td>
<td>2.9 (1.91)</td>
<td>1.9-4.3</td>
<td>1.0-16.6</td>
</tr>
<tr>
<td>Depression studies</td>
<td>5</td>
<td>2.5 (0.34)</td>
<td>2.2-2.9</td>
<td>1.0-12.5</td>
</tr>
<tr>
<td>Anxiety studies</td>
<td>9</td>
<td>3.1 (2.30)</td>
<td>1.6-5.9</td>
<td>1.0-16.6</td>
</tr>
</tbody>
</table>

<sup>a</sup>Excluded study Ruwaard et al [50] as outlier.

**Risk of Bias of the Included Studies**

The quality of the included studies varied. Of the studies, 67.0% (k=20/30) were rated with a high risk of bias on Researcher Allegiance. Of the studies, 63.0% (k=19/30) did not exclude patients who were participating in other psychotherapeutic treatments (Treatment Inclusion Confounding), and none of the studies reported on the adjustment for confounders in the data analysis. Intention-to-treat data could be extracted from 73.3% of the studies (k=22/30), and none of the studies were preceded by a published study protocol. The risk of bias assessment is depicted in Figure 2.

Figure 2. Risk of bias assessment.
iCBT Service Acceptability

Acceptability data on uptake, participant characteristics across studies, adherence, and participant satisfaction were pooled. All acceptability results are depicted in Multimedia Appendices 6 and 7. The pooled results are presented in Table 2.

**Uptake**

The average proportion of included people based on the number of people screened was 70.2% (k=6/30; 95% CI 8.4%-98.4%; range=0.6%-76.0%), the proportion of starters based on the number of people being screened was 48.0% (k=10; 95% CI 16.9%-80.8%; range=0.3%-96.2%), and the proportion of starters based on the number of people included was 73.0% (k=7; 95% CI 51.0%-87.6%; range=40.6%-95.9%).

**Participant Characteristics**

The pooled percentage of female participants was 65.4% (k=23, 95% CI 57.2%-72.8%; depression: k=11, mean 70.1%, 95% CI 55.7%-81.4%; anxiety: k=17, mean 64.3%, 95% CI 56.1%-71.6%). The mean age across studies was 38.30 years (k=29, 95% CI 37.22-39.37; depression: k=12, mean 38.96, 95% CI 37.77-40.15; anxiety: k=21, mean 37.83, 95% CI 36.47-39.20).

**Adherence**

The average percentage of sessions completed was 61.2% (k=14, 95% CI 54.9%-67.5%; depression: k=5, mean 62.6%, 95% CI 61.2%-63.9%; anxiety: k=10, mean 57.3%, 95% CI 56.1%-58.4%). The percentage of participant completing all treatment components was 61.3% (k=26, 95% CI 55.3%-66.9%; depression: k=12, mean 62.8%, 95% CI 55.1%-70.0%; anxiety: k=18, mean 61.7%, 95% CI 53.5%-69.3%).

**Participant Satisfaction**

Of the 17 studies, 10 (58.8%) reported participants’ satisfaction. Participant satisfaction outcomes were reported inconsistently, using varying measures and different reporting forms. Therefore, these data could not be pooled, but the detailed results and the data extracted on patient satisfaction are depicted in Multimedia Appendix 7 [81,121-123]. Within the studies reporting participants’ satisfaction, five studies reported a high and four a very high participants’ satisfaction.

**Effects of iCBT on Symptom Change**

**Depression**

Effect sizes for changes in depression severity ranged from 0.66 to 1.88 (Hedges’ g, k=13 studies), with 1 study (7.7%) reporting a moderate and 12 (92.3%) a large effect size. The average pre-post effect size of all depression treatments was g=1.18 (95% CI 1.06-1.29), which can be considered a large effect. Heterogeneity was significant and high ($I^2=95%$; $95\%$ CI 94-97; $P<.001$). The prediction interval is 0.74-1.62, and we can expect that in 95% of all populations, the true effect size will fall within this range.

The details of these results are shown in Figure 3 and Table 3.
Table 3. Meta-analytic comparison of anxiety and depression interventions.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Effect</th>
<th>95% CI</th>
<th>Heterogeneity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Depression</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies (n=13)</td>
<td>1.178</td>
<td>1.06-1.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pre-post correlation=0.00</td>
<td>1.236</td>
<td>1.10-1.38</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pre-post correlation=0.75</td>
<td>1.155</td>
<td>1.04-1.27</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pre-post correlation=0.99</td>
<td>0.749</td>
<td>0.16-0.88</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Outliers excludeda</td>
<td>1.176</td>
<td>1.09-1.26</td>
<td>.001</td>
</tr>
<tr>
<td>Without mixed treatments</td>
<td>1.282</td>
<td>1.26-1.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Anxiety</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All studies (n=20)</td>
<td>0.94</td>
<td>0.83-1.06</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pre-post correlation=0.00</td>
<td>0.95</td>
<td>0.83-1.07</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pre-post correlation=0.75</td>
<td>0.93</td>
<td>0.82-1.04</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Pre-post correlation=0.99</td>
<td>0.70</td>
<td>0.62-0.78</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Outliers excludedb</td>
<td>0.90</td>
<td>0.81-0.99</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Without mixed treatments</td>
<td>0.95</td>
<td>0.81-1.10</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Without OCDc treatments</td>
<td>0.93</td>
<td>0.81-1.05</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Without PTSDd treatments</td>
<td>0.88</td>
<td>0.78-0.98</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neither OCD nor PTSD</td>
<td>0.87</td>
<td>0.77-0.98</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aThree excluded studies [47-49] as well as depression study by Ruwaard et al [50].
bTwo excluded studies [51,52] as well as posttraumatic stress disorder (PTSD) and panic disorder studies by Ruwaard et al [50] and PTSD study by Titov et al [53].
cOCD: obsessive-compulsive disorder.
dPTSD: posttraumatic stress disorder.

In this analysis, the pre-post measurement correlation was set to the actual pre-post correlation of the measure (between 0.36 and 0.78). Sensitivity analysis, with correlations set to 0, 0.75, and 0.99, resulted in comparable effect sizes ($g_{corr}=1.24$, $I^2_{corr}=86$, 95% CI 78-91; $P<.001$; $g_{corr}=1.16$, $I^2_{corr}=96$, 95% CI 94-97; $P<.001$), with $g_{corr}=0.75$ ($I^2_{corr}=100$, 95% CI 100-100; $P<.001$) resulting in the smallest effect size.

Both the visual inspection of the funnel plot and Egger test ($P=.90$) did not indicate a potential publication bias.

We found five studies to be outliers, defined as not overlapping with the 95% CI of the pooled estimate. Removing these studies [47-49], and the depression group in the study by Ruwaard et al [50], from the analysis did not result in meaningful changes in effect sizes ($g=1.18$, 95% CI 1.09-1.26), but reduced heterogeneity ($I^2=75$%; 95% CI 42-86; $P<.001$). Removing the mixed anxiety and depression studies did not result in a relevant change in effect size ($g=1.28$, 95% CI 1.13-1.44; $I^2=97$%; 95% CI 95-98; $P<.001$).

**Anxiety**

For the included anxiety studies ($k=20$), effect sizes ranged from 0.42 to 1.38 ($Hedges’ g$), with 1 study (5.0%) reporting a small, 6 (30.0%) a moderate, and 13 (65.0%) a large effect size.

The average pre-post effect size ($Hedges’ g$) of all anxiety interventions, including the interventions that targeted both anxiety and depression, was $g=0.94$ (95% CI 0.83-1.06), which is considered a large effect. Heterogeneity was high ($I^2=89$, 95% CI 84-92; $P<.001$). The prediction interval is 0.44-1.44, and we can expect that in 95% of all populations, the true effect size will fall within this range. The details of these results are shown in Figure 4 and Table 3.

In the main analysis described above, the pre-post measurement correlation was set to 0.59. Sensitivity analysis with correlations set to 0, 0.75, and 0.99 resulted in comparable effect sizes ($g_{corr}=0.95$, $I^2_{corr}=74$, 95% CI 60-83; $P<.001$; $g_{corr}=0.93$, $I^2_{corr}=93$, 95% CI 91-95; $P<.001$), with $g_{corr}=0.90$ ($I^2_{corr}=99$, 95% CI 99-100; $P<.001$) resulting in the smallest effect size.
Figure 4. Standardized Effects of iCBT treatments for anxiety in routine care. Marks (2003) is not providing an anxiety measure for the mixed depression and anxiety treatment; therefore, this study has not been included in the analysis. Full references are available in Multimedia Appendix 4. Combined: multiple measures for the main outcome have been combined in the analysis; GAD: generalized anxiety disorder; GP: general practitioner-guided; LSAS: Liebowitz Social Anxiety Scale; NS: nonspecialized care; OCD: obsessive-compulsive disorder; PDSS-SR: Panic Disorder Severity Scale-Self Report; PTSD: posttraumatic stress disorder; Spec.: specialized care; Th.: therapist-guided; YBOCS: Yale-Brown Obsessive Compulsive Scale.

Both the visual inspection of the funnel plot and Egger test (P=0.91) did not indicate a potential publication bias.

We found five studies to be outliers, as their results did not overlap with the 95% CI of the pooled estimate. Removing studies [51,52] as well as PTSD and panic disorder studies by Ruwaard et al [50] and PTSD study by Titov et al [53] from the analysis did not influence the result significantly (g=0.90; 95% CI 0.81-0.99; \( I^2 = 77\% \); 95% CI 62-86; \( P < 0.001 \)), but resulted in less, although still high, heterogeneity. Excluding the mixed anxiety and depression studies did not result in a significantly different effect size (g=0.99; 95% CI 0.86-1.12; \( I^2 = 92\% \); 95% CI 88-95; \( P < 0.001 \)). Neither removing OCD treatments (g=0.93; 95% CI 0.82-1.05; \( I^2 = 90\% \); 95% CI 86-93; \( P < 0.001 \)), PTSD treatments (g=0.88; 95% CI 0.78-0.98; \( I^2 = 83\% \); 95% CI 74-89; \( P < 0.001 \)), nor both (g=0.87; 95% CI 0.77-0.98; \( I^2 = 84\% \); 95% CI 76-90; \( P < 0.001 \)) resulted in significantly different effect sizes, although lowering the heterogeneity.

### Subgroup Analysis for iCBT for the Treatment of Depression, Anxiety, or Mixed Depression and/or Anxiety

Tables 4 and 5 show the results of all examined subgroup analyses. Significant differences between subgroups were found for professional training of coaches, supervision of coaches, and treatment duration for both depression and anxiety studies and for recruitment pathways for depression studies only. Studies evaluating a period of 9 to 13 weeks of treatment duration reported a significant lower effect size (depression: g=1.00, 95% CI 0.95-1.05; \( I^2 = 0\% \); 95% CI 0-85; anxiety: g=0.83, 95% CI 0.72-0.95; \( I^2 = 59\% \); 95% CI 9-81) compared with studies with less than 9 (depression: g=1.17, 95% CI 1.01-1.32; \( I^2 = 95\% \); 95% CI 92-97; anxiety: g=1.16, 95% CI 0.97-1.34; \( I^2 = 93\% \); 95% CI 61-91) or more than 13 weeks (depression: g=1.37, 95% CI 1.00 to -1.74; \( I^2 = 97\% \); 95% CI 94-98; anxiety: g=0.98, 95% CI 0.78-1.17; \( I^2 = 89\% \); 95% CI 78-94). However, the effect sizes within all examined subgroups were high.

### iCBT Negative Effects

Multimedia Appendix 7 [81,121-123] comprises the results of the negative effects. Less than half of the studies reported deterioration rates (k=7; 41%), with an average deterioration rate of 2.9% (k=14, 95% CI 1.9%-4.3%; depression: k=5, mean 2.5%, 95% CI 2.2%-2.9%; anxiety: k=9, mean 3.1%, 95% CI 1.6%-5.9%; the forest plot can be retrieved from the corresponding author). No study reported other negative effects, and one study mentioned that there were no adverse outcomes. No studies have reported the predictors of deterioration or other negative effects.
Table 4. Subgroup analyses: depression treatments.

<table>
<thead>
<tr>
<th>Subgroup analysis&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Effects</th>
<th>Heterogeneity</th>
<th>Subgroup analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N&lt;sup&gt;b&lt;/sup&gt;</td>
<td>g</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Recruitment pathway&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical and community+clinical</td>
<td>8</td>
<td>1.05</td>
<td>0.95-1.14</td>
</tr>
<tr>
<td>Community</td>
<td>5</td>
<td>1.38</td>
<td>1.16-1.59</td>
</tr>
<tr>
<td><strong>Specific treatment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed treatment</td>
<td>7</td>
<td>1.10</td>
<td>0.98-1.22</td>
</tr>
<tr>
<td>Disorder-specific treatment</td>
<td>6</td>
<td>1.27</td>
<td>0.91-1.62</td>
</tr>
<tr>
<td><strong>Diagnosis conducted&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interview</td>
<td>7</td>
<td>1.127</td>
<td>0.89-1.35</td>
</tr>
<tr>
<td>Questionnaire</td>
<td>5</td>
<td>1.25</td>
<td>1.16-1.34</td>
</tr>
<tr>
<td><strong>Clinical cutoff/minimal symptom severity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>4</td>
<td>1.27</td>
<td>1.08-1.45</td>
</tr>
<tr>
<td>No</td>
<td>7</td>
<td>1.17</td>
<td>0.98-1.35</td>
</tr>
<tr>
<td><strong>Treatment duration</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;9 weeks</td>
<td>5</td>
<td>1.17</td>
<td>1.01-1.32</td>
</tr>
<tr>
<td>9-13 weeks</td>
<td>4</td>
<td>1.00</td>
<td>0.95-1.05</td>
</tr>
<tr>
<td>&gt;13 weeks</td>
<td>4</td>
<td>1.37</td>
<td>1.00-1.74</td>
</tr>
<tr>
<td><strong>Guide cognitive behavioral therapy training (profession)&lt;sup&gt;e&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonprofessional</td>
<td>4</td>
<td>0.92</td>
<td>0.79-1.05</td>
</tr>
<tr>
<td>Other</td>
<td>9</td>
<td>1.27</td>
<td>1.14-1.40</td>
</tr>
<tr>
<td><strong>Guide supervision provided</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>4</td>
<td>0.91</td>
<td>0.75-1.08</td>
</tr>
<tr>
<td>Yes</td>
<td>9</td>
<td>1.27</td>
<td>1.13-1.41</td>
</tr>
<tr>
<td><strong>Guide training provided</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6</td>
<td>0.98</td>
<td>0.94-1.02</td>
</tr>
<tr>
<td>Yes</td>
<td>7</td>
<td>1.35</td>
<td>1.20-1.51</td>
</tr>
<tr>
<td><strong>Intervention manual provided</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>9</td>
<td>1.039</td>
<td>0.95-1.137</td>
</tr>
<tr>
<td>Yes</td>
<td>4</td>
<td>1.467</td>
<td>1.23-1.71</td>
</tr>
<tr>
<td><strong>Risk of bias—researcher allegiance</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>7</td>
<td>1.252</td>
<td>1.08-1.42</td>
</tr>
<tr>
<td>Low</td>
<td>5</td>
<td>1.119</td>
<td>0.99-1.29</td>
</tr>
<tr>
<td><strong>Risk of bias—confounding (treatment inclusion)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>7</td>
<td>1.215</td>
<td>1.06-1.43</td>
</tr>
<tr>
<td>Low</td>
<td>5</td>
<td>1.105</td>
<td>0.98-1.23</td>
</tr>
</tbody>
</table>

<sup>a</sup>Test against “Guidance format: face-to-face vs written guidance,” “Guidance modality: Message, Email, Telephone, F2F,” and “Guide profession” excluded, as there were too few studies included in analysis.

<sup>b</sup>Number of studies.

<sup>c</sup>Only two studies included via the clinical pathway only. We combined the categories “Both, community and clinical” and “clinical” for this analysis.

<sup>d</sup>Excluding one study [54], as this is the only study using clinical judgment without specifying the use of an interview or questionnaire.

<sup>e</sup>We grouped all studies involving guides not specifically trained in delivering cognitive behavioral therapy in the category “non-professional” and studies involving psychiatrists, psychologists, or psychotherapists in their guidance in the category “other.”
Table 5. Subgroup analyses: anxiety treatments.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Effect</th>
<th>95% CI</th>
<th>Heterogeneity</th>
<th>Subgroup analysis</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N&lt;sup&gt;a&lt;/sup&gt;</td>
<td>g</td>
<td>I²</td>
<td>P value (Q)</td>
</tr>
<tr>
<td><strong>Recruitment pathway</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>5</td>
<td>0.77</td>
<td>0.53-1.01</td>
<td>91</td>
</tr>
<tr>
<td>Community</td>
<td>7</td>
<td>1.08</td>
<td>0.85-1.31</td>
<td>88</td>
</tr>
<tr>
<td>Community+clinical</td>
<td>8</td>
<td>0.90</td>
<td>0.78-1.01</td>
<td>74</td>
</tr>
<tr>
<td><strong>Specific disorder</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Panic</td>
<td>6</td>
<td>0.95</td>
<td>0.71-1.13</td>
<td>91</td>
</tr>
<tr>
<td>Non panic treatments</td>
<td>14</td>
<td>0.92</td>
<td>0.80-1.09</td>
<td>83</td>
</tr>
<tr>
<td><strong>Guidance: modality</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Email</td>
<td>7</td>
<td>1.11</td>
<td>0.95-1.26</td>
<td>56</td>
</tr>
<tr>
<td>Message</td>
<td>8</td>
<td>0.88</td>
<td>0.69-1.06</td>
<td>94</td>
</tr>
<tr>
<td>Synchronous (Telephone or face-to-face)</td>
<td>5</td>
<td>0.86</td>
<td>0.66-1.10</td>
<td>83</td>
</tr>
<tr>
<td><strong>Guide cognitive behavioral therapy training (profession)</strong>&lt;sup&gt;c&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonprofessional</td>
<td>4</td>
<td>0.87</td>
<td>0.47-1.27</td>
<td>88</td>
</tr>
<tr>
<td>Other</td>
<td>16</td>
<td>0.96</td>
<td>0.83-1.09</td>
<td>90</td>
</tr>
<tr>
<td><strong>Guidance: moment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weekly/biweekly</td>
<td>10</td>
<td>0.66</td>
<td>0.73-1.00</td>
<td>74</td>
</tr>
<tr>
<td>Reaction</td>
<td>4</td>
<td>0.83</td>
<td>0.72-0.94</td>
<td>53</td>
</tr>
<tr>
<td><strong>Guide supervision provided</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>6</td>
<td>0.82</td>
<td>0.70-0.94</td>
<td>57</td>
</tr>
<tr>
<td>Yes</td>
<td>14</td>
<td>0.9811</td>
<td>0.83-1.13</td>
<td>90</td>
</tr>
<tr>
<td><strong>Guide training provided</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>10</td>
<td>0.80</td>
<td>0.67-0.93</td>
<td>83</td>
</tr>
<tr>
<td>Yes</td>
<td>10</td>
<td>1.07</td>
<td>0.89-1.26</td>
<td>90</td>
</tr>
<tr>
<td><strong>Intervention manual provided</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>16</td>
<td>0.88</td>
<td>0.75-0.94</td>
<td>81</td>
</tr>
<tr>
<td>Yes</td>
<td>4</td>
<td>1.30</td>
<td>1.19-1.41</td>
<td>29</td>
</tr>
<tr>
<td><strong>Approach to data analysis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Completer</td>
<td>4</td>
<td>1.05</td>
<td>0.98-1.12</td>
<td>0</td>
</tr>
<tr>
<td>ITT</td>
<td>16</td>
<td>0.92</td>
<td>0.78-1.06</td>
<td>91</td>
</tr>
<tr>
<td><strong>Diagnostic method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interview</td>
<td>15</td>
<td>0.97</td>
<td>0.84-1.06</td>
<td>88</td>
</tr>
<tr>
<td>Questionnaire</td>
<td>5</td>
<td>0.87</td>
<td>0.6-1.14</td>
<td>91</td>
</tr>
<tr>
<td><strong>Treatment duration</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;9 weeks</td>
<td>5</td>
<td>1.16</td>
<td>0.97-1.34</td>
<td>83</td>
</tr>
<tr>
<td>9-13 weeks</td>
<td>8</td>
<td>0.83</td>
<td>0.72-0.95</td>
<td>59</td>
</tr>
<tr>
<td>&gt;13 weeks</td>
<td>6</td>
<td>0.98</td>
<td>0.78-1.17</td>
<td>89</td>
</tr>
<tr>
<td><strong>Risk of bias—researcher allegiance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>N/A</td>
<td>0.99</td>
<td>0.83-1.14</td>
<td>90</td>
</tr>
<tr>
<td>Low</td>
<td>N/A</td>
<td>0.82</td>
<td>0.63-1.02</td>
<td>39</td>
</tr>
<tr>
<td><strong>Risk of bias—confounding (treatment inclusion)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Depression studies that recruited in community settings only reported significantly higher effect sizes (g=1.37, 95% CI 1.16-1.59; I²=96; 95% CI 94-98), compared with studies that recruited in clinical or clinical and community settings (g=1.05, 95% CI 0.95-1.14; I²=78; 95% CI 56-89). Across all recruitment pathways, effect sizes were large, but heterogeneity remained high. We did not find this difference in anxiety studies.

Studies only involving guides, not trained in CBT, showed a significantly lower effect size in depression studies (gNon-professional, Depression=0.92, 95% CI 0.79-1.05; I²=22; 95% CI 0-88) than all other studies, including specifically trained professionals (gOther,Depression=1.27, 95% CI 1.14-1.40; I²=96; 95% CI 94-97). We did not find this effect in anxiety studies (gNon-professional, Anxiety=0.87, 95% CI 0.17-1.27; I²=88; 95% CI 73-95; gOther,Anxiety=0.96, 95% CI 0.83-1.09; I²=90; 95% CI 85-93).

Depression studies reporting to have provided supervision to their coaches, trained their professionals, and provided an intervention manual reported a significantly higher effect size (gSupervision=1.27, 95% CI 1.13-1.41; I²=96; 95% CI 94-97; gTraining=1.35, 95% CI 1.20-1.51; I²=95; 95% CI 91-97; gManual=1.47, 95% CI 1.23-1.71; I²=97; 95% CI 95-98) compared with studies not reporting to provide these (gNoSupervision=0.91, 95% CI 0.75-1.08; I²=39; 95% CI 0-79; gNoTraining=0.98, 95% CI 0.94-1.02; I²=7; 95% CI 0-76; gNoManual=1.04, 95% CI 0.95-1.13; I²=75; 95% CI 51-87). For anxiety studies, we found similar effects for the reporting of training and providing an intervention manual (gTraining=1.07, 95% CI 0.89-1.26; I²=90; 95% CI 85-94; gManual=1.30, 95% CI 1.19-1.41; I²=29; 95% CI 0-74 compared with gNoTraining=0.80, 95% CI 0.67-0.93; I²=83; 95% CI 70-88; gNoManual=0.88, 95% CI 0.75-0.94; I²=81; 95% CI 70-88), but not for supervision.

There were no differences between subgroups regarding all other examined subgroups, both for depression and anxiety studies. Subgroup analyses comparing studies rated with high versus low risk indicated that Researcher Allegiance did not have a significant influence on the estimated effect sizes for neither anxiety nor depression studies. The heterogeneity within the studies reporting a low risk of bias on Researcher Allegiance did reveal an I² of 39 compared with an I² of 90 for studies reporting a high risk of bias. Moreover, anxiety studies rated as at high risk of Treatment Inclusion Confounding had higher estimated effect sizes. This was not replicated in subgroup analyses of interventions targeting depression. Anxiety studies at high risk of Selection Bias reported significantly lower effect sizes. Similar outcomes were not replicated in the depression trials.

### Meta-Regression Analysis for iCBT for the Treatment of Anxiety, Depression, or Mixed Depression and Anxiety

Meta-regression analyses indicated that longer treatment duration in depression studies was positively associated with a higher effect (β=0.03, R²=0.00). This effect was not found in anxiety studies (β=.94). None of the examined variables, that is, guidance time, number of contacts, number of sessions completed, or the percentage of treatment completers, were significantly associated with the observed effect sizes, neither in depression nor anxiety studies.

**Discussion**

This study aims to examine the acceptability, effects on symptom change, and negative effects of guided iCBT interventions in treating depression and anxiety in routine care. Regarding the uptake of the service, on average, 70.2% of people screened were not offered inclusion, and of those included, 73.0% started the intervention. The vast majority of participants reached were female, with an average age of 38.3 years, and 61.3% of participants completed the interventions as planned. Reported participant satisfaction was high, although inconsistently reported results did not allow us to pool effects. The average professional guidance time per participant was 133.49 min over the treatment duration. With regard to the effects on symptom change, the results indicated large average reductions for both depression (g=1.18; 95% CI 1.06-1.29) and anxiety (g=0.94; 95% CI 0.83-1.06). However, the heterogeneity between studies was high. Nevertheless, all examined effect sizes were at least moderate, indicating the intervention’s potential when delivered under routine care conditions with effects ranging from moderate to large. The average deterioration rates were 3.2% for depression and 3.1% for anxiety. Subgroup analyses indicated a range of iCBT service–related characteristics to be associated with the observed treatment effects.

Regarding uptake, we found that many participants who were in contact with the iCBT service did not start the intervention. Pretreatment dropout is hard to assess, and, accordingly, reasons
for not starting an iCBT intervention after inclusion have not been discussed in the original publications.

The average age of participants found in this study (mean 38.30) appears to be slightly lower than that reported in RCTs on guided iCBT interventions for the treatment of depression (mean 42.5 [124]) but comparable with reports on the mean age of participants within guided iCBT interventions for the treatment of anxiety [125]. The percentage of females in the routine care study population was higher for depression studies compared with guided iCBT for the treatment of depression [124] and similar to reports on participants in guided iCBT interventions for the treatment of anxiety [125] in experimental settings. As similar distributions between female and male users are reported in face-to-face mental health service utilization [126], this effect might be explained by gender differences in help-seeking behavior than being related to iCBT service–related factors [127] as well as by gender differences in the prevalence of depression and anxiety disorder [128,129]. Future studies should focus on ways to attract men to use iCBT interventions.

The pooled reported percentage of sessions completed, that is, 62.6% in depression and 57.3% in anxiety studies, was lower than that described in meta-analyses on adherence in RCTs on iCBT interventions. Comparing the adherence to iCBT and face-to-face CBT, van Ballegooijen et al [130] reported that on average, participants completed 80.8% of treatment sessions in the iCBT and 83.9% in the face-to-face intervention [130]. Similarly, the percentage of participants completing the treatment as planned was lower (62.8% for depression and 61.7% for anxiety studies) than reported elsewhere [130,131]. These differences might be due to the assumed adherence-fostering effect of randomized controlled settings versus routine care [132]. However, completion rates were reported inconsistently across studies, applying different criteria such as study or treatment completers, including different definitions of treatment completions. To facilitate comparability, literature on iCBT completion should settle on one reporting standard. Further investigation of factors promoting the acceptance of iCBT interventions, also when reporting on effectiveness results in routine care, may lead to a deeper understanding that might foster intervention development and upscaling.

Results on the effectiveness of iCBT ($g_{\text{Depression}}=1.18$, 95% CI 1.06-1.29 and $g_{\text{Anxiety}}=0.94$, 95% CI 0.83-1.062) confirm findings of recently published systematic reviews and meta-analyses on RCTs of iCBT for depression and anxiety. Königbauer et al [12] found medium to large pre-post within-group effects ranging between −0.64 and −2.24 for interventions treating clinical depression [12]. To our knowledge, no recent meta-analysis has reported on pre-post effect sizes of studies targeting guided iCBT interventions for the treatment of anxiety. On an individual study level, pre-post effects in randomized trials ranged from 0.54 to 2.40 (please see Multimedia Appendix 8 for references) [133-162] compared with 0.66 to 1.88 in depression and 0.42 to 1.38 (Hedges’ $g$) in anxiety within this analysis.

With regard to randomized pragmatic trials conducted under routine care conditions, Andrews et al [15] examined a sample of 64 papers reporting results of RCTs on the effectiveness of iCBT for the treatment of depression, panic disorder, generalized anxiety disorder, and social phobia in comparison with control groups in routine practice. This review study reported effect sizes for depression, panic disorder, generalized anxiety disorder, and social phobia ranging from $g=0.67$ to 1.31 [15]. The same study identified eight papers investigating the effectiveness of iCBT, reporting an average effect size of $g=1.07$ across the treatment of depression, panic disorder, generalized anxiety disorder, and social phobia [15]. The between-group effects were moderate to large ($g=0.72$; 95% CI 0.60-0.83; $P<0.01$; of $I^2=53$, 95% CI 31-66) in the most recent meta-analysis of iCBT treatments for anxiety compared with control conditions in reducing symptoms of anxiety in an adult population [13]. Additionally, the results of this study are in line with meta-analytic findings on face-to-face CBT treatments implemented in routine care with pre-post effect size found in randomized trials ranging from $d=0.69$ to 2.28 for depression [28] and $g=0.73$ to 2.59 for anxiety treatments [163].

The results of deterioration rates (3.2% in depression and 3.1% in anxiety studies) were slightly lower, but within the 95% CI of findings based on RCTs for internet-based guided self-help interventions (3.36%) for depression [164] and anxiety (5.8% [165]), and also comparable with deterioration rates in face-to-face psychotherapy for depression [166]. Criteria defining deterioration varied between studies, and unfortunately, neither were reports on other negative effects included in most primary studies nor reported any study predictors of deterioration. This seems of utmost importance to identify those individuals that should potentially be referred to other mental health services. Their investigation is of specific importance within naturalistic study designs and under routine care conditions [164,165,167].

Most evaluated iCBT services for depression (69.2%) excluded severe cases and individuals with suicidal ideation ($k=9/13$) at baseline. However, a large-scale study showed that iCBT services can also result in positive effects on suicidality, reducing the prevalence of suicidal ideation from 50% at baseline to 27% after treatment [168]. In addition, a recent individual patient data meta-analysis on RCTs indicated that guided iCBT also resulted in clinically meaningful results in individuals with severe depression symptomatology [124]. Given that many individuals applying to iCBT services either do not have access to other immediate care or are not willing to utilize alternative treatment services, future studies should explore the balance between potential risk and benefits of opening up those services to populations showing elevated suicidal ideation. In such cases, it seems of utmost importance to monitor potential upcoming crises using standard operating procedures involving trained clinicians and to evaluate treatment success at the end of the service. In case of nonresponse, individuals should be motivated and guided to utilize other mental health care services, if available. Such standardized crisis procedures were only reported to be employed by less than half of the studies included in this review. iCBT services in routine care might profit from clear pathways of referral to other services in cases of nonresponse and symptom deterioration. Furthermore, future research should facilitate our understanding...
of the effects of routine outcome monitoring in routinely applied iCBT [169], as this monitoring could help evaluate participants’ progress throughout the course of treatment, using standardized outcome measures to elicit clients as part of a measurement-based care delivery approach in routine mental and behavioral health care [170,171].

The finding that treatment outcomes of depression interventions were greater when recruitment was carried out using an open recruitment strategy in a community setting compared with when recruited in a clinical setting is in line with the findings of Romijn et al [13] with regard to randomized pragmatic studies on anxiety disorder treatments. However, in our study, this interaction was only found for depression and could not be confirmed for anxiety disorders. One potential explanation for the difference in effects might be differences in the characteristics of the included patients. There is evidence that iCBT recruiting via open recruitment strategies, such as through web-based channels, might only reach a specific population that is different from those seeking help in a clinical setting [19]. It is often argued that internet interventions might reach individuals that would otherwise not seek treatment or only at a later time point. Given that, for example, the chronicity of depression is associated with worse treatment outcomes [172], the difference in effect might be explained by reaching a population with lower chronicity. However, such an assumption needs to be confirmed in future studies.

Further subgroup analyses indicated that iCBT services for the treatment of depression utilize trained professionals (psychotherapists and psychiatrists) to result in larger pre-post changes compared with iCBT services that used only nonprofessionals not trained in CBT (psychologists without specialized CBT training, nurses, GPs, counselors, coaches, and lived experience coordinators). However, we did not find this effect in the anxiety studies. Moreover, effects in the subgroup of depression studies involving nonprofessionals were large, indicating the potential to deliver iCBT services, for example, in contexts when there might be a shortage of trained clinicians. In cases where nonprofessionals deliver guidance in iCBT services, supervision by trained clinicians, including the availability of professionals for crisis intervention, seems warranted. Further subgroup analyses also indicated that providing supervision to coaches is also associated with higher average treatment effects for depression, but not for anxiety studies. Furthermore, training the professional and providing an intervention manual is positively related to the interventions’ effectiveness. This result must be interpreted with caution as we coded all studies not mentioning supervision, training, or manual provision in their publication as not providing these components. Furthermore, these components do not inform us about actual treatment fidelity. Further research should focus on the effects on treatment outcomes of providing supervision, training, and intervention manuals to professionals working with iCBT interventions in routine care as well as the assessment of treatment fidelity.

Moreover, we did not find a difference in effects on mean symptom change between iCBT services who applied diagnostic interviews for patient allocation versus those that used self-reports only. This is in line with meta-analytic findings from RCTs on guided digital interventions for depression [124] and with studies directly comparing the effectiveness of iCBT services when treatment allocation was based on an automatic web-based assessment versus clinician assessment [173]. This indicates that such services can be used in contexts when implementing services with initial clinician assessment is not possible, without affecting average treatment success. However, it must be noted that although results might not indicate differences on the group level, it might be the case that using web-based assessments only, without a clinical assessment, will overlook relevant diagnostic information that requires immediate attention, such as suicidal risk or an underlying treatment need for comorbid disorders such as PTSD on an individual level.

The strengths of this meta-analysis include the exclusive focus on evaluating iCBT interventions for their acceptability and clinical outcomes under real-world conditions. Unlike previous systematic reviews that mixed efficacy with effectiveness trials, in this review, we focused only on studies conducted in regular care settings. This is important as we strive to report routine care results free from biases possibly being introduced within efficacy studies such as stricter application of protocolized procedures, eligibility criteria, and randomization [19-22]. Moreover, we presented an overview of implementation indicators existing in the included studies that can be used to gain a better understanding of how iCBT can be adopted by regular care services. Nevertheless, the findings of this study should be interpreted with caution due to several limitations.

First, the heterogeneity in our sample was high and significant, illustrating a great variation in the results of the included studies. Thus, we cannot draw firm conclusions regarding the average effect of iCBT in routine care. Moreover, within-group effect sizes do not depict an optimal estimator for the treatment effect because they are not independent of each other and do not account for recovery occurring independent of the treatment, thereby leading to an overestimation of the treatment effect [42]. However, in comparison with and on the basis of the reported efficacy of iCBT interventions established in RCTs, they depict the best available indicator of the effects of iCBT solutions in a routine care environment. Furthermore, we found that treatment duration had a significant influence on treatment effects. This result also supports the hypothesis that findings on pre-post changes in symptom severity might have been influenced by spontaneous or unexplained recovery, which is a common factor in depression [174]. However, our main results are in line with within-group effect sizes found in RCTs, where spontaneous recovery also occurs, and we, therefore, conclude that our effects can be considered substantial. Although heterogeneity was not explained by any other of the examined subgroups, several assumptions can be made regarding its sources. One other explanation for the high heterogeneity might be the influence of contextual factors of observational studies, such as sampling methods, participant characteristics, within-group effect sizes, and differences between the studies in reporting outcomes. It can be hypothesized that a greater harmonization regarding the conduct and reporting of effectiveness studies in routine care could lead to greater comparability of the studies’ results. Another reason for the observed heterogeneity might be the different contexts of regular
care facilities across different countries. There is great variability in the degree of e-mental health penetration in different countries. For instance, Australia is considered one of the frontrunners in the e-mental health field, whereas Norway adopted these interventions very recently [175]. Thus, professionals might differ in the way they interact with e-mental health around the world. Finally, the interventions might differ in the way that they have been developed. These results also imply the importance of establishing a firm evidence base for individual iCBT interventions before their larger upscale.

Second, firm conclusions on treatment effects might be biased by studies that also included participants who could also participate in other psychotherapeutic treatments. Meanwhile, the data do not allow conclusions on the percentage of participants receiving additional treatment and represents the routine practice. Additionally, no study has reported adjusting for confounders such as baseline symptom severity, treatment fidelity (provision and use), or changes in the treatment over the course of the studies, which should be considered in future reports on the effects of iCBT in routine care.

Future studies should add to the body of literature on iCBT interventions examined under routine care conditions. Additionally, these studies should not solely focus on the effectiveness of the interventions, but if possible, it would be helpful if they also reported on specific service-, implementation-, and context-related outcomes. One way of achieving this might be through taxonomy and guidelines for the reporting of iCBT effectiveness, implementation, and context outcomes in routine care. In contrast to standards of reporting RCTs, no such international standards exist when it comes to reporting nonrandomized intervention studies. Proctor et al [176] suggested a list of outcomes for implementation-related research, and Hermes et al [177] recently made suggestions on how to build upon these ideas to establish a measurement system for the implementation of behavioral intervention technologies. Moreover, such research should always be discussed and evaluated in the light of the quality criteria established to help all involved stakeholders, patients, practitioners, and decision makers at the local and policy level to identify not only effective but also safe interventions [178].

In conclusion, this study provides further evidence supporting the acceptability and effectiveness of guided iCBT for the treatment of depression and anxiety when implemented in routine care, whereas results on negative effects are less clear. Guided iCBT may be an effective way of overcoming barriers to treatment provision. It may substantially increase the coverage of usual care services and offer an innovative treatment format for the treatment of depression and anxiety.
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Abstract

Since 2016, social media companies and news providers have come under pressure to tackle the spread of political mis- and disinformation (MDI) online. However, despite evidence that online health MDI (on the web, on social media, and within mobile apps) also has negative real-world effects, there has been a lack of comparable action by either online service providers or state-sponsored public health bodies. We argue that this is problematic and seek to answer three questions: why has so little been done to control the flow of, and exposure to, health MDI online; how might more robust action be justified; and what specific, newly justified actions are needed to curb the flow of, and exposure to, online health MDI? In answering these questions, we show that four ethical concerns—related to paternalism, autonomy, freedom of speech, and pluralism—are partly responsible for the lack of intervention. We then suggest that these concerns can be overcome by relying on four arguments: (1) education is necessary but insufficient to curb the circulation of health MDI, (2) there is precedent for state control of internet content in other domains, (3) network dynamics adversely affect the spread of accurate health information, and (4) justice is best served by protecting those susceptible to inaccurate health information. These arguments provide a strong case for classifying the quality of the infosphere as a social determinant of health, thus making its protection a public health responsibility. In addition, they offer a strong justification for working to overcome the ethical concerns associated with state-led intervention in the infosphere to protect public health.

(J Med Internet Res 2020;22(8):e19311) doi:10.2196/19311
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Introduction

The internet’s capacity to generate and spread misinformation had already been identified and described 24 years ago [1]. However, it was the result of both the US presidential election and the UK’s referendum on European Union membership in 2016 that woke up civil society to the real-world effects of the online spread of false or inaccurate information (also known as misinformation) or deliberately misleading information (also known as disinformation; on the distinction between misinformation and disinformation [MDI] see [2] and more recently, in relation to health, [3]). As ever more political news and reporting has moved online—where network effects and a lack of gatekeepers mean that half-truths and mistruths can spread at greater speed and scale—the task of rapidly debunking false claims has been taken up by a growing army of fact-checking organizations. Additionally, social media companies have come under pressure to be more transparent about who has purchased specific political adverts and to provide consumers with “explanations” of the reasoning behind targeted adverts they see online [4]. These may only be small (and perhaps relatively ineffective) measures, but at least they show that there is growing consensus on the obligation of online
service providers (OSPs) to take positive action to protect citizens and the democratic process [5]. Unfortunately, there have been almost no coordinated actions taken to tackle the equivalent issues associated with the online propagation of misinformation and disinformation as they relate to health. Throughout this paper, we use “health information” in a broad sense including medical information (eg, symptoms and treatments of specific diseases or injuries) and wellness information (eg, diet or fitness advice).

This lack of action is increasingly concerning, given the real impact of “the medical misinformation mess” [6]. “One day, being an inforg [informational organisms] will be so natural that any disruption in our normal flow of information will make us sick. Even literally.” That time has now come [7]. Yet, those actively seeking health advice and those browsing the web, social media, or even app stores for other reasons are faced with an almost constant barrage of medical news stories, social media posts, spurious website results, direct-to-consumer drug and medical adverts, and hospital and digital-health service marketing messages. Almost all of these are entirely inaccurate [6]. For instance, studies of vaccine-related internet content have shown consistently that most of this content is misleading and that false messages are more likely to be liked and shared than those that are accurate [8]. As a consequence of the lack of intervention in this state of affairs, hesitancy around getting vaccinated is now a major global health concern. At the same time, myriad online communities promoting self-harm, anorexia, and homeopathy now exist; unveienced and unregulated apps are freely available for download; and the reckless promotion of fad diets and unproven wellness trends by celebrities on unregulated social media platforms is leading to the spread of various dangerous behaviors [9,10]. In short, as [11] states, “A child who needlessly experiences disabilities caused by measles, an adult who dies after stopping a statin despite having high-risk coronary heart disease, and a patient with cancer who ceases chemotherapy in favour of a bogus alternative are all victims of misinformation that is being promulgated on social media and other internet platforms.”

Events concerning the coronavirus disease (COVID-19) pandemic have only exacerbated the problem, to the extent that on February 15, 2020, the World Health Organization (WHO) Director-General Tedros Adhanom Ghebreyesus stated that: “We’re not just fighting an epidemic; we’re fighting an infodemic” [12]. Note that the word “infodemic” is not new. It was introduced in 2003 to refer to the spread of MID about severe acute respiratory syndrome [13].

Just like traditional political institutions, public health bodies underestimated the capacity of the web and social media to exert serious and potentially dangerous influence over health-related behavior [14]. This raises the following crucial questions:

- Why has so little been done to date to control the flow of, and exposure to, health MID online?
- In what circumstances is more robust action justified?
- What specific newly justified actions are needed to curb the flow of, and exposure to, online health-related misinformation and disinformation (OHMDI)?

In the following pages, we shall answer these questions in turn. Specifically, the section Missed Opportunities considers the early days of health information on the web, looking at why proactive attempts to govern better online health information were unsuccessful. The section Protecting the Individual Over the Group highlights how the criticism of public health interventions as paternalistic and antithetical to principles of bioethics has prevented further such attempts. The section Justifying Intervention discusses why these arguments are flawed in the specific context of OHMDI. The section the Infosphere as Social Determinant of Health provides a framework within which public health bodies may be able to act to tackle the OHMDI problem. The section Prevention, Protection, and Promotion: an Action Ontology provides a mode-of-action ontology for public health bodies. The section Actions and Agents considers the specific actions within this ontology that different actors in the system could take to tackle the problem. The last section concludes the article.

### Missed Opportunities

The quality of health information on the internet first became a major cause of concern for health care professionals, information specialists, and consumers of health care in the mid-1990s [15], when the web came to be portrayed by the medical community as a dangerous space that lacked the gatekeeping functions necessary to protect naïve health consumers [16]. The initial response to this mounting concern over the quality of online health information was a push from the medical community for greater regulation. However, when the rapid proliferation of content made it apparent that regulation would be unable to keep up, the focus of the community shifted toward market-based levers. This resulted in a proliferation of largely unsuccessful kitemarking, filtering, and accreditation schemes [17]. Textbox 1 summarizes four important examples of initiatives developed during this period.

### Textbox 1. Examples of schemes concerning regulation of online health information.

**Schemes**

- *The eHealth Code of Ethics*, produced by the Internet Healthcare Coalition in response to issues raised by the Food and Drug Administration in 1996 [18]
- *OMNI*, a search engine programmed to look solely for high-quality health care information designed to return only “validated” results [18]
- *The European Commission’s code of good practice for health websites*, published in June 2002 and based on the principles of transparency and honesty; authority, privacy and confidentiality; currency, accountability, and accessibility [19]
- The creation of the *Health on the Net Foundation* in May 1996, following the 1995 international meeting *Use of the Internet and World-Wide Web for Telematics in Healthcare*, which was charged with enabling the appropriate and efficient use of reliable health information online
Such attention from academia and supranational policy makers prompted the WHO to act, submitting a proposal to the Internet Corporation for Assigned Names and Numbers (ICANN) for the creation of a sponsored top-level .health domain. This proposal suggested that the WHO would, through consultation, develop a set of quality and ethical criteria that would-be .health sites would have to meet; it would ensure compliance by random checks conducted on approved sites and have an annual reregistration process [20]. The intention was not to police or regulate all health information on the web but to offer a reliable go-to domain to support users who wanted to narrow their search field to include credible sources only [21].

This idea was broadly supported by ICANN’s chairman at the time, Vinton Cerf, who stated that “we feel it would [have been] a great benefit to consumers for guaranteeing the quality of health and medical information on the web” and encouraged the WHO to pursue the idea further [22]. However, this support was not strong enough in the face of opposition from various stakeholders. They successfully argued that the web could not be policed, users were already sophisticated enough to recognize quackery [21], and no one body should assume the right to veto many thousands of websites [22].

These arguments against the need for a sponsored .health domain have been so influential that the WHO has been discouraged from bidding for the domain name again [23] and almost all other quality measures have also failed to gain traction (excepting the HONcode certification scheme). ICANN opened a new large-scale program to create multiple general top-level domains (gTLDs). In June 2011, the domains .health, .care, .diet, .doctor, .healthcare, .help, .hospital, and .med all went to the highest private bidder [24]. Mackey and Nayer [24] describe this process and fallout in detail. Textbox 2 shows the current owners of each health-related domain. There was no requirement for the domain purchasers to meet any specific criteria. For example, it is currently possible to make unrestricted purchases of potentially dangerous domain names such as suicidetips.health.

Such a hands-off approach to the governance of health-related domains suggests that the global community has reached the conclusion that the right strategy for improving the quality of health information on the internet is not content moderation, monitoring, or certification of reliable sources; instead, the focus should be on educating content producers and consumers [25]. This is the argument provided by Eysenbach [26] in a JMIR editorial when discussing the difference between moderating content and source quality (original emphasis):

> No single body (let alone the domain registrar) should determine what is “correct” health information. It cannot be the goal to “censor” content or the messages on .health websites. It will always remain up to the website owners to ensure “message credibility,” and will always remain the responsibility of users to learn how to distinguish quality sites.

This argument of scale being a barrier to intervention has only become stronger with the advent of other sources of unregulated online health information, such as social media and mobile apps. The following section considers the ethical arguments that have pushed internet governance, medical device regulators, and public health bodies in this direction.

**Textbox 2.** Operators of health domains as of January 2020, according to the Internet Assigned Numbers Authority.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>.health</td>
<td>DotHealth LLC</td>
</tr>
<tr>
<td>.care</td>
<td>Binky Moon LLC (subsidiary of Donuts Inc)</td>
</tr>
<tr>
<td>.diet</td>
<td>Binky Moon LLC (subsidiary of Donuts Inc)</td>
</tr>
<tr>
<td>.doctor</td>
<td>Binky Moon LLC (subsidiary of Donuts Inc)</td>
</tr>
<tr>
<td>.healthcare</td>
<td>Binky Moon LLC (subsidiary of Donuts Inc)</td>
</tr>
<tr>
<td>.help</td>
<td>Unriregistry Corp</td>
</tr>
<tr>
<td>.hospital</td>
<td>Binky Moon LLC (subsidiary of Donuts Inc)</td>
</tr>
<tr>
<td>.med</td>
<td>Medistry LLC</td>
</tr>
</tbody>
</table>
Protecting the Individual Over the Group

To understand the reasons why suggestions that online health information (encompassing all sources such as the web, social media, and mobile apps) should be subject to more stringent controls have typically failed, it is important to recall that public health is focused on the population at large and is primarily preventive, while clinical medicine is focused on the individual and is primarily reactive [27]. Thus, public health bodies seek to understand the societal conditions under which people can lead healthier lives to minimize those threats to health that can be averted or lessened only through collective actions aimed at the community [28]. These actions include, for example, disease surveillance, epidemiological modeling, national screening and vaccination programs, water sanitation efforts, and quarantining [28]. In short, public health officials take the position that society as a whole bears responsibility for the prevention of ill health. This recognizes that sometimes individuals acting alone are powerless to make the necessary changes and that only by acting together through public institutions can they protect the health of the communities to which they belong. This argument provides the philosophical justification for state interventions that override individual freedoms for the sake of promoting public health [29]. The same argument motivated the oft-quoted conclusion of the 1905 Supreme Court ruling Jacobson vs. Massachusetts:

*The liberty secured by the Constitution of the US to every person within its jurisdiction does not impart an absolute right in each person to be, at all times and in all circumstances, wholly freed from restraint. There are manifold restraints to which every person is necessarily subject for the common good.*

Although public health interventions that are justified on this basis are intended to be a form of collective problem solving, they are often perceived as being overly authoritarian [30]. As a result, although science has advanced to improve the efficacy of public health programs, public acceptance of them has declined [31] as the philosophy underpinning public policy has shifted from consequentialism, contractarianism, and communitarianism toward liberalism and principlism. Principlism is an approach to ethical evaluations and decision making that relies on the application of moral principles, rather than high-level normative theories such as virtue ethics, deontologism, or consequentialism [32]. It is popular in professional contexts but liberalism has prevailed in public health contexts because these alternative philosophies, all of which are central to public health, have been criticized for undermining the rights of the individual, as they rely on the idea that the end justifies the means, and for embracing an inherently paternalistic approach. Indeed, as reported by Buchanan [29], for many, the central concern of public health ethics is when it is justifiable to override individual freedom for the sake of public health. This is even a critical concern of the landmark Lalonde [33] report, which first recognized the role of factors other than the quality of the health care system in managing public health. It states: “The ultimate philosophical issue...is whether and to what extent the government can get into the business of modifying human behavior, even if it does so to improve health” [33]. Thus, the question for several philosophers working in this area, such as Dworkin in [34-36], is not whether public health interventions are paternalistic, but when are paternalistic interventions justified [29,37]?

These questions have been complicated as principlism, as a basis for bioethics in the clinical domain, has expanded into the public health domain, with a growing emphasis being placed on the principle of “autonomy.” As a result, public health policy has been pushed away from the idea that some aspects of health are outside of individual control, with the focus instead on encouraging citizens to take individual (and sole) responsibility for their health [16]. For example, Public Health England’s Change for Life program is based entirely around individuals taking action to improve their own health by eating better and taking part in regular exercise, but it does not include initiatives to improve access to resources that would enable these behavioral changes.

In this context, it has become ethically and politically difficult to argue in favor of tougher online health information controls. A website, social media post, or mobile app can be written by one person and read, commented, shared, downloaded, and edited by thousands. Intervening by, for example, automatically removing or flagging MDI would be perceived as a paternalistic (or even censiorious) restriction on individual autonomy, particularly when the current overarching health policy paradigm is heavily infused with the (misguided) belief that information automatically leads to individual empowerment [38]. Furthermore, regulation of online health information is likely to be accused of being in conflict with the right to freedom of speech [17] and so harmful to the development of a pluralistic society. This is because pluralism, tolerance, and broadmindedness must go together, according to the European Court of Human Rights, and there must be room for individuals to express controversial opinions, including those about health [39]. In addition, in 2012, Internet Freedom was declared a human right by the United Nations (UN) Human Rights Council, which called on states to ensure that the rights to freedom of expression and information, as presented in Article 19 of the Universal Declaration of Human Rights, would be upheld online as well as offline [5].

As a consequence, although platforms including Twitter and Instagram do block specific hashtags (for example, #proana, an abbreviation of “pro-anorexia,” is not searchable on Instagram), public health bodies have thus far managed to justify only noncoercive state-level interventions focused on educating citizens. For example, throughout 2019, Public Health England, National Health Service (NHS) England, and the Department of Health and Social Care ran the #ValueofVaccines campaign with the intention of maintaining parental confidence in vaccines and shifting conversations away from antivaccination [40]. More coercive forms of information control are perceived to be neither necessary nor proportionate.

This is undeniably a formidable set of arguments to tackle. However, in the context of online health information, there are a number of pertinent and convincing objections. These are set out in the following section.
Justifying Intervention

Overview
The shift toward liberalism and principlism as the philosophical grounding of public policy, including public health policy, has hindered those who have previously argued in favor of tougher regulation of online health information. Even the call by the 66th World Health Assembly in 2013 for all health-related gTLDs to be used to promote public health and for member states to work with ICANN’s Government Advisory Committee to ensure proper governance for .health [24] was unsuccessful in overcoming the arguments that such intervention would be unnecessarily coercive. It is, however, possible to make the case for intervening against this hostile backdrop by focusing on the following four arguments: (1) education is necessary but insufficient, (2) precedent, (3) network dynamics, and (4) justice.

Education Is Necessary but Insufficient
Education has always been, and will always be, a vital and ongoing part of public health campaigns. It will undoubtedly play a key role in improving the extent to which individual citizens are resilient and resistant to health MDI. However, there is mounting evidence that education alone is likely to be an insufficient “solution.” Pluviano et al [41], for example, conducted an experiment where beliefs in the idea of vaccinations being linked to dangerous side effects and intentions to vaccinate a future child were measured before and after an educational intervention. They found that, at best, the educational interventions were ineffective and, at worst, had the unintended opposite effect of reinforcing inaccurate beliefs and reducing intentions to vaccinate. This may well be because the web and social media create fertile conditions for the spread of postmodernist beliefs that question the legitimacy of science and authority, and reject the idea of a single “truth” [42]. This would not only help explain why those that spread and accept MDI are unlikely to be persuaded by evidence, facts, and reasoning but also indicate that relying on education alone is becoming less effective over time due to the nature of the environment it is trying to control.

Precedent
Most of the arguments concerning whether it is acceptable for states to engage in what some may perceive as censorship to protect the public from potentially harmful information are not unique to health information. It is relevant, therefore, that there is precedent for taking a stronger approach to content moderation in areas other than health. For example, Zittrain and Palfrey [43], Brown and Cows [44], and Macdonald et al [45] discuss various states that have successfully defined an early wave of “cyberlibertarianism” to block content in the name of national security or moral protection. Internet filtering that targets the websites of insurgents, extremists, and terrorists generally garners wide public support, as does the filtering of content that is perceived to be antithetical to accepted societal norms, such as pornographic content or hate speech [43]. Thus, all leading social media companies stipulate in their terms of service that terrorist content is forbidden and have, since 2016, collectively maintained a shared industry database of hashes (unique digital fingerprints) that identifies content produced in support of terrorism so that it can be removed as quickly as possible or, ideally, prevented from being posted at all. These interventions are far from unproblematic, but they clearly indicate that, in specific cases, for particular purposes, and within appropriate constraints, it is reasonable to make an ethically sound case for restricting the rights of individuals to post and access any sort of information unrestrictedly [44].

Network Dynamics
When considering the dynamics of information spreading and persuasion online, and especially on social media, it is questionable whether taking a relatively laissez-faire approach to online health information is actually an effective approach to protecting autonomy and pluralism. Let us begin by considering how information sources are selected online.

Trust in a source of health information is determined by a complex set of interacting factors [46], but a particularly influential factor is perceived credibility [47]. In the offline world, this is largely controlled by the gatekeeping function performed by clinicians. In an online world, however, this gatekeeping function is removed. This means that a far greater burden is placed on individual internet users to make their own judgements about credibility and to determine which sources they trust [48]. Several studies, including a particularly compelling one by Chen et al [49], have shown that individuals with lower eHealth literacy lack the skills necessary to determine the credibility of the source accurately, thus placing their trust in inappropriate sources of information, like social media posts. One potential reason for this is that social endorsement (ie, likes and shares) acts as a signal of perceived trustworthiness to those with lower eHealth literacy [48,50-52]. Thus, if social endorsement is having at least a minor impact on the extent to which individuals trust health information that they read online, it is questionable whether they are genuinely making an autonomous decision about which information to treat as credible and act upon.

Building on the previous phenomenon, the algorithms driving both search engine results and social media feeds prioritize posts or websites that lead to greater engagement. Human nature means that often these are posts and sites that are more consistent with already held beliefs, emotive or controversial [53]. OHMDI is considerably more likely to meet these “criteria” than scientific evidence-based medical information, meaning that OHMDI is far more likely to benefit from algorithmic amplification than content produced by reputable health sources. Agents who deliberately try to manipulate or confuse debates about health care are well aware of this phenomenon and exploit it to their advantage [54].

The combination of these examples of network dynamics amplifying OHMDI provide a robust rebuttal against the argument that pluralism is a universal good. Although providing all views with an equal platform might be justifiable or even desirable in some contexts, the benefits of this—for example, ensuring that all perspectives are heard or providing individuals with the opportunity to develop their own opinions—are less likely to apply in health care. Unlike in politics, the widespread practice of evidence-based medicine means that there is often a high degree of consensus on most common medical questions.
(although this can change with time, and may be less true for more emergent fields). In some cases, the removal of gatekeepers and the presumption that all “voices” have an equal right to be heard has the potential to do considerable damage in the health care context, sometimes more than in the political context. This makes prioritizing diversity of opinions less justifiable and desirable, and instead creates the foundation for arguing that some “opinions” are more important than others and should (ethically) have a greater (rather than equal) opportunity to be heard. All beliefs are born equal, but some grow to become knowledge, whereas others remain mere opinions.

Justice
The threat posed by OHMDI is more closely reminiscent of the threat posed by infectious diseases than of the threat posed by individual “unhealthy” behaviors. OHMDI acts as a pathogen and spreads like a virus through the internet and social media, exposing all those who are susceptible, not just those who have autonomously decided to seek out “alternative” information [55]. We saw that this has recently led to speaking of an “infodemic” in the context of the COVID-19 epidemic (emphasis added). Protecting those who are more susceptible to OHMDI (often those who have defining characteristics also associated with poorer health outcomes) is more about meeting the other aim of public health interventions—reducing health inequalities—than it is about paternalistically deciding what “is best” for society. In other words, it is a matter of justice.

As the Marmot Review Fair Society, Healthy Lives made clear, health inequalities do not arise by chance. They cannot be attributed simply to genetic makeup, “bad” unhealthy behavior, or difficulties in accessing medical care. Instead, social and economic differences in health status are caused by social and economic inequalities in society. Health inequalities that are preventable by reasonable means are unfair and putting them right is a matter of social justice [56]. From this perspective, group-level interventions can still be respectful and protective of individual autonomy in a Kantian-Rawlsian sense (ie, as an integration of freedom and responsibility). Autonomous agents can accept moral constraints (provided they are transparent [29]) out of respect for others’ freedom, autonomy and dignity, and hence fairness and equal opportunity for all members of society [37].

Taken together, these four arguments—(1) that education is necessary but insufficient, (2) that there is precedent for acceptable state-led control of the internet content in other domains, (3) that network dynamics adversely affect the spread of accurate health information, and (4) that justice is best served by protecting those susceptible to OHMDI—justifying work to overcome the ethical concerns associated with state-led intervention in the infosphere in the name of public health. Infosphere can be interpreted both minimally, as the whole informational environment, and maximally, as a synonym with reality. Infosphere here refers to the whole information environment, the whole system of information objects including all agents and patients, messages, their attributes, and mutual relations [57] (see also [58]). Yet, this justification in itself may not be enough to warrant attention from public health bodies if they do not see the infosphere as falling within their sphere of influence.

The Infosphere as Social Determinant of Health
As discussed in the previous section, the controversy surrounding the debate over whether it is ethically acceptable or even preferable to limit individual rights to protect the group is certainly one factor hindering state-led intervention on OHMDI. However, public health policy makers are not typically afraid of controversy. Often, public health interventions, for example the UK’s sugar tax, require public health bodies to confront powerful private corporations and frequently face public backlash. Both the moves to ban smoking in public spaces and to make wearing a seatbelt a legal requirement in the United Kingdom were socially controversial at the time, and yet, both are now widely accepted social norms [59]. It is possible, therefore, that this controversy is not the primary source of public health bodies’ hesitancy. Instead, it may be that public health bodies have not intervened because they do not see online information control as being within their remit. Therefore, before we move on, we must consider the boundaries of public health bodies’ remit.

To do this, we can turn to the 1978 Declaration of Alma-Ata, which is generally considered to be a major milestone in the field of public health. It described public health as “a social goal whose realisation requires the action of many social and economic sectors in addition to the health sector.” Over time, these social and economic circumstances that together influence health came to be known as the social determinants of health (SDOH). The SDOH are alternatively referred to as the wider determinants of health. This approach to public health became a global commitment that themed the World Health Conference on October 21, 2011, when the WHO adopted the Rio Political Declaration on SDOH [60]. As a result, contemporary public health policies and strategies are determined by analyzing variations in SDOH and how these lead to inequalities in health care and threats to public health [61]. The problem for public health bodies operating today is that, although the SDOH approach provides global public health bodies with a much broader and more flexible remit than they had previously, the social determinants themselves have not been updated for the information age. Instead, almost all SDOH theories today are still based on the Dahlgren and Whitehead [61] model of health determinants developed for the WHO in 1991.

This model covers the biosphere and the social sphere but not the infosphere. This lack of attention to the infosphere is understandable, if one considers that this model was developed before the World Wide Web and declining costs of personal computers had enabled the global expansion of internet access [62], when social media and mobile apps did not exist, and when the dominant rhetoric was that online as a space had no bearing on physical realities. However, today the boundaries between online and offline are considerably less distinct and people living in the information age do live online [37,63]. It seems time that public health bodies accepted that the infosphere (encompassing all sources of online information) has a definite
determining influence on the public’s physical health. Here we use the word physical to mean observable or demonstrable rather than “bodily” health. Undoubtedly, OHMDI will negatively affect individual’s mental health as well as their bodily health and both are equally important. Acknowledging this influence would make it possible to consider the infosphere as an SDOH and adapt the Dahlgren and Whitehead [61] model accordingly, as shown in Figure 1 adapted from [57,61].

Figure 1. Onlife determinants of health adapted from Dahlgren and Whitehead (1991) [61] with italics highlighting new elements. The shell is a person’s personal world of information. It is constantly evolving through time and has a significant influence on a person’s behavior [57].

In this model, the determinants at the top (general socioeconomic, cultural, environmental, and informational conditions) are those over which public health bodies have the greatest degree of influence. In contrast, the determinants at the bottom (age, sex, and genetic factors) are those over which public health bodies have little to no influence. Thus, the model describes the remit of public health bodies and anticipates the range of activities these bodies might decide are necessary to improve the public’s health.

We can now conclude that not only is it possible to overcome the ethical concerns regarding individual autonomy vs group-level protection to justify government-led control of online health information, but also doing so definitely is within the remit of public health bodies. Having reached this conclusion, we must now move to consider what public health bodies can actually do to promote online health information.

Prevention, Protection, and Promotion: an Action Ontology

In the previous sections, we had to distinguish between public health and clinical health before we could assess the ethical arguments used against state-led intervention in the infosphere and then identify the remit of public health before we could determine whether the conditions of the infosphere fell within it. Similarly, we now must consider what type of actions public health bodies can and do typically take before we can consider...
how these types of actions might be adapted for the infosphere context and the onlife experience.

Typically, public health bodies that operate at both a national or international scale conduct monitoring activities that enable them to identify public health threats such as air quality or pathogens that have the potential to cause harm. Depending on the threat level, responses can include issuing advice on how the public can keep themselves well or putting in place emergency measures such as the closing of airports to stop the spread of infectious disease in keeping with the 2005 International Health Regulations [64]. In short, almost all public health activities fall into one of the following three categories [65]:

1. Prevention: reducing the incidence of ill health by supporting healthier lifestyles
2. Protection: surveillance and monitoring of infectious disease, emergency responses, and vaccinations
3. Promotion: health education and commissioning services to meet specific health needs, for example, occupational health programs that promote self-care

Public Health England’s 2019 prevention guidance, for example, aims to address SDOH by breaking them down into the protective and risk factors [66] listed in Textbox 3.

Textbox 3. Positive and negative influences on a person’s health across the life course [66]. These are illustrative examples only, there are many other factors that could be listed in both categories.

<table>
<thead>
<tr>
<th>Protective factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Having a healthy and balanced diet</td>
</tr>
<tr>
<td>• An environment that enables physical activity</td>
</tr>
<tr>
<td>• Good educational attainment</td>
</tr>
<tr>
<td>• Being in stable employment with a good income</td>
</tr>
<tr>
<td>• Living in good quality housing</td>
</tr>
<tr>
<td>• Having networks of support including family and friends</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Risk factors</th>
</tr>
</thead>
<tbody>
<tr>
<td>• Smoking</td>
</tr>
<tr>
<td>• Adverse childhood experiences</td>
</tr>
<tr>
<td>• Crime and violence</td>
</tr>
<tr>
<td>• Drug and alcohol misuse</td>
</tr>
<tr>
<td>• Poor educational attainment</td>
</tr>
<tr>
<td>• Poor mental health</td>
</tr>
</tbody>
</table>

To make these types of activities relevant to the current discussion, we must take the previous step of arguing that, if the quality of the infosphere is an SDOH, then, poor information quality (OHMDI) is also a public health threat within the infosphere [8,67], just as poor air or water quality are public health threats within the biosphere. Thus, we must frame it as the potential source of an infodemic or a digital pandemic [14,68].

In the early 1990s, when (as discussed) the potential for this threat was first foreseen, there was insufficient evidence to support those claiming that online health information of poor quality could cause genuine harm to people’s health. This made it difficult to classify OHMDI officially as a threat to public health and use this as a means of demanding a public response [69]. This is no longer the case. Since the mid-2000s, the evidence demonstrating that the content people access online can affect significantly their health behaviors [70] has been growing. Researchers have connected proanorexia content with the rise in eating disorder incidence [71], antivaccination messages with a loss of trust in public vaccination programs [72], celebrity endorsements with mass uptake of fad diets and increased reliance on homeopathy and naturopathy over clinical intervention [9], and participation in specific chatrooms with suicidal ideation [73]. Furthermore, research has also shown that the creation of this potentially harmful content is not always unintentional. In 2007, the Wikipedia community identified a pharmaceutical company that was editing articles on Wikipedia and deleting side effects of specific medications [74]. Broniatowski et al [54] found that the Russian Internet Research Agency was using the hashtag #VaccinateUS to promote political discord. Therefore, it is clear that there is now an evidenced need to treat OHMDI as a public health threat and demand a robust and coordinated response [75], particularly as repeated exposure to potentially harmful information increases the risk that it poses [76].

Having completed this preliminary step, we can now return to the “prevent, protect, and promote” activities of public health bodies and clarify that:

1. Actions that lead to the automatic blocking of content classed as posing the highest risk to public health are preventative.
2. Actions that lead to the monitoring of content on social media or the wider web and the subsequent removal of potentially harmful information are protective.
3. Actions that improve access to and visibility of high-quality information are promotional.

Having established this ontology for the mode-of-action, we can now move on to examining the specific types of actions within each of these categories that different agents within the infosphere-as-SDOH may take.

**Actions and Agents**

As the ultimate guardian of the public’s health, state-led public health bodies should take on overarching responsibility for the infosphere, ensuring that it flourishes and protects and promotes public health by preventing the appearance of threats in the form of OHMDI. The internet and the OHMDI circulating on it should be seen as the primary locus of this responsibility. In this respect, it should be noted that of the three categories for internet control identified by Eriksson and Giacomello [77], two (access to the internet and functionality of the internet) are outside of public health’s scope. However, it is possible and within scope for public health bodies to intervene in the third category of internet control: activity on the internet.

To make this clearer, it is possible to use the level of abstraction method of analysis. A LoA can be imagined as an interface that enables one to observe some aspects of a system analyzed while making other aspects opaque or indeed invisible. For example, one may analyze a house at the LoA of a buyer, of an architect, of a city planner, of a plumber, and so on. LoAs are common in computer science, where systems are described at different LoAs (computational, hardware, user-centered, etc). LoAs can be combined in more complex sets and can be, but are not necessarily always, hierarchical [78].

Public health bodies can regulate activity on the internet, by taking responsibility for interventions at the LoA for the web (LoAFOR) while enabling (and regulating) OSPs to take responsibility for interventions at the LoA in the web [5]. Responsibilities also present themselves at the LoA on the web, but as these responsibilities primarily concern themselves with controlling access to the metadata about user activities online [5], which public health bodies already do, for example, in cases of digital epidemiologic surveillance, we do not discuss these here. At the LoAFOR, public health bodies should develop programs of work focused on the following four areas identified by Chou et al [79]:

1. Defining the prevalence and trends of health MDI and identifying content for removal (protective monitoring)
2. Understanding what health MDI is shared and how it spreads so that it is possible to intervene earlier (preventive action)
3. Evaluating the reach and influence of high-risk health MDI (protective monitoring)
4. Developing and testing promotional responses

Collectively, these programs of work would enable public health bodies to monitor the most prevalent content being shared online, identify weaknesses in any current strategies, and detect new sources and causes of MDI before they result in significant harm [80]. To ensure the effectiveness of successful responses developed in (4) and based on the knowledge generated in (1), (2), and (3), public health bodies should leverage existing legal frameworks such as customer protection acts and laws governing health advertising [8] to determine when content is permissible (eg, the conditions under which celebrities or “influencers” are permitted to endorse and promote health- and wellness-related products such as “Skinny Tea”) and impose fines and other sanctions when these conditions are not met or when an organization, state, or person is found to be deliberately misrepresenting the scientific consensus with the intention of causing harm [81].

When these existing legal frameworks are found lacking, public health bodies should consider new, primary, or secondary legislation to ensure the protection of the public’s health [82]. They should also consider subsidies and tax breaks for OSPs that reflect social responsibility for public health in their terms of service and enforce these terms [81].

Finally, as Mackey and Nayyar [24] argued, global public health stakeholders should come together to rectify the mistakes of the past and recognize (as ICANN’s Independent Objector did) that the right to health is a fundamental human right, and this should include access to accurate health information. This means that .health and other health-related gTLDs should be protected by ensuring that the appearance of OHMDI is prevented and high-quality information is promoted. Collective action by then WHO, health-related UN organizations, and national governments should be demanded to secure a safe space for the health-related internet that abides by ethical principles, practices, and rules that honor public health interests [24] and ensure that information located within this space is authentic, truthful, accurate, clear, impartial, and evidence-based as much as possible [83].

Public health bodies can take the responsibility for creating the frameworks within which they and partnered private companies can intervene in the infosphere in the name of public health. Importantly, this must be done in a way that mitigates potential ethical risks related to information and data, such as privacy infringement, as much as is possible by encouraging public health bodies to consider how their interventions will affect the rights of both users and the environment [5]. At the same time, public health bodies should regularly check that they are compliant with the International Health Regulations (2005) [64], that is, responding to a pressing public or social need pursuing a legitimate aim, being proportionate to the legitimate aim, and being no more restrictive than is required to achieve the purpose sought by restricting the right. They should also ensure that their actions are underpinned by the foundational values of public health ethics: transparency, confidentiality, and community consent [82].

By acting in this way, public health bodies can minimize both the harms of poor infosphere conditions and the ethical risks associated with public health policy. However, this does not mean that OSPs are discharged of all responsibility. OSPs should take responsibility for what it is in the infosphere and regulate it. They should discharge this responsibility, as stressed by Perakslis and Califf [11], by identifying, detecting, responding to, and recovering from OHMDI, and protecting accurate...
information (the five core cybersecurity functions listed by The National Institute of Standards and Technology Cybersecurity Framework [11]) from damage, destruction, misuse, and corruption.

There is already evidence that some OSPs are taking tentative steps in this direction. In November 2016, Facebook banned misinformation from advertisements on the site, including those promoting anti-vaccination messages. Pinterest has banned all anti-vaccination content outright. YouTube has removed advertising revenue and monetization from anti-vaccine channels and videos [81]. Twitter (at least in the United Kingdom) signposts users to the NHS website first when they search for derivatives of “vaccine” on the website or app. The current COVID-19 pandemic has also sparked some specific action: Apple is rejecting all coronavirus-related apps that are not from governments or official health organizations; Google Play is blocking all searches for coronavirus; the UK government has set up a Rapid Response Unit to directly respond to false coronavirus narratives by, for example, issuing a rebuttal on social media or asking platforms to remove harmful content [84,85]; and, still in the United Kingdom, the Culture Secretary, Oliver Dowden, asked platforms to be more aggressive in contrasting conspiracy theories linking the coronavirus pandemic to 5G networks. Although positive steps, these measures are sporadic, ad hoc, unsystematic, and often far too narrow to make a considerable impact, especially when the far more extensive measures taken to tackle copyright-related, pornographic, or terrorist content are considered. Health-related information is hardly ever less, and often considerably more, important. Only by taking proactive, coordinated measures will OSPs, public health bodies, and app-store providers be able to stay one-step ahead of the rapidly evolving conditions of the infosphere and play their role in protecting public health [8].

Conclusion

The WHO and the United Nations International Children’s Fund may have become aware of the effects of deliberate disinformation campaigns before these spread online, with there being a notable coordinated campaign deployed to discourage women from receiving the neonatal tetanus vaccine throughout the late 1980s [86]. However, in the more than 3 decades since, frustratingly little has been done by public health bodies to tackle the internet’s ever-growing role in the “medical misinformation mess” [6]. As we have shown, this is also because, in the past, there has not been a strong enough case for prioritizing societal interests over individual rights [69] in this context. In the face of the “rising tide of medical misinformation” [75] and the adverse effect it is having on global health, a different approach should be adopted.

The problems with online health information, its quality, impact, and control, that we have discussed here are complex and multifaceted [87]. However, we have argued that the nature of the infosphere, its governance (or lack thereof), structures, affordances, and content is certainly contributing to new public health harms. We need to change the strategy. Before the situation becomes completely untenable and unmanageable, a robust and coordinated response from public health bodies, private corporations, and individuals is reasonable, ethically justified, and pragmatically necessary. It is also technically feasible. Although OSPs do bear responsibility as to the content circulating in the infosphere, it is up to public health bodies to shape, foster, and implement the necessary policies and actions to curtail the spreading of OHMDI.

If this joint response can be coordinated effectively, and the infosphere is appropriately recognized as a social determinant of (public) health and, therefore, a public good [75,88], then the twin goals of protecting the public’s health and reducing health inequalities can be supported. Identifying and implementing the most appropriate and efficacious interventions that fall within this framework may not be easy, but we should not let the scale of the challenge become a deterrent. Decisive action is needed, and it is needed as soon as possible.
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Abstract
Up to 95% of novel interventions demonstrating significant effects at the bench fail to translate to the bedside. In recent years, the windfalls of “big data” have afforded investigators more substrate for research than ever before. However, issues with translation have persisted: although countless biomarkers for diagnostic and therapeutic targeting have been proposed, few of these generalize effectively. We assert that inadequate heterogeneity in datasets used for discovery and validation causes their nonrepresentativeness of the diversity observed in real-world patient populations. This nonrepresentativeness is contrasted with advantages rendered by the solicitation and utilization of data heterogeneity for multisystemic disease modeling. Accordingly, we propose the potential benefits of models premised on heterogeneity to promote the Institute for Healthcare Improvement’s Triple Aim. In an era of personalized medicine, these models can confer higher quality clinical care for individuals, increased access to effective care across all populations, and lower costs for the health care system.
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Background
Philosopher Karl Popper commented in 1934 that “non-reproducible single occurrences are of no significance to science” [1]. Yet, 85 years since this statement was made, science remains inundated with nonreproducible single occurrences. John Ioannidis famously wrote in 2005 that “most published research is false” [2]. Chalmers and Glasziou [3] later quantified the false positive rate of published science at 85%; the false positive rates in translational medicine may be even higher than this estimate. Up to 89% of studies demonstrating significant preclinical effects of novel molecules are nonreplicable [4], and the translation failure rate of novel interventions demonstrating significant effects preclinically that are never approved for clinical use reaches up to 95% [5]. These ranges may themselves be underestimates, since they are based on molecules assessed by pharmaceutical companies and in studies published in the highest-impact journals. The translation failure rate of less promising molecules is likely higher still.

In recent years, the emergence of multidimensional “big data” has endowed clinician investigators with more plentiful research substrate than ever before. However, issues with translation have persisted: despite innumerable statistically significant biomarkers identified in the preclinical setting, few of these generalize effectively. For example, 0% of proposed biomarkers for rheumatoid arthritis have demonstrated generalizability [6]. In addition, since enormous samples contribute sufficient statistical power capable of offsetting minute effect sizes, increasingly voluminous data may cause translation failure to become more rather than less of an endemic problem. Indeed,
recent studies have noted a 36% deterioration of clinical effectiveness for molecules in Phase II trials [5].

We do not believe that the “depth” of samples (ie, cohort size) is responsible for the observed patterns in translation failure associated with big data. Rather, we believe that the problem is insufficient “breadth”; that is, the datasets used for discovery and validation fail to represent the diversity observed in distinctive real-world patient populations. In other words, by failing to represent the extent of real-world population diversity, we can define these datasets as inadequately heterogeneous.

There is already evidence for the effectiveness of translational bioinformatics premised on heterogeneity for conditions previously plagued by generalization failures, such as in the derivation of host response–based gene panels to predict sepsis and tuberculosis. These panels have outperformed all precedents developed without accounting for heterogeneity (including those using the most sophisticated machine-learning techniques); have been validated across time points, disease severity cohorts, and comorbidities; and have been generalizable across multiple continents [7-9].

In this paper, we highlight the tendency toward homogeneity in translational discovery and illuminate its negative implications. In contrast, we present heterogeneity as an ally rather than an enemy of meaningful translation. Finally, we describe the potential impact of incorporating heterogeneity into the process of translational bioinformatics for addressing the Institute for Healthcare Improvement’s Triple Aim: facilitating personalized medicine, alleviating a health care cost crisis, and resolving health disparities [10,11].

**Homogeneity Inherent to “Big” Translational Datasets**

The core benefits of big data can be summarized in terms of volume (how much data are available), velocity (how quickly data are accumulated), and variety (how heterogeneous the data are) [12]. Although the former two benefits have been harnessed extensively in translational research, the latter has not.

Datasets used for translational research may lack variety owing to three mechanisms: it may be absent, unevenly distributed, or inaccessible. The absence of variety results from constricted sourcing of data, leading to the funneling of homogenous features. One example is the exclusive use of healthy subjects for benchmarking, such as in immunocellular profiling for autoimmune disease [13]. The uneven distribution of variety within a dataset can lead to unintentional clustering of homogeneity, thereby filtering out heterogeneous characteristics. This is a digitized form of sampling bias: since heritability and penetrance both vary within populations, the findings in genome-wide association studies (GWAS) depend markedly on the sampled cohorts [14]. Finally, variety may be present in the raw data but difficult to access, sequestering the heterogeneity due to technical hurdles. As dataset complexity increases, the risk of sequestration is amplified [15].

This becomes problematic in translational genomics, such as by producing “missing heritability” that is unexplainable from the processed dataset. It has been theorized that much of this “dark matter” (ie, the factors invisible in the processed dataset) relates to environmental influences. These environmental influences produce endophenotypes (expression profiles remaining latent until specific triggering exposures), which are epigenetic traits that can have strong contributions to phenotypic variation [16].

Homogenous datasets account poorly for differential environmental exposures and thus tend to be unreflective of transcriptomic diversity in broader populations. In turn, findings derived from such datasets may not extrapolate routinely beyond the experimental setting, thus precipitating translation failure.

**Homogeneity Rendered From “Big” Translational Datasets**

Alternatively, homogeneity may be intentionally selected for within the dataset. The contemporary system of science is lubricated by two forms of currency—financial and academic—both of which prevent disinterest in embracing heterogeneity. On the one hand, budgetary constraints make inclusive, comprehensive methodologies (for instance, preclinical validation studies on multiple animal cohorts) either impractical or unaffordable [13]. On the other hand, the relentless pursuit of academic currency (reputation, garnered through publication) is more easily facilitated by exclusive, narrow methodologies. The inflation of effect sizes is readily conjured in well-controlled experimental populations subjected to investigator-dependent research methods [17].

This investigator-dependent variability—which produces what has been deemed the “vibration of effects”—fosters significant interstudy dissimilarity [17]. Investigator choices can fragment broad baseline populations into discrete clusters subjected to inconsistent exposures to create unbalanced terminal populations [7]. As Kaptchuk [18] pointed out:

> **Facts do not accumulate on the blank slates of researchers’ minds and data simply do not speak for themselves...[the] evaluative process is never totally objective or completely independent of scientists’ convictions or theoretical apparatus.**

Accordingly, one way to reframe the reproducibility crisis is as an *exclusivity* crisis. Intrinsic homogeneity (native to datasets) compounded by extrinsic homogeneity (rendered to datasets) yields a sort of “private epidemiology,” in which discrete study clusters are nonrepresentative of clinical diversity. This has been observed both in vitro and in vivo, where physiologic models poorly recapitulate real-world biology; up to 100% of findings based on observational data (such as vast catalogs of genetic signals) are not replicable [2,5,19]. Poor reproducibility has also been observed in silico, as predictive models premised on these limited feature sets have low external validity [12].

In short, the forces molding experimental homogeneity sculpt what become N-of-none studies. These are reflective of realities contained neatly within digital cells in spreadsheets rather than organic realities in patients.
Heterogeneity in Translational Big Data: Today

More vivid depictions of organic (rather than spreadsheet) realities can be drawn from the introduction of heterogeneity to translational bioinformatics. Heterogeneity expands the analytical spectrum beyond the monochromatic shades of homogenous datasets to better represent real-world phenomena.

Just as meta-analyses mediate between-study biases in evaluation of treatment effects, the introduction of heterogeneity similarly allows for mediation of between-sample biases. Crucially, heterogeneity does not eliminate differences but rather synthesizes similarities [15]. The utility of heterogeneity comes from deriving commonality across diverse subgroups by including rather than excluding distinctive features.

This adheres to theories of systems biology (beyond Oslerian pathophysiology), which contextualize biological interactions in dynamic settings. Robust evidence has documented the inconsistent behavior of unique biological entities (ie, genomic, proteomic, and transcriptomic) “longitudinally” across time points and “latitudinally” across milieu [20]. Accordingly, cross-sectional studies in well-controlled samples seem to be ill-suited for explaining—much less, solving—polygenic diseases and polymechanistic syndromes.

Heterogeneity may be imputed experimentally by casting a wide net of investigators or of data samples. For the former, crowd-sourced collaboration has improved translational efforts compared with independent analyses across multiple indications (Table 1).

For the latter, construction of diverse datasets has yielded durable findings relevant for translation across numerous disorders previously plagued by false positives (Table 2). Protocols for introduction of heterogeneity by the use of multiple datasets are publicly available [21].

| Table 1. Illustrative applications of crowd-sourced heterogeneity. |
|-----------------------------|-----------------|--------|----------------|
| **Title** | **Author** | **Year** | **Indication** |
| Crowdsourced assessment of common genetic contribution to predicting anti-TNF treatment response in rheumatoid arthritis | Sieberts et al [22] | 2016 | Rheumatoid arthritis |
| A community approach to mortality prediction in sepsis via gene expression analysis | Sweeney et al [25] | 2018 | Sepsis |

| Table 2. Illustrative applications of user-constructed heterogeneity. |
|-----------------------------|-----------------|--------|----------------|
| **Title** | **Author** | **Year** | **Indication** |
| Leveraging heterogeneity across multiple datasets increases cell-mixture deconvolution accuracy and reduces biological and technical biases | Vallania et al [26] | 2018 | Autoimmune disease (systemic lupus erythematosus) |
| A common rejection module (CRM) for acute rejection across multiple organs identifies novel therapeutics for organ transplantation. | Khatri et al [28] | 2013 | Organ transplantation |
| Robust classification of bacterial and viral infections via integrated host gene expression diagnostics. | Sweeney et al [29] | 2016 | Upper respiratory infection |
| A community approach to mortality prediction in sepsis via gene expression analysis | Sweeney et al [24] | 2018 | Sepsis |
| Integrated multi-cohort transcriptional meta-analysis of neurodegenerative diseases | Li et al [31] | 2014 | Neurodegenerative disease |
| Genome-wide expression for diagnosis of pulmonary tuberculosis: a multicohort analysis | Sweeney et al [8] | 2016 | (Pulmonary) tuberculosis |
| Meta-analysis of continuous phenotypes identifies a gene signature that correlates with COPD disease status. | Scott et al [33] | 2017 | Chronic obstructive pulmonary disease (COPD) |
| A comprehensive time-course–based multicohort analysis of sepsis and sterile inflammation reveals a robust diagnostic gene set | Sweeney et al [34] | 2016 | Sepsis |
Benefits to these strategies are exemplified by the studies mentioned in the Background section addressing tuberculosis and sepsis, respectively. The imputation of heterogeneity allowed for a 3-gene tuberculosis panel to be generalizable across 10 African countries [8,35] and an 11-gene panel capable of forming distinctive sepsis patient clusters to be validated in multiple nations [36]. Both of these panels, with their ability to accurately guide care for diverse patient groups (within and between populations), symbolize truly personalized medicine [7].

**Heterogeneity in Translational Big Data: Tomorrow**

**General Prospects**

Looking toward the future, the use of heterogeneity may play a prominent role in the advancement of translational bioinformatics by cultivating generalizability as a byproduct of representativeness.

This bears substantial potential at the discovery stage, during which statistical significance is useful but not sufficient for predicting clinical effectiveness [2,19]. A myriad of diagnostic/prognostic and therapeutic modalities are being actively investigated for translation of personalized medicine, and validation will be crucial to distinguish the wheat from the chaff (Figure 1). Validation of novel diagnostics/prognostics (such as biomarkers) stands to benefit from heterogeneity given the aforementioned patient diversity across longitudinal and latitudinal scenarios [20]. Validation of novel therapeutics benefits from heterogeneity by enrichment of preclinical and clinical trials [37].

Establishment of data inclusiveness standards to supplement existing research guidelines (such as ARRIVE for preclinical studies and STROBE for observational studies) can accelerate the uptake of heterogeneity into best practices. The assimilation of heterogeneity into research practice in turn bears implications on personalized medicine, health care costs, and health disparities.

**Figure 1.** Modalities currently under investigation using translational bioinformatics to promote personalized medicine.
Personalized Medicine
Leveraging heterogeneity in translational medicine may offer the quickest path to personalized medicine. It has been noted that increasing the number of datasets included in GWAS samples, controlling for sample size, markedly improves the predictive power of the obtained gene panels to a much greater extent than expanding the sample size alone [15]. This model also incorporates “dark matter” contributing to “missing heritability,” permitting the parsimonious identification of key biological pathways in spite of environmental differences between patient cohorts [16,38]. Moreover, observed differences may be informative rather than confounding: outliers bilaterally (such as weak or strong responders to interventions) are instructive and fertile sources for future investigation rather than “negligible.” N-of-one study becomes feasible within this paradigm.

Finally, while heterogeneity is not necessarily a panacea for discovery—studies utilizing heterogeneity to address acute respiratory distress syndrome have failed to find robust biomarkers—the utility of negative findings is bolstered by the methodology [39]. Evidence-of-absence investigations benefit greatly from additional rigor that more conclusively redirects researchers toward clinically meaningful prospects [13].

Health Care Costs
Health care costs may be targeted from the sides of supply and demand alike. On the supply side, from the perspective of pharmaceutical companies, improved replicability of novel molecules reduces research and development costs devoted toward validation studies, which are currently estimated in the millions of dollars per agent tested [5]. Theoretically, this can allow for reduction in prices with preservation of profit margins. On the demand side, from the payor perspective, improved generalizability first enhances the cost-effectiveness of covered interventions, as clinical effects approach experimental effects [14]. Additionally, more reliable evidence-of-absence studies empower decision making for minimization of overutilized, misutilized, and ineffective interventions [13]. Finally, better understanding of “outlier” pathophysiology can promote the optimal management of “hot spotters”; that is, the oft-cited 1% of the population accounting for 33% of expenditures [40].

Health Disparities
Reductions in payor costs, if passed on to consumers, improve the accessibility of health care. For example, the demonstration of predictive power for tuberculosis diagnosis using 3-gene rather than 71-gene panels implies marked reductions in testing costs (presuming proportional and consistent marginal costs). Furthermore, to the extent that technological barriers for 3-gene sequencing are lower, these diagnostics become available to populations outside of high-resource settings alone [8]. As long as more parsimonious models are adequately representative and maintain predictive power across population groups (as was the case in [8]), accuracy would be preserved in an equitable way while access is simultaneously enhanced.

Heterogeneity may also support the resolution of health disparities by virtue of inclusiveness. As previously discussed, multiplicity of sample sets benefits all populations, with disproportionately greater benefits for traditionally excluded populations [15]. In this way, channeling the “wisdom of crowds” refers not only to wisdom pulled by collaboration between investigators but also to the wisdom pushed by the comprehensiveness of study populations.

Conclusion
In summary, we believe that research practices premised on sample homogeneity are important drivers of shortcomings in contemporary bench-to-bedside informatics. We assert that introduction of heterogeneity can favorably bend this trajectory. Uptake promoted by informal research culture change and formal inclusiveness criteria can lead to meaningful, sustainable, and equitable patient care in the future. In other words, the heterogeneity ethos echoes Osler’s original invocation for personalized medicine: “Just listen to the patient. He is telling you the diagnosis!”
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Abstract

There is currently increasing interest internationally in deploying robotic applications for severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) testing, as these can help to reduce the risk of transmission of the virus to health care staff and patients. We provide an overview of key recent developments in this area. We argue that, although there is some potential for deploying robots to help with SARS-CoV-2 testing, the potential of patient-facing applications is likely to be limited. This is due to the high costs associated with patient-facing functionality, and risks of potentially adverse impacts on health care staff work practices and patient interactions. In contrast, back-end laboratory-based robots dealing with sample extraction and amplification, that effectively integrate with established processes, software, and interfaces to process samples, are much more likely to result in safety and efficiency gains. Consideration should therefore be given to deploying these at scale.

Introduction

Testing is crucial to identify, curb the spread of, and contain severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). Testing capacity will therefore need to increase substantially for the foreseeable future [1]. Robotic testing technologies may help to increase testing capacity and also minimize the risk of nosocomial transmission. There are currently two ways of testing for coronavirus disease (COVID-19): virological tests and serological tests. Virological methods work with genetic material obtained from nasal, throat, or saliva swabs and commonly use reverse transcription polymerase chain reaction (RT-PCR) technology to covert ribonucleic acid (RNA) to deoxyribonucleic acid (DNA). This technology is used to detect the presence of SARS-CoV-2. Serological tests use saliva, whole blood, serum, or plasma to look for antibodies. Various new testing methods that are variants of these two approaches are currently in development [2-6].

Overview of Current Developments in Deploying Robots for SARS-CoV-2 Testing

Robots for SARS-CoV-2 testing procedures can be either patient-facing (eg, collecting nasal swabs and thereby reducing exposure of those collecting swabs) or non–patient-facing (eg, liquid handling machines that reduce exposure for laboratory technicians; Figure 1).
To date, patient-facing testing robots have been mainly experimental, deployed as pilots and in limited settings. Examples include remote-controlled robots taking throat swabs that have been used in parts of China [8], a robotic arm handing out test tubes to drivers in cars for SARS-CoV-2 testing [9], and a 3D-printed robotic arm taking throat swabs that was developed in Denmark [10]. Such robots are expensive (the Chinese robot costs approximately £62,000 [US $81,069]), can only do a limited number of activities on 1 sample at a time (and therefore do not greatly increase the overall number of tests carried out). They can also cause patients to worry due to a lack of personal contact [8]. Previous research has further found that patient-facing robotic applications can have unintended consequences resulting from adverse impacts on health care professional work practices, and on patient satisfaction [11,12]. For example, frail older adults and isolated patients depend on face-to-face contact as a source of emotional support. Attempts at making these applications more human-like may only partly address this issue, as robots that look too human-like can be perceived as threatening [13,14].

Patient-facing robots may, however, play a role in high-risk settings where infection control needs to be prioritized. They cannot replace face-to-face interactions that are required to provide high-quality and safe care for the majority of patients. Non–patient-facing testing robots including liquid handlers, especially those that do not involve contact dispensing, are more promising. These robots can move liquids using magnetic plates, aspirate, dispense, or transport liquid samples (sometimes using pipettes), and in some cases interpret biological or chemical events (eg, detect if a virus is present). This reduces exposure for laboratory technicians who have to handle blood samples and swabs, and interface with these machines for sample preparation. Many laboratories already utilize some degree of automation, and this mitigates the risks of adverse impacts on existing work practices of health care staff.

Automated testing robots also have a high throughput and are rapidly able to tackle the large volumes of tests required during the SARS-CoV-2 pandemic and in the “new normal,” as they can carry out numerous tests simultaneously [15]. For example, the Spanish Ministry of Health recently commissioned 4 COVID-19 testing robots that will be able to carry out 80,000 tests per day [16]. Similarly, a newly established COVID-19 testing laboratory at Berkeley’s Innovative Genomics Institute (IGI) uses a robotic liquid handling machine that uses pipetting to test up to 3000 cases per day [17]. Another example is a Danish pipetting robot that automates the sample preparation process and was originally used for testing for Salmonella before being repurposed to test for SARS-CoV-2 [18].

However, the functionality of these machines varies. Some RT-PCR liquid handlers only help up to the extraction and addition of samples for PCR/RT-PCR, while others also transfer the material to a thermal cycler where PCR/RT-PCR happens (ie, extraction and amplification). Clearly, a closed-loop process (where technicians input a sample and the machine prepares samples and tests) is preferable as it minimizes human contact with samples (including testing for multiple viruses).

Another potential issue is the interfacing with existing software and the associated communication of results. Some automated testing robots do not allow automatic downloading of results...
from the robot to the main laboratory computer, which then renders the whole process impractical as the large number of results generated has to be manually entered by technicians. This may also introduce the risk of transcription errors, which may in turn have adverse consequences for patient care [19]. Additional integration software can help to address this issue, but adds to the overall cost (in relation to both acquisition and maintenance) and may require additional programming.

Conclusions

Overall, there is a lack of empirical evidence on patient-facing virological/serological testing robots, and even if such evidence was available, these technologies would be unlikely to tackle pressing issues around scaling of testing capability. Testing robots in laboratories, however, have the potential to bring significant rapid benefits at low cost as these technologies can fulfil multiple purposes (eg, handling other types of liquids). Moreover, they already exist in many laboratories and can therefore be readily repurposed to respond to COVID-19 (although this has to be done by the manufacturer). Most useful are likely to be non–patient-facing testing robots that tackle the whole extraction and amplification cycle, as this will eliminate the need to transfer material for the amplification stage and thereby minimize the risk of unintended consequences.

Where there are established processes (eg, back-end laboratory-based robots tackling extraction and amplification) and where these interface effectively with existing software to process the results, these should be scaled up. In parallel, there is a need to stimulate research and innovation initiatives to explore the feasibility of developing a scalable front-end testing robot for high-risk settings (eg, infectious disease wards).
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Abstract
The world is witnessing an alarming rate of displacement and migration, with more than 70.8 million forcibly displaced individuals, including 26 million refugees. These populations are known to have increased vulnerability and susceptibility to mental and physical health problems due to the migration journey. Access of these individuals to health services, whether during their trajectory of displacement or in refugee-hosting countries, remains limited and challenging due to multiple factors, including language and cultural barriers and unavailability of the refugees’ health records. Cloud-based electronic health records (EHRs) are considered among the top five health technologies integrated in humanitarian crisis preparedness and response during times of conflict. This viewpoint describes the design and implementation of a scalable and innovative cloud-based EHR named Sijilli, which targets refugees in low-resource settings. This paper discusses this solution compared with other similar practices, shedding light on its potential for scalability.
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Introduction
Global Refugee Crisis
The number of forcibly displaced individuals, including refugees, has reached an alarming rate globally, with 70.8 million forcibly displaced individuals, including around 26 million refugees [1], of whom the majority are of Syrian nationality [2,3]. More than 80% of these refugees have been internally displaced or have fled to Syria’s neighboring countries [4]. Notably, low- and middle-income countries (LMICs) host the highest number of refugees [4], with inconsistent percentages reported [5]. Figures from 2016 indicate that a total of 5 million registered Syrian refugees have fled to Syria’s neighboring countries, namely Lebanon, Jordan, Egypt, Turkey, and Iraq [6].

Health Needs of Refugees
Refugees are often exposed to stressful conditions of vulnerability, poverty, poor nutrition, and marginalization prior to and during the journey of migration, a situation that increases their susceptibility of developing different health problems, including mental health problems [7-9]. From a health perspective, women, children, and older adults remain the most affected during the journey of migration [9]. Malnutrition, anemia, communicable and noncommunicable diseases (NCDs), women’s health, and mental health emerge as the top priority health concerns of refugees [10]. However, several barriers impede refugees’ access to the appropriate health services targeting these needs in the host countries. Examples of barriers include inadequate knowledge about the availability of health services, insufficient financial capacities, limited access to
transportation, cultural differences, and language barriers and the scarcity of interpreters [11,12]. Legal restrictions such as issues of registration could also hinder refugees from accessing adequate health services in the host countries [12,13].

**Need for Innovative Solutions for Health System Strengthening in LMICs**

The growing and continuous influx of refugees imposes challenges on the health systems of the refugee-hosting countries vis-à-vis catering to the needs of these populations and providing essential health services [9], especially because the majority of refugee-hosting countries are LMICs with already exhausted and fragile health care systems. Having said that, strengthening the fragile health systems of the refugee-hosting countries remains an urgent need to ensure equitable access to health services for refugee populations [9]. This in turn calls for the implementation of relatively low-cost, innovative, feasible, and contextualized solutions tailored to target the needs of these emotionally and physically distressed populations.

Electronic health records (EHRs) have been progressively adopted in resource-constrained settings [14] and conflict-affected areas [15] for the great promise they hold in providing coordinated care, sharing patient information among health care providers across different settings, reducing medical errors, and improving the quality and continuity of health care [16]. For instance, the use of EHRs avoids duplicate tests, prevents drug-drug interactions, and consequently improves patient care. In addition, EHRs allow patients’ access to their health records remotely and permit better management of their health [17].

EHRs have evolved in the past decade [16] and have been defined as a longitudinal systematic collection of electronic health information of individuals or populations [18,19] created in any health care delivery setting [20]. EHRs generally store patients’ health data, including demographic information, social history, health problems, active diagnoses and past medical history, diagnostic test results, medications, hospitalization information, consultant reports, immunizations, allergies, health screening study results, and progress notes [17].

A relatively recent type of EHRs is the cloud-based EHR system [21]. Cloud-based EHRs have been promoted in conflict-affected areas where the digital infrastructure, such as internet connectivity, is lacking, and they have been regarded as cost-effective methods that permit scalability and interoperability [22]. In fact, cloud-based EHRs not only track patients across time, but also permit the sharing of patients’ data among health care providers so that patients’ health care can be easily tracked and monitored [15]. In addition, cloud-based EHRs are considered among the top five health technologies integrated in humanitarian crisis preparedness and response during times of conflict [23]. The World Disasters Report 2013 stated that the use of cloud-based EHR is a successful approach for the recovery of health records in case of damage to physically held health records, a highly probable incidence in conflict settings [24]. Moreover, cloud-based EHRs have been regarded as resilient and effective tools that facilitate monitoring the health status of refugees over the long term, specifically in protracted crisis, and eventually improve the process of health care delivery [25-27].

**Existing eHealth Systems Targeting Refugee Populations**

A few types of EHRs have been implemented for migrants and refugees [28] and have shown their potential to address some of the challenges facing these populations in accessing health care services [28,29], yet they also underline areas that need improvement. The United Nations Relief and Works Agency for Palestinian Refugees (UNRWA) developed a computer-based (eHealth) system to improve the quality and efficiency of health care services provided to Palestinian refugees living in UNRWA’s fields of operations, namely Lebanon, Jordan, Syria, West Bank, and Gaza [30]. The UNRWA’s eHealth system was developed and introduced in 2010 in response to the increasing workload and to the high prevalence of NCDs [30]. The system was associated with an improvement in the quality of health care and was described as a secure and cost-effective tool supporting the health care services provided by the UNRWA’s health program [30]. However, the UNRWA’s eHealth system covers only Palestinian refugees that are registered with the UNRWA and excludes millions of unregistered Palestinian refugees and all refugees of other nationalities worldwide. Adding to the drawbacks of the UNRWA’s eHealth system is its restricted use, whereby it is accessible solely at health facilities governed by UNRWA.

Similarly, the Refugee Assistance Information System (RAIS) is an EHR system developed by the United Nations High Commissioner for Refugees (UNHCR) to track, monitor, and provide assistance to refugees registered with UNHCR [25,31]. It collects basic demographic information and some health services data of UNHCR-registered refugees [25,31]. However, the RAIS remains incomprehensive regarding health data and is exclusively created for refugees registered with UNHCR, leaving behind millions of unregistered refugees.

**The Context of Lebanon**

Lebanon, one of the main LMICs housing refugees, hosts around 1 million registered Syrian refugees in addition to more than 400,000 unregistered refugees [32], rendering it the country with the highest number of refugees per capita worldwide [5]. This massive influx of refugees to Lebanon, coupled with their increased demand for health services, has consequently created an unprecedented strain on the local health care system, originally characterized by its fragility [33]. The situation is further aggravated by refugees residing mainly in underserved rural Lebanese areas, where health service delivery is relatively suboptimal and insufficient [34].

Regarding the use of eHealth systems for refugees in Lebanon, both UNRWA’s eHealth system and the RAIS are applicable in the country, yet the use of both systems remains bounded by the aforementioned restrictions.

Another example of existing technologies in Lebanon is Phoenix. Phoenix is an EHR system developed by the Lebanese Ministry of Public Health (MoPH), and it functions exclusively among the 229 primary health care centers (PHCs) that operate under the supervision of the MoPH. Phoenix EHR targets
disadvantaged Lebanese and refugees from different nationalities who receive primary health care within the national network of PHCs governed by the MoPH. It contains vital patient information, including documentation, guidelines, orders, and results [35]. The system allows the exchange of patient health information among health care providers within each PHC and the MoPH; however, the health information included in Phoenix EHR cannot be shared across the different PHCs belonging to the network. Instead, a new health record has to be created again whenever a patient visits a new PHC for the first time. In addition, Phoenix EHR does not function at Lebanese hospitals or mobile health clinics, where a significant proportion of refugees seek health services.

Sijilli: A Cloud-Based EHR for Refugees in Low-Resource Settings

Conception of Sijilli

The pressing need for innovative digital solutions that would enhance refugees’ access to needed health services in low-resource settings, regardless of their migration journey, triggered the development of Sijilli (meaning “my record” in Arabic).

This paper describes the design of the cloud-based mobile EHR system and reports on its implementation among Syrian refugees in Lebanon. Sijilli [36] was launched in 2018 as a collaboration between the Global Health Institute (GHI) at the American University of Beirut (AUB) in Beirut, Lebanon, and the health care software company Epic in the United States. Sijilli was designed in a contextualized approach to cater to refugees’ need for universally accessible EHRs and to fill the several gaps identified in existing practices and available similar technologies. It aims to securely collect and preserve essential health data for refugees during and beyond their displacement journey, besides ensuring data security, universal access, and interoperability of the health record data. Of note, more than 10,000 Syrian refugees across Lebanon currently possess a Sijilli EHR.

The Concept Design and Implementation

Sijilli is designed to allow interaction and to support convenient workflows among different users, from the data entry personnel to the administrators and ultimately to the end users, namely health providers and refugees.

Data entry personnel collect the health information from refugees in different remote and underserved areas using data entry–friendly software run on tablet computers. Worth mentioning is that the use of the Sijilli software system by data entry personnel does not require internet connectivity and is done completely offline. The system adopts a simple user interface design to accommodate users and data collectors of diverse health backgrounds. Once the health information of the refugee is entered into the system, the Sijilli data collection software generates a password-protected and advanced encrypted standard (AES) PDF document of the health record of the refugee. The password of the PDF is generated exclusively and blindly (ie, without input from the data entry personnel) for the Sijilli holder and consists of the first letters of the refugee’s first name, father’s name, mother’s name, and family name, in addition to the 4 numbers of their year of birth, entered in this specific order. This simple composition of the password allows Sijilli holders to recall their passwords by following simple instructions. The Sijilli health record in its PDF version is then downloaded on a key-shaped flash drive (Figure 1) and handed to the refugee for use across different health facilities worldwide without any restrictions. In parallel, an encrypted deidentified version of the generated health record is uploaded to the Sijilli cloud-based server. The cloud-based version of the health record of any Sijilli holder can be accessed globally by either the patient or the health provider via the Sijilli website [37] following a 2-step identity verification process. The multiple layers of security (ie, USBs, hardware used for data entry, and internal and external servers of the cloud-based system) are crucial to ensure data security and privacy of the Sijilli system.

Worth noting is that patients cannot alter any data contained in their Sijilli records, neither through the PDF on the flash drive nor through the patient’s portal on the Sijilli website. On the other hand, health providers can have access to refugee patients’ Sijilli records when provided with the personal identification number (PIN) and the security questions that are recognized exclusively by Sijilli holders/refugees. External health providers can see all the health data of the refugee, originally collected by the data entry personnel at the time of the creation of the health record, and can also add clinical notes online at the time of encounter with the patient using the cloud-based version of the Sijilli EHR. No modifications to the original patient information can be made by the health providers. This ensures traceability and protects the liability of the GHI and Epic team.
Architecture of Sijilli

Clinical Development

The Sijilli EHR is composed of 7 sections covering sociodemographic information, social and lifestyle habits, medical and surgical history, obstetrics and gynecological (OB/GYN) conditions for women only, medication use, vaccination history, and mental health screening. The data entered in the sociodemographic section allow the creation of the password and security questions used at times of access to the health record.

The sociodemographic section includes questions on basic sociodemographic information, such as the previous occupation in the country of origin where conflict is taking place and the current occupation in the refugee-hosting country, which allows the identification of potential occupational health hazards and risk factors. Other information collected includes the location of the settlement and the year of migration, among other information. The section also includes questions that may affect the exposure of the refugee to health risks, including parental consanguinity, given that consanguineous marriage is a deeply rooted social practice among the Syrian refugee population. Knowledge about parental consanguinity enables the health care provider to explore and identify genetic disorders such as thalassemia. Allergies are also entered in this section to indicate any source of allergy that the refugee has.

Further risk factors can be identified through data entered into the social and lifestyle section, which namely addresses smoking, alcohol drinking, and physical exercise. As the Syrian refugee crisis shifts from an acute emergency to a protracted crisis, NCDs and preventative medicine become a vital aspect of the health care response to refugee populations.

The medical and surgical history section was designed to allow the selection of one or multiple medical conditions or surgical procedures, if any, using a drop-down menu that includes the most common conditions and surgeries, derived from the International Classification of Diseases, 10th Revision developed by the World Health Organization [38]. Diseases not found in the drop-down list can be entered manually by data entry personnel. Worth noting is that the list of medical conditions and surgical procedures was constantly updated throughout the course of implementation according to the frequency of encounter of medical conditions to ensure a standardized method of data entry.

With regards to the OB/GYN section, it is worth noting that this section was not originally embedded in the system, given that OB/GYN-related conditions were included in the general medical and surgical history section. However, a stand-alone OB/GYN section was added during the project implementation phase to take into consideration that the majority of the refugees having their Sijilli records created were women of child-bearing age, many of whom were pregnant. Moreover, a high pregnancy complication rate was noted by the women, which required the addition of a section dedicated to OB/GYN that included pregnancy-related complications to ensure proper and comprehensive documentation. The aforementioned section includes questions on gravida, para, aborta, method of delivery, and associated complications, breastfeeding practice, and use of contraception.

To record any medications that the refugee is taking, a section on medication use is included in the Sijilli software system. Medications included cover mainly those taken for chronic conditions, in a drop-down menu format. Categorization of medications was based on Davis’s Drug Guide for Nurses, which classifies medications according to their type (eg, statins, antihypertensive drugs, etc) [39]. The data entry personnel are also able to enter any other medication taken beyond those in the list. The dosage, frequency of use, and start date of use for each entered medication are mandatory fields. This section remains necessary to indicate to the health provider any potential drug-drug interactions at the time of medication prescription.

The vaccination history section was included due to the outbreak of communicable diseases among the refugee population, such as the repetitive measles outbreaks witnessed among the refugee population in Lebanon. This section includes all required vaccines by the Lebanese MoPH. It is also designed to allow the
data entry personnel to indicate if school vaccines were given in Syria, given that this was generally a routine practice.

The record then navigates to the mental health screening section, which uses the Patient Health Questionnaire-9 (PHQ-9). It is well established that refugees are at an increased risk of posttraumatic stress disorder, major depressive disorder (MDD), generalized anxiety disorder, and other behavioral and emotional problems. We elected to screen for MDD in particular, as previous research has shown that it is the most common and debilitating condition among Syrian refugees in Lebanon [40]. The PHQ-2 followed by the PHQ-9 were chosen as the screening tools for depression due to their ease of use, allowing for data collectors and data entry personnel with limited clinical experience.

**Technical Development**

The Sijilli EHR system was designed to give different levels of access authorization to different users, such as data collectors and data entry personnel, administrators, external health providers, and refugees. Data entry personnel are on the front lines collecting information from the refugee population in areas often lacking network connectivity. All data from the data entry hardware (eg, laptops, tablets, etc) hosting the Sijilli data collection software can be wiped out after being synced back to the hub. The administrators, on the other hand, can access the Sijilli administrator web application, which is not available outside the internal network. The application can be used to authenticate hardware used for data collection and data entry, process synced requests, and update code sets that can be used in the Sijilli data collection software. Administrators can also generate a deidentified report of the health records for research purposes. The administrator web-based application can only be used by users authenticated in the AUB network and authorized by administrators through the web application. External health providers can access a specific refugee’s Sijilli EHR by providing a PIN and answering security questions, which are only recognized by the refugee, examine a summary of the refugee patient’s Sijilli EHR, and add clinical notes for future care sought by the refugee. In parallel, refugees who are Sijilli holders can also access their respective record through the password-protected PDF version of the EHR or through the portal on the Sijilli website by providing their PIN and answering security questions about their record.

**Key Features of Sijilli’s Technical Architecture**

Figure 2 shows the technical architecture diagram of the Sijilli EHR, which is based on several key features.

**Multilayer Security**

Given that Sijilli is a cloud-based EHR, data security is of particular concern and has been considered by addressing several key points. These include access to data, which is driven by role-based user access whereby once the data get into the database, only external health providers and the refugees can access patient records by providing the PIN and answering specific security questions. The access of administrators is restricted to deidentified personal health information of the refugees following data upload to the Sijilli database. In terms of authentication, hardware used by data entry personnel are independently authenticated by the administrator. In cases where laptops are used for data collection and data entry, the disk on the Sijilli data collection application is encrypted to protect against theft. Data are then wiped out after being uploaded to the Sijilli hub database. The PDF files generated in the Sijilli data collection application are password protected with a refugee-friendly PIN and AES encryption. For access through the Sijilli portal, external health providers and refugees can only access one Sijilli record at a time, and a captcha check has been added to the external web applications to prevent robots from accessing multiple records. All data in motion were set to be network protected using transport layer security 1.2. An audit trail exists in the hub database to indicate the access patterns to the health records by external health providers.
**Scalability**

Sijilli is characterized by 3 independent server applications that are cloud-enabled and can be independently scaled up based on load and usage patterns. The Sijilli data collection application can be installed on as many laptops or tablets as required for data collection/data entry, and the syncing of data occurs when the laptops or tablets used are within the internal network.

**Extensibility and Maintainability**

Administrators can manage the code sets and other metadata associated with the Sijilli application from the administrator application. This metadata can be synced to all the Sijilli data collection applications when the data from the data collector application are downloaded to the Sijilli hub. In terms of maintainability, the server teams have the authority to install the updates to the applications independently of each other.

**Integration and Contextualization**

A key feature of the Sijilli EHR is its contextualized design. The design of each of the Sijilli data collection applications, the EHR itself, and the Sijilli website portals was tailored to the needs and interest of each of the multiple users/stakeholders involved.

First, the design of the Sijilli data collection application used for primary creation of the Sijilli EHR for refugees was based on the input of several health providers, including physicians, nurses, community health workers, medical residents, and medical students. This was done to ensure that the platform developed is user-friendly at the time of Sijilli EHR creation and time efficient in terms of data entry and collection. The Sijilli data collection application then underwent beta testing on a sample of 100 refugees, after which the application underwent some calibration and fine-tuning steps. These mainly included changes in the units of categories used, the addition of some medical conditions to the drop-down menu, and the addition of a complete section on OB/GYN conditions for female refugees. Health providers were also involved in the design of the Sijilli website, the portal through which they can update the cloud-based EHR of refugees visiting a health facility. This is to ensure that the website/platform is user-friendly and smooth to use. The platform includes the Arabic translation of instructions to accommodate non–English-speaking health providers, who are common in the Syrian-Lebanese context.

**Discussion**

**Summary**

Migrating populations and refugees continue to face obstacles in accessing health care services [41] and experience gaps in the continuity of health care [29], which differs across host countries and during the stages of the migration process, a fact that poses a negative impact on their health status [41]. One of the biggest challenges that faces refugees during and beyond their migration journey is access to medical records [41]. In view of this, EHRs seem to have the potential to address some of these challenges and provide opportunities to increase access to health care services and eventually improve the quality and continuity of health care [29]. However, implementation of EHRs in LMICs is still limited [42].

Previous studies have examined the association between EHR adoption and improvement in the quality and continuity of health care in refugee settings and have emphasized the importance of the adoption of these innovative technologies for the great promise they hold in such resource-constrained settings [26,30,43–46]. A series of cohort studies by Khader et al [26,43–46] evaluated the effectiveness of the implementation of an electronic medical record (EMR) cohort monitoring system to follow up on Palestinian refugees with hypertension [26,44] and diabetes [43,45,47] in Jordan. Despite minimal challenges encountered, mainly operational challenges [47], the authors reported promising results and concluded that an EMR cohort monitoring system is an efficient tool in a refugee context in terms of management and follow-up of NCDs [26,43–46].

**Comparison With Similar eHealth Practices**

The previously described UNRWA’s eHealth system [30] and the RAIS [25,31,47] have been considered simple, secure, and cost-effective tools that have been correlated with an improvement in the quality and continuity of health care among refugee populations. Although they both collect some health information, Sijilli EHR appears to be more comprehensive compared with the UNRWA’s eHealth system and the RAIS, wherein it covers a more inclusive range of health data, including context-specific components, such as parental consanguinity and mental health, which are not covered by either of the other systems. For instance, consanguineous marriage, a common practice among refugees [48], is well known to be a risk factor for a variety of genetic diseases [49], while mental health disorders have been reportedly high among refugee populations [50]. Therefore, such context-specific components permit better evaluation and monitoring of the health status of refugees during their migration journey and beyond.

In terms of inclusiveness, the UNRWA’s eHealth system is designed to target Palestinian refugees that are registered with the UNRWA, and it is only functional through the health centers in the 5 fields of UNRWA’s operations [30]. Likewise, the RAIS is exclusively created for refugees registered with the UNHCR [25,31,47], and only UNHCR officials have access to the health record data [31]. Accordingly, both systems exclude millions of unregistered refugees worldwide. Conversely, although initially created for Syrian refugees across Lebanon, Sijilli is designed to take into consideration the potential for upscaling to cover refugees of any nationality worldwide and to provide them and their health care providers with global access to their health records wherever the migration journey takes them.

**Potential for Upscaling**

With the impending challenge of refugee migration, initially to neighboring host LMICs, followed by opportunistic migration to European and possibly North American countries, the importance of an innovative, universally accessible, and digital technology becomes more emphasized [23]. According to asylum-seeker data from UNHCR on refugee migration and
resettlement [51], more than half a million Syrians moved to Germany seeking asylum, approximately 100,000 moved to Sweden, and 50,000 moved to Austria. Additionally, about 100,000 have moved to North America, indicating the desire of refugees to seek final settlement in developed countries. Even beyond the example of Syrian refugees, the world is witnessing many other migration crises, such as the hundreds of thousands of Rohingya fleeing from Myanmar to Bangladesh and a similar number of Venezuelans seeking asylum in the United States, among others [52]. eHealth and EHRs are well known in developed countries and have proven to be impactful in enhancing the quality of clinical care. The obstacle to scaling such solutions to LMICs has been the limiting high costs to purchase and maintain such solutions and therefore, the development of low-cost cloud-based tools offers the needed solutions to support access and provision of health care to vulnerable populations [53]. Literature indicates that health care providers and governments are keen to improve access to, engagement with, and delivery of health care through the use of eHealth [23]. A recent World Bank Report highlighted that many donor agencies are currently focusing on scalable eHealth interventions for LMICs that are low cost and mobile, mainly to resolve the barriers of access [53]. Such innovative solutions can also account for issues related to continuity of care and language barriers, while providing users with adequate health services.

Sijilli’s potential for scalability and interoperability lies in the fact that Sijilli is a low-cost cloud-based EHR that can be easily exported to conflict-affected or crisis-affected areas that lack the required digital infrastructure, and, more importantly, it omits the need for physically held patient records. Furthermore, such solutions can be transported with the migrating user across several host settings with guaranteed security that puts the refugee and the host service provider at ease. Countries with fragmented health care systems would also benefit from a parallel solution, which would allow service providers to exchange and consolidate the patient’s health-related information and interventions in one comprehensive, secure, and easy-to-access EHR.

Conclusions

In conclusion, the Sijilli EHR represents a model for an innovative and scalable cloud-based solution that could be replicated for several vulnerable populations in different low-resource or crisis settings. Sijilli EHR’s contextualized design, architecture with multilayered security, and process design and implementation highlight the potential applicability of this digital health solution to different populations and settings, with specific considerations for cases of different contexts and users. Sijilli EHR has a crucial role in enhancing refugees’ access to health services throughout the displacement and migration journey.
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Abstract

There is great potential for scaling up the delivery of brief interventions for alcohol and illicit drug use, given the increasing coverage of mobile devices and technologies for digital interventions, including apps for smartphones and tablets. However, while the number of digital interventions is increasing rapidly, the involvement of brief-intervention researchers and the development of good practices has just begun. In 2018, the Special Interest Group on digital interventions of the International Network on Brief Interventions for Alcohol & Other Drugs (e-INEBRIA SIG) initiated a conversation regarding possible avenues of future research, which subsequently became a roadmap for digital interventions. This roadmap consists of points considered relevant for future research, ongoing technological developments, and their implementation across a continuum of prevention and care. Moreover, it outlines starting points for the diversification of brief digital interventions, as well as next steps for quality improvement and implementation in public health and clinical practice. The roadmap of the e-INEBRIA SIG on digital interventions is a starting point that indicates relevant next steps and provides orientation for researchers and interested practitioners with regard to the ambiguous literature and the complexity of current digital interventions.
brief interventions; mobile applications; good practice; implementation research; quality assurance

Background

The Special Interest Group on digital interventions of the International Network on Brief Interventions for Alcohol & Other Drugs (e-INEBRIA SIG) was launched at the INEBRIA conference in Lausanne (2016); the group also took part in INEBRIA conferences in 2017 (New York) and 2018 (Santiago de Chile). During the conference in Santiago de Chile, e-INEBRIA SIG discussed possible avenues for further research that subsequently, in continued meetings, turned into a roadmap, as presented in this commentary. In particular, e-INEBRIA SIG is interested in the potential of electronic health (eHealth) technologies for brief interventions in health and other settings to reduce the harms produced by alcohol, drug use, and gambling.

There is great potential for scaling up the delivery of brief interventions, given the increasing coverage in high, middle, and low income countries of smartphones, wearables, and other connected devices worldwide, and the rise of new technologies like geotagging and chatbots. Knowing which technologies can be successfully applied in target groups of alcohol and drug users and which components of interventions are essential for reducing harm could help enhance their impact at a public health level.

One strategy to foster evidence-based developments is to keep track of ongoing scientific developments, including periodic reviews and meta-analyses on the effectiveness and implementation of internet interventions for alcohol and other substances. Recent meta-analyses have demonstrated the effectiveness of internet interventions at reducing alcohol use in alcohol misusers [1]; reducing cannabis use in cannabis misusers, at least in the short-term [2]; and reducing drug use among opioid and mixed-drug users [3]. Moreover, individual patient data (IPD) meta-analyses could, due to their large pooled samples, help to identify initial trends in subgroups (eg, [1]).

However, a limitation of most digital interventions developed as part of scientific studies is that they often lack funding for maintenance after study completion. A recent review on such interventions in the alcohol field identified 72 trials assessing alcohol interventions, among which only 8 (11%) remained accessible; these were mostly internet-based interventions [4].

While numerous digital interventions aiming to reduce substance use are available, most lack evidence-based brief intervention content, have never been evaluated for effectiveness, and have been developed without academic or specialist input, including some that are profit-oriented [5,6]. In the case of cannabis misuse, the situation is worse because the few genuine apps aimed at harm reduction and reducing cannabis use are forced to compete with hundreds of currently available apps that promote cannabis use [7]. Some attempts have been made to develop evidence-based health app quality rating scales, and one has been developed for researchers [8], with a version available for end users [9]; however, it is unlikely that alcohol and drug users make use of the latter. Thus, it is rational to foster research on genuine harm-reduction–oriented digital interventions, particularly apps, to promote their use and evidence-based quality development.

While it is rational to develop generalizable digital interventions to reduce harm from alcohol and drug use at a general population level, there is evidence from other mental health fields that tailored digital interventions for specific cultures or migrants [10] can increase their effectiveness. There are few systematic reviews of tailored digital interventions for specific alcohol- or drug-using groups and classical diversification topics (eg, different age groups, like the elderly, as well as different genders, educational levels, and cultures). The development of such digital interventions in the addiction field is still in its infancy relative to face-to-face interventions.

Roadmap for Brief Digital Interventions

Aims

Taking into consideration the complexity of current brief digital interventions, the aim of the roadmap is to propose further steps and provide orientation in the ambiguous literature for researchers and interested practitioners thus promoting the coordinated, systematic development of a knowledge base that will facilitate the effective development and application of digital interventions.

Methods

The members of e-INEBRIA SIG represent 6 European countries, have previously developed and evaluated digital interventions for alcohol and other drugs, and exchange information and plan further research at the annual INEBRIA conference. We developed a preliminary roadmap during the last INEBRIA preconference workshop in 2018, in Santiago, Chile, and refined it during subsequent bimonthly teleconferences and email exchanges. The roadmap was then organized into four main topic groups and, once again, discussed within the group.

Topics

Evaluation of Effective Implementation Modalities

- Continue evaluation research efforts (start to construct an ongoing collection of overall data sets for IPD meta-analyses; begin with meta-analyses for different interventions and target groups)
- Investigate which elements make digital interventions more effective, particularly to identify components that improve adherence, enhance motivation, and/or promote sustained behavior change
- Investigate how brief digital interventions should be integrated and can enhance different forms of blended or face-to-face treatments for alcohol and drug use disorders
(with continuous electronic monitoring or personalized feedback; investigate the potentials and limitations of motivational interviewing)

- Investigate the complementarity between anonymous applications for public health and applications for the clinical setting, including hazardous or harmful use recognition and identification; behavior change support; and continued harm reduction
- Investigate public health and clinical applications for specific vulnerable populations (e.g., gender, age, cultural issues, personal differences, differences in contexts and settings).
- Develop a core set of validated outcome measures suitable for use in digital brief intervention research, depending on the targeted substance

Diversification and Cultural Sensitivity

- Develop and investigate easy-to-use and tablet-optimized guided and unguided brief interventions for the elderly, with extended content and adapted measures
- Foster the development of culturally generalizable interventions for newly industrialized countries, in collaboration with the World Health Organization (WHO) and other relevant international organizations
- Start to adapt brief digital interventions for specific cultures and minorities to investigate if cultural adaptation makes a difference in an intervention’s acceptance and effectiveness

Accommodation of New Technology

- Encourage research on novel technologies, such as chatbots, for brief internet interventions to allow for more interactivity, including geotagging functions (e.g., to warn against places that are risky for relapses or to network with supporting peers or social workers in the immediate proximity at concert events [5])
- Clarify whether and how brief digital interventions can profit from gamification and for which target groups
- Develop and investigate just-in-time adaptive brief digital interventions
- Make use of big data technologies (e.g., as an additional data source for missing data within a classical randomized controlled trial; to derive a natural additional control group in addition to existing groups in a classical randomized controlled trial design; or to gain better access to risk groups for brief digital interventions at population levels).
- Develop an evidence base of effective implementation strategies, where training, support, and financial incentives are the most effective strategies for implementing face-to-face brief interventions

Intervention Quality and Safety Management

- Develop quality criteria for digital interventions to change alcohol use and illicit drug use and promote harm reduction
- Develop a directive on collaboration between research and commercial interests, particularly for publicly funded organizations and private collaborations
- Further develop the taxonomy for describing brief digital interventions in a standardized way
- Develop best practices for professionals working with brief digital interventions
- Keep abreast of ongoing quality developments, like genuine health app rating websites

Discussion

While this roadmap provides orientation to current developments in this field, it is also considered a starting point. It will need updating and ongoing promotion at future meetings and conferences, as well as in publications. Moreover, we must ensure that the points listed in our roadmap will be followed by actions. Therefore, we plan to continue our discussions between future INEBRIA conferences, during symposia and workshops at these conferences, and at related conferences like those of the International Society for Research on Internet Interventions (ISRII) and the International Society of Behavioral Medicine (ISBM), where alcohol and drug use can be linked to relevant developments in digital interventions (ISRII), epidemiology, and interventions for health-related behaviors and chronic conditions (ISBM).

Conclusions

The roadmap proposed by e-INEBRIA SIG on digital interventions is a starting point that indicates relevant next steps. It also provides orientation for researchers and interested practitioners with regard to the ambiguous literature and the complexity of current digital interventions. Moreover, it is a call for action to coordinate our efforts toward research and evidence-based implementation in the context of rapid technological development.
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Abstract
In contrast with medical imaging diagnostics powered by artificial intelligence (AI), in which deep learning has led to breakthroughs in recent years, patient outcome prediction poses an inherently challenging problem because it focuses on events that have not yet occurred. Interestingly, the performance of machine learning–based patient outcome prediction models has rarely been compared with that of human clinicians in the literature. Human intuition and insight may be sources of underused predictive information that AI will not be able to identify in electronic data. Both human and AI predictions should be investigated together with the aim of achieving a human-AI symbiosis that synergistically and complementarily combines AI with the predictive abilities of clinicians.
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Absence of Human-Generated Predictions in Patient Outcome Research
In recent years, there has been a proliferation of patient outcome prediction research that applies machine learning (ML) and artificial intelligence (AI) to electronic health records (EHRs) and other clinical and administrative health data. The central premises are that 1) complex health data contains predictive information that ML can effectively extract and transform into a predictive algorithm and 2) accurate prediction of patient outcomes can facilitate early, preventative intervention and more efficient health care resource allocation through identification of high-risk patients. For example, predicting which intensive care unit patients are likely to develop sepsis can prompt early initiation of fluid resuscitation, vasoconstrictor therapy, or antibiotics, which can reduce damage from insufficient organ perfusion [1,2]. Although AI has been enormously successful in medical imaging diagnostics, where the medical condition of interest is already present or absent in the images (eg, diagnosis of diabetic retinopathy [3] and classification of skin legions [4]), patient outcome prediction poses an inherent challenge of predicting events that have not yet occurred (eg, mortality, length of stay, and readmission) [5]. This challenge is common to both AI and human clinicians.

Interestingly, while human and AI predictions are often directly compared in medical imaging research [6-8], patient outcome prediction studies tend to focus only on ML and seldom investigate human predictions. This is corroborated by a number of systematic reviews and meta-analyses, which target only ML methods [9-14] or empirical methods [15-19]. This gap in the literature is coherent across a wide range of medical specialties and diseases, including trauma [9], cancer [11], neurosurgery [10], depression [12], acute gastrointestinal bleeding [13], sepsis [14], acute liver failure [15], ischemic stroke [16], thermal injury [17], and others [18].
The absence of human predictions appears to be a recent trend, as older literature prior to the current widespread use of modern ML and EHRs includes more comparisons of human and AI predictions [20-23].

There are several possible reasons why human performance is more frequently studied in medical imaging than in patient outcome prediction. First, radiologists are trained to analyze, interpret, and classify images, whereas most other medical specialists are not trained to directly predict patient outcomes. While accurate prognostic information can certainly be helpful in any medical specialty, it is usually generated by empirical risk scoring systems such as the Framingham Risk Score [24] or Acute Physiology and Chronic Health Evaluation (APACHE) [25] rather than by human clinicians. Second, human predictions in medical imaging are readily available from routine clinical practice or can be generated systematically by trained radiologists. Conversely, it is rare for clinicians in other medical specialties to record patient outcome predictions that they generate on a regular basis. Third, the implicit assumption is that humans cannot accurately predict patient outcomes because analysis of complex, high-dimensional clinical data may be required; moreover, recall bias is rampant in the human mind.

**Humans and AI Should Work as a Team**

However, there is no reason to rule out the possibility that human clinicians can outperform AI in patient outcome prediction, at least in some clinical scenarios. While AI can only access information that can be recorded in the form of electronic data, human clinicians interact face-to-face with their patients and have access to both clinical and contextual information. The qualitative information collected via clinicians’ five senses can be critical in patient outcome prediction; however, this information is mostly absent in EHRs, if it is possible to record it at all. Although some qualitative observations can be recorded in EHRs as free-text notes, such as nursing notes, these data are logged in a limited, inconsistent fashion. Human intuition and insight may well be the most underused resources in patient outcome prediction.

While the performance of ML-based patient outcome prediction models appears impressive on paper, the most accurately predicted cases tend to be “easy” cases where the likely outcomes are already obvious to human clinicians [26]. This further supports the hypothesis that human clinicians perform well in patient outcome prediction.

On the other hand, AI easily outperforms humans in processing, analyzing, and finding patterns in complex, high-dimensional data [27]. As demonstrated by IBM Watson [28] and AlphaGo [29], the memory, attention, and information processing abilities of AI vastly exceed the capabilities of human cognition [30]. This AI advantage is crucial for extracting and using data-driven insights from big data [31]; it is also key to the recent successful breakthroughs in ML, particularly in deep learning [32], in a number of problem domains, including medical imaging [33]. In addition, AI does not suffer from fatigue [34] or cognitive biases (eg, recall bias) [35] as humans do. However, even if AI outperforms human clinicians in patient outcome prediction, human performance represents a more meaningful benchmark that puts AI performance in better perspective. Understanding the superiority of AI in comparison with humans can facilitate adoption of AI technology in real patient care.

The bottom line is that both AI and humans can make unique contributions to patient outcome prediction, and they should help each other to maximize predictive performance. Patient outcome prediction research should aim for human-AI symbiosis, where the respective predictive abilities of AI and human clinicians are combined in a synergistic and complementary way [36]. Given the challenging nature of patient outcome prediction, creating an AI to act alone without human help will simply lead to suboptimal predictive performance because even state-of-the-art ML technology cannot leverage information that is not present in the data [26].

Another way for AI and humans to work together is via the human-in-the-loop model, where humans directly inform machines on how to learn from the data at hand by providing guidance based on human intuition and knowledge. The term “interactive machine learning” [37] was coined to describe this paradigm; it encompasses more well-known branches of ML, such as active learning, where humans select which data points should be labelled. This human-in-the-loop approach can greatly reduce the computational complexity of some ML problems; for example, it has shown promising results in protein folding [38]. Moreover, in the field of human-computer interaction, the human-in-the-loop concept has been studied in the context of vehicle control [39], security [40,41], and decision-making [40,42]. Knowledge from these application areas can potentially inform the design of human-AI symbiosis in patient outcome prediction.

AI and human prediction performance may vary across different types of patients. Complex patterns in data can be more predictive than human intuition in certain patient subgroups, and the opposite may be true in other subpopulations. An investigation of how AI and human predictions can be optimally combined for different types of patients could directly contribute to advancing precision medicine. A better understanding of the respective predictive powers of AI and humans in various clinical scenarios can also help increase human trust in AI (eg, “For this type of patient, I need to trust AI more because most predictive information is buried in the complex data”). This can facilitate evidence-based adoption of AI technology.

For human clinicians to completely trust AI, it is necessary to understand why an algorithm arrives at a given conclusion; this requires transparency, traceability, and causality. The active field of explainable AI has been producing useful methods, such as SHapley Additive exPlanations (SHAP) [43], that can help explain how ML models work at an algorithmic level (this explanation is almost always based on correlation rather than causation); however, human clinicians ultimately want to elevate this algorithmic explainability to a model that is understandable by humans with sufficient causal understanding, also known as causability [44]. Therefore, mapping explainability to causability will be key in achieving true human-AI symbiosis.

One major roadblock to the proposed human-AI symbiosis is the need to collect a large number of human predictions in a variety of clinical scenarios, which is labor-intensive and adds...
to clinicians’ workloads. Seamlessly integrated electronic prediction collection platforms (eg, embedded in a multi-center EHR system) can minimize this burden and enable large-scale prediction collection.

From Patient Outcome Prediction to Real Impact

Once predictive performance is optimized via human-AI symbiosis, the next important step is to formulate clinical guidelines so that the predictive information is actionable. This is a crucial step, as accurate predictions alone will not lead to any real impact; rather, the combination of accurate predictions and appropriate interventions by clinicians will have a greater effect [5,26].

The ultimate goal of patient outcome prediction is to improve patient outcomes and decrease health care costs through early intervention and efficient use of health care resources. To prove that this goal has been met, we will need to perform randomized clinical trials of AI-driven patient care [45], such as that conducted by Wijnberge and colleagues [46]. In addition to simply comparing AI with human work alone, these randomized clinical trials should investigate a promising third species: human-AI symbiosis.
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Abstract

Despite half a century of dedicated studies, medication adherence remains far from perfect, with many patients not taking their medications as prescribed. The magnitude of this problem is rising, jeopardizing the effectiveness of evidence-based therapies. An important reason for this is the unprecedented demographic change at the beginning of the 21st century. Aging leads to multimorbidity and complex therapeutic regimens that create a fertile ground for nonadherence. As this scenario is a global problem, it needs a worldwide answer. Could this answer be provided, given the new opportunities created by the digitization of health care? Daily, health-related information is being collected in electronic health records, pharmacy dispensing databases, health insurance systems, and national health system records. These big data repositories offer a unique chance to study adherence both retrospectively and prospectively at the population level, as well as its related factors. In order to make full use of this opportunity, there is a need to develop standardized measures of adherence, which can be applied globally to big data and will inform scientific research, clinical practice, and public health. These standardized measures may also enable a better understanding of the relationship between adherence and clinical outcomes, and allow for fair benchmarking of the effectiveness and cost-effectiveness of adherence-targeting interventions. Unfortunately, despite this obvious need, such standards are still lacking. Therefore, the aim of this paper is to call for a consensus on global standards for measuring adherence with big data. More specifically, sound standards of formatting and analyzing big data are needed in order to assess, uniformly present, and compare
patterns of medication adherence across studies. Wide use of these standards may improve adherence and make health care systems more effective and sustainable.

(J Med Internet Res 2020;22(8):e18150) doi:10.2196/18150
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Introduction

Despite half a century of dedicated studies, medication adherence remains far from perfect. In fact, nonadherence to medication (ie, the scenario in which patients are not taking their medications as prescribed) is still very prevalent. According to the World Health Organization (WHO), 50% of patients are estimated to deviate from their chronic treatments [1]. It has been shown to lead to poor health outcomes, increased use of health services, and increased costs (both direct and indirect, eg, due to absenteeism, lost productivity, etc), jeopardizing the effectiveness of evidence-based therapies [2]. In a recent meta-analysis, medication nonadherence was found to be associated with all-cause hospitalization (adjusted odds ratio 1.17, 95% CI 1.12-1.21) and mortality (good adherence was associated with a 21% reduction in long-term mortality risk in comparison with medication nonadherence; adjusted hazard ratio 0.79, 95% CI 0.63-0.98) in older people [3]. Thus, nonadherence is an important determinant of individual health. At the population level, it also seriously affects public health and the economy. Considering all these effects, nonadherence has been recognized by the WHO as a “problem of striking magnitude” [1].

Unfortunately, the seriousness of this problem is ever increasing. An important reason for this is the unprecedented demographic change that is taking place at the beginning of the 21st century. It affects the whole world and is particularly pronounced in Europe. According to Eurostat, currently, persons aged 65 years or older comprise 20% of the EU-28 population, and this proportion is expected to rise up to 31% by 2100. Even more striking are the statistics for very old citizens; the proportion is expected to rise up to 31% by 2100. Even more striking are the statistics for very old citizens; the proportion of persons aged 80 years or older is expected to rise within the same time period from 6% (current) of the EU-28 population to 15% [4].

Longer lifespan results in an increase in the prevalence of noncommunicable chronic conditions and multimorbidity (usually defined as the coexistence of two or more chronic conditions in an individual). This, in turn, leads to the frequent use of complex therapeutic regimens and creates a fertile ground for nonadherence [5].

In order to prevent nonadherence, one needs to know the major drivers of this phenomenon. The WHO developed a model of the determinants affecting adherence and grouped them into five main sets of factors as follows: health system–related factors, therapy-related factors, condition-related factors, patient-related factors, and socioeconomic factors [1]. Based on this model of adherence, multiple nonadherence-targeting interventions have been designed and tested, but unfortunately, only few have been successful. As stated in a recent Cochrane systematic review, “current methods of improving medication adherence for chronic health problems are mostly complex and not very effective, so the full benefits of treatment cannot be realized” [6].

Indeed, medication taking is a complex behavior, and diverse determinants play different roles at the individual level. As a consequence, it seems to be unrealistic to expect that one uniform intervention will solve the problem of nonadherence in each and every case. On the other hand, there is a rising body of evidence that nonadherence could be effectively managed through the use of various innovative digital solutions [7]. Successful examples include web-based education and monitoring programs [8], clinical decision support systems using data from electronic health records (EHRs) to produce alerts [9], mobile technologies (mobile health [mHealth]), dedicated apps providing various combinations of patient monitoring, education, and facilitation of adherence [10,11], etc. Owing to digitization, for the first time in history, nonadherence may also become precisely measurable on a mass scale owing to the availability of large health care databases. This is particularly important for older populations, which is a group usually understudied in clinical trials for various reasons (eg, multimorbidity and related polymedication).

However, these promising opportunities are not fully utilized yet owing to a lack of basic widely accepted standards for measuring and managing adherence in big data. The discussion that started in 2019 at the forums of professional bodies active in the area of patient adherence research (ie, Action Group A1 “Adherence to prescription and medical plans” of the European Innovative Partnership on Active and Healthy Ageing and International Society for Medication Adherence ESPACOMP), to which the authors of this publication belong, led to the conclusion that this scenario needs to be changed. This idea corresponds very well with recent recommendations of the Heads of Medicines Agencies-European Medicines Agency joint Big Data Task Force, which called for the development of skills and the creation of capabilities to analyze big data [12]. Therefore, the aim of this publication is to establish a call for a consensus on global standards for measuring adherence with big data. More specifically, sound standards of formatting and analyzing big data are needed in order to assess, uniformly present, and compare patterns of medication adherence across studies, and thus, help scientific research, clinical practice, and public health.

Opportunities Created for Adherence Owing to Digitization of the Health Care Sector

Digitization is a new opportunity that, in recent times, become more frequently adopted in the health care sector.
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Interestingly, to date, digital solutions have been widely used outside health care, but they have only recently been employed in the field of medicine and offer great promise toward improved and more efficient care. In order to speed up this process, in 2018, the European Commission developed a plan for the digital transformation of health and care in the Digital Single Market. The plan is based on three pillars as follows: (1) securing data access and sharing; (2) connecting and sharing health data for research, faster diagnosis, and improved individualized health care services and health outcomes; and (3) strengthening citizen empowerment and individual care through digital services [13]. This plan is a part of the overarching European Strategy for Data [14]. Digitization of the health care sector creates an opportunity for using big data analytics tools and methods to assess nonadherence, improve clinical practice or health care services, and promote the use of tailored interventions. Routinely collected information on prescribing and dispensing, which are available in EHRs, pharmacy dispensing databases, health insurance claims systems, and national health systems records, enables a more thorough exploration of the relationship between adherence and health outcomes. The rising use of mHealth by patients for self-monitoring and disease management is also another potential data source for analysis. Thus, big data may represent a powerful and relatively low-cost resource for investigating important public health concerns in real-life scenarios, including the prevalence of nonadherence, its drivers, and the consequences of nonadherence. Big data can also be used to provide information for designing new interventions and targeting both prevention and management of nonadherence. Moreover, big data allow research on an incomparable scale, covering large populations (eg, primary nonadherence, a measure of unfilled prescriptions, was recently assessed in a cohort of 1.6 million Catalan primary care patients [15] and in a national population based study in Poland [16]). Unlike medical trials, big data also provide an opportunity to assess adherence longitudinally (eg, an Estonian study analyzed a national database over a period of 15 years [17]). All this is possible without typical limitations in terms of cost, intrusiveness, and bias, which are characteristic of studies employing other sorts of data for adherence measurement and monitoring. However, at present, uniform and accepted standards of adherence measurement for big data are still lacking. Moreover, currently, big data collection is not uniformly formatted or structured for adherence measurement, which means that nontrivial operations are needed to allow for this kind of analysis. Therefore, to build a solid evidence base for adherence management across clinical settings, it is necessary to standardize adherence estimation and facilitate the appropriate use of these standards [18].

Adherence research is not the only area of research facing problems with standardization when it comes to digital health. For example, there are no global standards for EHRs [19]. Various historical, cultural, economic, and political reasons could be cited as causative factors, and despite activities of several interoperability initiatives, both public and private, this is still the case [20]. Several standardization development organizations have developed very mature and widely implemented standards, such as the Clinical Document Architecture [21] and Fast Healthcare Interoperability Resources [22] by HL7, and CEN-ISO 13606 [23], but they are limited in their interoperability. Interestingly, ISO 10781:2015 provides a reference list of functions that may be present in an EHR system, and of these, the following function tackles adherence assessment: Care Patient Support CPS 3.1 Function on “Support for Standard Assessments” [24].

A systemic review of the challenges for the use of big data in health care identified issues in data structure, security, data standardization, storage and transfer, and managerial skills, such as data governance, to be the most often provided in the current literature [25]. Practical challenges included data preprocessing and curation, model training, refinement of systems, ethical and legal issues, data privacy and security, end users understanding acceptance, etc [26,27].

Certainly, to overcome all these challenges is not easy. However, it is quite easy to illustrate why this scenario urgently needs to be changed.

Need for Standard Big Data–Related Adherence Metrics for Research

The introduction of the Ascertaining Barriers for Compliance taxonomy (ABC taxonomy) and new adherence terminology (named after the dedicated European research project “Ascertaining Barriers for Adherence”) made the first big step forward in terms of standardization by defining three essential components of adherence. These components are as follows: (1) initiation (taking the first dose of the prescribed medication); (2) implementation (taking medication as prescribed); and (3) discontinuation (stopping treatment) [28]. Following this, the recently introduced EMERGE (ESPACOMP Medication Adherence Reporting Guideline developed under the umbrella of the International Society for Medication Adherence, COMpliance, and Persistence [ESPACOMP]) provides guidance, along with a checklist for reporting results of studies on medication adherence [29]. Other interesting activities in this area include the work initiated with the support of the Government of Spain and the European project StandICT.eu to generate an extension of the SNOMED CT terminology for the domain of adherence [30] and the proposal to include terms of adherence in the amendment to ISO 13940 (system of concepts to support continuity of care) currently in progress in ISO TC 215 [31].

However, there are still many challenges with the use of big data for adherence assessment. Without standard metrics, the same data may lead to diverse results, as clearly depicted in the study by Malo et al, which found different mean adherence values and proportions of adherent patients when using medication possession ratio versus proportion of days covered [32].

To date, numerous studies on adherence have been undertaken, using diverse approaches to data analysis, which have led to mixed results. Most often, pharmacy records are used to measure adherence in terms of implementation and discontinuation [33]. EHR data have also been used for effective prediction of medication adherence trajectories [34], which has evoked certain discussions [35]. Menditto et al managed to integrate and
analyze six databases from three countries, which allowed for a fair comparison of medication adherence across the various countries [36]. Another study managed to assess and compare adherence to chronic medication across three European cohorts of older people by developing a common protocol and using structured documents for sharing and applying methodologies [37].

Some attempts to introduce standards to adherence assessment in big data have been made by the International Society for Pharmacoeconomics and Outcomes Research (ISPOR). The ISPOR Medication Adherence and Persistence Special Interest Group produced recommendations for assessment of initial medication adherence [38] and proposed a checklist for medication adherence studies using retrospective databases [39]. Arnet et al [40] and Raebel et al [41] proposed standard definitions and their operationalization to quantify adherence to medication from electronic databases. Lehman et al [42] and Williams et al [43] provided some basic guidance regarding the use of pharmacy refill data to assess adherence. At the same time, a systematic review of publications on adherence in older Americans identified as many as 20 differently named measures of adherence derived from pharmacy claims data [44]. Even more interestingly, some adherence measures derived from big data are already in use for incentivizing health care providers to consider long-term health outcomes. In the United States, the Centers for Medicare & Medicaid Services adopted several quality measures using the threshold of the proportion of days covered of ≥0.8 for the drugs under measurement, for a period of 12 consecutive months [45]. In fact, there is evidence that this improves adherence [46].

Moreover, another important question that needs to be addressed in future standardized measures of adherence in big data is “what is the subject of adherence assessment: a drug, a condition, or a patient?” In other words, how to measure adherence to multiple medications prescribed for the same condition and/or to various conditions in patients with multimorbidity [47]. Indicators designed and widely used to evaluate single-medication adherence are not necessarily valid for the assessment of adherence to polypharmacy regimens [48]. For example, a study assessing adherence in individuals belonging to the Epichron cohort returned highly diverse results for various drug classes as follows: 72.4% for antidiabetics versus only 44.3% for lipid-lowering drugs [49]. A recent systematic review found serious inconsistency in the measures used to estimate adherence and persistence to multiple cardiometabolic medications [50], while another review concluded that “there appears to be no standardized method to measure multiple medication adherence” [51]. For sure, further research is needed in this respect and is particularly important given the aging population.

In summary, the major disadvantage of the current lack of widely accepted standards for adherence assessment is the difficulty in comparing and interpreting scientific studies' results. Uniform adherence measurement and a common ontology urgently need to be developed in order to support research and enable real-life implementation of study findings [40,52,53]. This is also necessary for cross-study comparisons and fair benchmarking of adherence-targeting interventions.

Need for Standard Big Data–Related Adherence Metrics for Clinical Practice, Public Health, and Health Policy

Big data and the development of a standardized measure of adherence may enable more reliable and valid investigations into the association between nonadherence and health outcomes. To date, there is no consensual standard for what constitutes adequate adherence. In practice, 80% is often used as a cutoff to classify “good adherence,” but scientific evidence for this threshold is unclear. In fact, a systematic review investigated medication adherence thresholds in relation to clinical outcomes and found the included studies to be highly heterogeneous, and it could not confirm or reject the validity of the historical 80% cutoff threshold for adherence [54]. Moreover, many treatments are also preventative, and it may take a very long time to determine any therapeutic benefit at all from such treatments.

Various interventions have been designed to prevent and manage nonadherence in real-life settings. Unfortunately, despite objective need, these interventions are generally underused. Lack of standardized comparable measures of adherence is one of the major barriers to the objective selection of the most effective and cost-effective interventions [2] and the scaling-up of the best practice. Only with reliable and valid measures can nonadherence be tracked along a timeline, allowing the assessment of the long-term effects of particular interventions and the benchmarking of their effectiveness. Standard measures and guidelines to assess adherence could also facilitate the introduction as well as the assessment of the effectiveness of incentives to promote adherence at the patient, provider, and payer levels and the ability to target individual risk factors at the various health care provider levels [55].

Standardized adherence measures employed in big data sets may also provide insights into the reasons why patients do not adhere to their prescribed medication regimens. This is of utmost importance as a review of systematic reviews identified 771 individual factor items as possible determinants of nonadherence, concluding that “lack of standardized adherence definitions and use of poor measurement methods resulted in many inconsistencies in the findings and many of the identified factors had an inconsistent effect on adherence” [56].

Thus, big data sets are useful to assess adherence in different profiles of drug users, analyze the factors related to adherence, explore causes of discontinuation, and compare results across different populations. With this information, drug users at the highest risk of nonadherence can be identified, and tailored interventions can be designed and implemented. It is of paramount importance to consider that most of the current interventions to address adherence are using or are based on information technology (IT) solutions. These, however, are not currently based on standardized measures of adherence [55]. Another potential technology approach for prediction and assessment of adherence is artificial intelligence (AI). With AI, big data may be analyzed both retrospectively and in real time, allowing for more personalized health care. However, a major hindrance to the adoption of AI is, yet again, the lack of sound
operational measures of adherence to properly train the algorithms.

Along with individual health, public health is sure to benefit from the introduction of standardized measures of adherence. Such measures will enable comparison of adherence rates within and across different countries, populations, and disease groups, allowing for fair benchmarking of interventions, better planning, and practical implementation. In fact, more often, medication adherence is accepted as a measure of the quality of care provided by physicians, as well as the quality and effectiveness of the entire health care system [55,57]. Moreover, in this area, a lack of standardized measures causes the problem of nonadherence to be often overlooked in national agendas. Currently, only few countries systematically monitor adherence. Therefore, the recent Organization for Economic Co-operation and Development (OECD) call reports for standardization in order to allow for international benchmarking [55].

The recent outbreak of the COVID-19 pandemic has shown the extraordinary role that infoepidemiology (ie, information epidemiology) can play in the management of major public health problems [58]. Let this lesson be an inspiration for the wider adoption of digitization in health care in general and the faster utilization of the potential of big data for the management of adherence in particular.

Conclusions

Ongoing digitization of the health care sector and availability of big data repositories create an unprecedented opportunity to study patient adherence on a mass scale both retrospectively and in real time. Obvious benefits that could be derived for science, as well as individual and public health, are hindered by the current lack of standards for adherence-related data analysis. What sort of standards need to be agreed upon to change this scenario? First, there needs to be a standard format for the data collected in big data databases, such as EHRs and prescribing and dispensing registers, to allow for smooth and effective assessment of adherence parameters. Second, sound metrics need to be developed to process the raw data. Third, the standards of presentation of adherence measures being assessed within big data need to be agreed upon.

Bearing in mind the troublesome history of health care sector digitization, this plan may appear to be ambitious. However, the authors of this paper are motivated to face the challenge and develop these highly needed global standards, discuss them with the scientific world, and finally, agree on a common consensus. Therefore, interested individuals are invited to join our efforts within the new initiative that we want to call DIGIPASS (Patient Adherence Standard measures to be used with big data collections available in DIGItal repositories).
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The recent drive to include virtual care in surgical practice has been accelerated due to the COVID-19 pandemic. Many physicians feel that communicating via telehealth is unlike traditional methods of providing health care, and thus guidance on maintaining excellence in communication is necessary, especially as academic literature on virtual care in surgery is nonexistent. Challenges faced in transitioning to virtual care include the inability to utilize body language, barriers to traditional physical examination, exacerbation of existing vulnerabilities and inequities in patient groups, the declining quality of medical education, and the fragmentation of the multidisciplinary health care team. This paper seeks to resolve these challenges by focusing on the pillars of good communication, including preparation, professionalism, empathy, respect, and the virtual physical examination.
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Introduction

There has been a desire in the past few years to include virtual care in surgical practice to enhance communication and improve patient access to care. With the emergence of the COVID-19 pandemic, this transition has been accelerated and brings with it several challenges, including significantly different methods of communication and connection. Effective communication has always been a pillar of surgical practice and the surgeon-patient relationship. Excellent communication fosters a relationship based on trust and, therefore, superior medical care and outcomes [1,2]. Evidence suggests that surgeons who communicate with their patients more empathically and are active listeners also have better diagnostic acumen [3,4]. Better communicators also face fewer medical malpractice suits and, more importantly, have more satisfied patients [4]. The literature on virtual surgical care is scarce, and guidance in the form of academic articles, manuals, and lectures on effective virtual medical communication and compassionate virtual care is missing from the surgical discourse. Many physicians feel that communicating via telehealth is too unlike traditional methods of providing health care, and thus guidance on maintaining excellence in communication is necessary.

Challenges in Telephone and Video Communication

Virtual communication inherently brings challenges. First, medical care provided over the phone does not permit the use of body language as a form of non-verbal communication. Additionally, a critical part of every medical encounter and physical examination is evaluating the patient’s general appearance, which begins the moment the patient is greeted and is not feasible over the phone.
Video-based medical care, while potentially mitigating some of these problems, also has limitations. Although video communication allows for non-verbal communication, the use of touch is nonetheless limited. A hand on a shoulder when performing an examination or simply being seated and present with a patient through a difficult diagnosis cannot be replicated in a two-dimensional medium. Body language speaks volumes, and surgeons rely on body language as an essential form of communication, even aside from the necessity of a physical exam.

Virtual care can also exacerbate existing vulnerabilities and inequities in patient groups. For example, those that have difficulty with hearing, who rely on sign language, or for whom English is a second language, face even greater barriers. While interpretation services can be coordinated, it becomes even more difficult to ensure compassionate care when words are lost in translation without a physical presence. Moreover, access to a phone or computer is a privilege often taken for granted. Telephone and video-based care assume that each patient has access to technology, thereby perpetuating a socioeconomic divide. While more individuals have internet access at home, most families own only one computer [5]. It is not uncommon for a family to rely on a single computer for children’s schoolwork, family entertainment, and parental work, making confidential and safe medical care via video difficult. High-speed internet is also difficult to access for many rural Americans, due to fewer providers, less wiring for broadband services, and limited options [6]. Slow internet can interrupt the provision of virtual care and necessitate reliance on phone consultation or booking a new appointment when technology fails. Monthly billing for cellular access may be too expensive for families, impairing access to mobile phones [7]. Knowledge of how to utilize technology is also often taken for granted. Many patients, particularly the elderly, have difficulty learning how to access and use video communication. Without appropriate education and assistive social support, they become disadvantaged through reliance on phone consultations, especially when video communication might be essential, such as with postoperative wound care or gait assessments.

Textbox 1. Consultation request.

Case: Patient 1 is a 75-year-old woman referred to a thyroid surgeon by her family physician due to a large goiter, which is suspicious for thyroid cancer. She lives alone and speaks Arabic fluently. She is a retired pharmacist who trained in Morocco and immigrated to Canada in 1975. Her children and grandchildren live nearby, and she spends a lot of her time enjoying their company, cooking her grandchildren’s favorite foods, and reading.

Principles of Good Communication

Providing compassionate virtual care includes the following principles: (1) preparation, (2) professionalism, (3) empathy, (4) respect, and (5) a virtual physical examination (refer to Textbox 1 for clinical case).

Preparation

Before booking patients for virtual medical care, it is necessary to ensure the modality is appropriate for the patient. If a patient requires a diagnostic or therapeutic intervention or physical examination, virtual medical care should not be offered, and the surgeon should work with the patient to provide that care in compliance with current hospital practices. After ensuring a patient is appropriate for virtual care, proper education of the modality of care provided should be shared with easy-to-understand instructions. For example, if the surgeon uses phone-based care from a blocked number, ensure the patient understands that they should expect a call from “No Caller ID” or “Blocked Number.” Alternatively, for example, if a surgeon utilizes an online video-conferencing system for medical care, ensure the patient has access to the meeting ID and password and recommend the patient tests computer audio and video before the appointment. Encourage the patient to access instructional videos or guides and to log on at least five minutes prior in case issues arise and alert the patient that they may...
receive a call within a specific time range. Patients should be provided the option to obtain technological education regarding the virtual care system the hospital utilizes. Doing so permits the patient to receive video-based medical care when they otherwise would be unable to do so. Technology-readiness can take many forms from online resources to pretesting with a mock appointment. Surgeons should ensure that patients are aware that trainees may be involved in their phone or video-based care.

The standards applicable to the physician-patient relationship established in-person must be applied to virtual care. Consent for email communication needs to be obtained, and the patient informed that personal health information will be protected. This information will not be collected, disclosed, or utilized more than reasonably necessary and will be obtained securely and privately [9]. Care provided through virtual means does not replace the need for physical examination or an in-person visit for certain disorders or urgent problems. The patient should acknowledge the need to seek urgent care in an emergency department as necessary [10]. The surgeon makes the professional calculus that the risks of virtual care do not outweigh the potential benefits and is in the patient’s best interest (refer to Textbox 2 for preparation case resolution) [9].

Textbox 2. Coordinating the virtual consultation.

After receiving the referral, the surgeon’s administrative assistant contacts Patient 1 to arrange an appointment. Because she lacks internet access, she is scheduled for a phone appointment and is given instructions to expect a call with the hospital’s name and is provided a half-hour time slot. Consent for communication is obtained, and it is explained to her that her medical information will be safeguarded, and her privacy is of utmost importance. She acknowledges the need to seek urgent care in the emergency department as necessary and that virtual care may not replace the need for physical examination or an in-person visit. She is informed that because it is a teaching hospital, medical trainees may be present on the call. Patient 1 understands and is asked if she would benefit from a hospital translator that speaks Arabic. She consents to trainee involvement and requests a translator, whose assistance is arranged.

Professionalism

Expectations should be set before clinical encounters. Surgeons should choose a private, quiet, and uncluttered location. With phone and video care, visits are often shorter and more focused than in person [7,11]. Therefore, it is important to ensure that patients and their families can share their thoughts and feelings freely. Allow for patient autonomy within the clinical encounter by beginning with open-ended questions, such as “How can I help you?” or “Tell me what you would like to discuss today?” [4]. This provides the patient with the opportunity to guide the beginning of the appointment by focusing on what they view as most important and promotes patient-centered care. Physicians should consider optimizing the hospital’s electronic medical record system to provide a summary of the clinical plan, a wrap-up note, or access to lab results and imaging, a compassionate approach common to in-person clinical care.

When engaging in sensitive or emotional conversations over video or phone, surgeons should utilize appropriate points in the conversation and acknowledge the patient’s verbal or non-verbal cues. In place of body language, practitioners are required to rely on their tone of voice to display empathy, warmth, reassurance, and presence. It is also beneficial to use summarizing and signposting, a statement that clarifies for the patient what to expect in the next part of the conversation. Signposting signals a transition from one phase of a conversation to another, especially before a shift in the sensitivity or seriousness of a topic. For example, after obtaining the patient’s past medical history and before assessing the disease’s impact on the patient’s activities of daily living, acknowledgment of previous hospitalizations or illnesses with empathy is paramount. The simultaneous utilization of a transition statement is essential in signaling a progression to a more sensitive discussion.

Many institutions have recognized the limitations of phone and video medical care for patients who have difficulty hearing, rely on sign language, or for whom English is a second language. Implementing virtual interpretation services is an essential component in the new virtual delivery of care. These services can include on-demand phone and video interpretation, prescheduled interpretation booking services via phone or online booking portals, and sign language interpretation. The transition of in-hospital interpretation services to an online or phone modality is crucial for accountability, confidentiality, and equitable patient care.

The methods surgeons choose for clinical encounters should ensure patient privacy. The physical space from which the surgeon is conducting the visit should be private with minimal potential for disruption. Computer calling that utilizes Facebook, FaceTime, or unencrypted methods is discouraged [9]. It is better to utilize technology such as Direct Inward System Access (DISA), which allows staff and physicians to make outbound calls that appear to come from the clinic’s phone number. Another option is to use personal phones with the number blocked by altering the phone’s caller ID settings [12].

The surgeon should prepare to respond appropriately if technology fails or is interrupted. The surgeon should calmly instruct the patient to switch from video to a phone-based modality. Multiple means of communication should be made available before beginning the appointment in case one is interrupted. Surgeons should also be educated on their hospital’s technology services and should seek opportunities to learn to engage the technology in their practice.

Amid the time-sensitive transition to virtual care during the beginning of the COVID-19 pandemic, providers were permitted to utilize the services of virtual communication companies that were previously unauthorized [13]. HIPAA (Health Insurance Portability and Accountability Act) waivers were provided in order to permit the use of these virtual communication technology companies [13]. However, hospitals and providers are continuously advised to weigh the benefits of virtual care with patient privacy. Providers must ensure that privacy regulations and principles are placed as top priorities during
virtual care (refer to Textbox 3 for professionalism case resolution).

Textbox 3. Initiating the virtual encounter.

Before calling Patient 1, the surgeon chooses to call from her office, which is quiet and private. The surgical fellow, resident, and hospital translator are added to the call before the patient joins, and the surgeon shares the goals of the appointment. Following this collaboration, the patient is then added in order to mitigate any technical difficulties. The surgeon introduces the surgical fellow, resident, and translator present at Patient 1’s appointment. The surgeon outlines the appointment to her and shares that the resident may ask some questions part way through the clinical encounter, to which she agrees. The surgeon begins with an open-ended question to gain an understanding of her perception of her illness, “Can you tell me what you know about why you’re here today?” Although the surgeon has a plan and is guiding the appointment, she lets Patient 1 complete statements without interruption. When moving from one section to another, the surgeon engages in signposting. For example, when the surgeon elicits the past medical history and wants a greater understanding of how the disease is affecting her quality of life, she says, “I appreciate you sharing your recent hospitalization and how that was difficult for you. I’m now going to ask you a couple of questions regarding how this may be impacting your everyday life and the activities you enjoy doing.” The surgeon is, therefore, able to engage in a conversation where she obtains the information she needs while simultaneously allowing the patient to understand and respond appropriately to the flow of the conversation.

Empathy

Patients have feelings and fears surrounding medical decisions and illness. Compassionate patient-centered care requires the provider to assess what the patient’s feelings or fears are, what their ideas are of the illness or medical decisions they face, what the effect of the medical decisions or illness is on their life, and what the patient’s expectations are for the clinical encounter [14].

Screen sharing tools should be utilized to permit the patient to obtain a visual representation of what to expect. This tool can help demonstrate scar size with surgery, quell patients’ concerns regarding the cosmetic results of surgery, and to provide or a visual depiction of the procedure. The surgeon should gauge the patient’s comfort level through questions such as, “How much information would you like to know?” By this approach, the provider can avoid sharing imagery or excessive procedural details concerning the surgery when the patient is uncomfortable with that information. Acknowledge the patient’s flexibility for engaging in virtual care and consider sharing appreciation for the time they put aside for the visit (refer to Textbox 4 for empathy case resolution).

Textbox 4. Empathic communication.

The surgeon relies on her tone to convey empathy and warmth. The surgeon assesses the patient’s idea of illness, her feelings towards it, and expectations of the clinical encounter. When the patient hesitates from the suggestion of a biopsy as part of the medical plan moving forward, the surgeon gently says, “I can see you may have concerns about the biopsy, can you tell me a little more about how you’re feeling?” Patient 1 shares that her brother had died from thyroid cancer. Through pausing and listening and being empathetic and nonjudgmental towards the patient’s emotional reaction, the surgeon conveys that they are a team and that she will do everything she can to ensure the patient’s comfort in this process. The surgeon also suggests having a family member present at future meetings if Patient 1 believes it would be beneficial.

Respect

With phone and video clinical encounters, there is limited opportunity for body language and movements. When engaged in video care, use eye contact to demonstrate active listening [15]. Looking off-camera, or being distracted by a notebook, computer, or phone can indicate a lack of attentiveness. Nonverbal communication can convey empathy, support, and reassurance [2]. Even slight nodding or modifying facial expressions is enough to demonstrate active listening.

In the course of a phone or video session, allow the patient to speak and complete statements without interruption. Leave space for the patient to think and pause before answering any questions. Refrain from interrupting and redirecting the patient too quickly. Additionally, active listening involves genuinely concentrating on what the patient is saying, instead of passively “hearing” [14].

Health-related beliefs, values, and behaviors are shaped by race, ethnicity, socioeconomic status, sexual orientation, and physical and mental ability [16]. Surgeons need to be culturally competent to integrate these factors into the delivery of health care. Just as surgery progresses to virtual care, the component of cultural competency needs to also. This adjustment can include incorporating traditional healers, thereby recognizing the importance of various cultures in the medical experience to expanding hours of operation in order to make clinical settings more accessible to patients (refer to Textbox 5 for respect case resolution) [16].

Textbox 5. Demonstrating respect.

The surgeon focuses on being present and not rushing through any step or question, as she infuses this distant modality with humanity. She allows for natural pauses and is not too quick to redirect the patient. When reviewing imaging, the surgeon states, “I am going to look at your imaging right now so there will be some silence” to demonstrate attentiveness and keep the patient informed. After the meeting concludes, the surgeon notes on the patient’s chart that she requires interpretation services, which would be set up easily and automatically moving forward. She notes that the patient has a preference for her daughter to be present at future meetings and includes the contact information of the daughter provided. Additionally, as some aspects of treatment will require visits to the hospital, social work will be contacted to arrange resources that would benefit the patient and ensure she receives patient-centered care.
Virtual Physical Examination

The traditional physical examination is difficult to conduct through virtual care, and surgeons require creativity, in collaboration with the patient, to complete a physical examination. This creativity can take various forms, for example utilizing at-home blood pressure cuffs or asking patients to assess pulse strength, symmetry, regularity, and quality through guidance. Some examinations can technically be implemented over video but would be socially irresponsible to carry out. For example, assessing a postoperative inguinal hernia wound over video might expose the patient and compromise patient dignity. The medical profession is careful to put into practice rituals that demonstrate respect for patients, and many of these practices are impossible over video. These include leaving the room while the patient gowns and covering a patient’s side while examining another, amongst others. When the surgeon is unsure about the appropriateness of the physical examination being conducted virtually due to the efficacy of a virtual physical examination or out of respect for the patient, arrangements should be made for the patient to obtain in-person care (refer to Textbox 6 for virtual physical exam case resolution).

Textbox 6. Physical examination in the virtual encounter.

The surgeon shares that she would like to get a sense of Patient 1’s health through an examination. The surgeon communicates that the resident will ask her some questions in order to obtain more information about the changes she is experiencing and that some questions may require movement by the patient. She understands, and the resident guides her through checking her height, weight, temperature, blood pressure, and pulse rate. The resident also acknowledges the patient’s thyroid enlargement by asking if she or her family has noticed any change in her thyroid, and she responds that her daughter has commented on her neck getting bigger. In this particular case, the resident asks if she can move her neck and if she can touch her chin to her chest in order to determine if she exhibits a full range of motion. The virtual examination of Patient 1 elicited all the information required at this stage.

Conclusion

The literature on virtual surgical care is sparse, and guidance in the form of academic articles, manuals, and lectures on compassionate virtual care is absent from surgical discourse thus far. Through focusing on pillars of good communication, including preparation, professionalism, empathy, respect, and the virtual physical examination, this paper sought to address these challenges. Communication is the foundation of compassionate virtual care, thus more research is required to ensure that the modality is mastered in surgical care.
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The P Value Line Dance: When Does the Music Stop?
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Abstract

When should a trial stop? Such a seemingly innocent question evokes concerns of type I and II errors among those who believe that certainty can be the product of uncertainty and among researchers who have been told that they need to carefully calculate sample sizes, consider multiplicity, and not spend P values on interim analyses. However, the endeavor to dichotomize evidence into significant and nonsignificant has led to the basic driving force of science, namely uncertainty, to take a back seat. In this viewpoint we discuss that if testing the null hypothesis is the ultimate goal of science, then we need not worry about writing protocols, consider ethics, apply for funding, or run any experiments at all—all null hypotheses will be rejected at some point—everything has an effect. The job of science should be to unearth the uncertainties of the effects of treatments, not to test their difference from zero. We also show the fickleness of P values, how they may one day point to statistically significant results; and after a few more participants have been recruited, the once statistically significant effect suddenly disappears. We show plots which we hope would intuitively highlight that all assessments of evidence will fluctuate over time. Finally, we discuss the remedy in the form of Bayesian methods, where uncertainty leads; and which allows for continuous decision making to stop or continue recruitment, as new data from a trial is accumulated.

Introduction

The (ab-)use of P values—the great divider of evidence, minds, and hearts—is, despite a great deal of critique [1-4], still going strong. It is remarkable that less than 60 years ago Hill wrote: “Fortunately I believe we have not yet gone so far as our friends in the USA where, I am told, some editors of journals will return an article because tests of significance have not been applied” [5]. The pendulum has unfortunately swung, as statistical significance has become the arbiter in many scientific disciplines, taking precedence over real-world impact of results, model critique, data quality, etc.

But is it not of the upmost importance to science to have a method to decide if an intervention has an effect? The answer is, to some rather surprisingly, a resounding No. There is no need to spend endless hours writing grant applications, thoughtfully designing experiments, tirelessly recruiting participants, and then chasing follow-up data to reduce attrition—if all you want to know is if an intervention has an effect, then the answer is Yes - all interventions have an effect and you can prove it using P value dichotomization as long as you have enough data [6]. The smaller effect you wish to identify, the larger the required sample size will be [7]; and at some point, the sample size required may be greater than the population at hand, which makes the experiment impossible. However, the null hypothesis will always fall given enough data.

This viewpoint will present 2 real-world examples, which will hopefully convince the reader that P value dichotomization is not helping scientific discovery and that the praxis needs to be reconsidered. The two trials discussed in this viewpoint have received ethical approval: Regional Ethical Committee in Linköping, Sweden (Dnr 2017/388-31 and Dnr 2018/417-31).
If we Could Only Recruit Some More People, This Smoking Cessation Intervention Would Become Effective!

In our first example, we will look back at an experiment conducted among high school students in Sweden [8,9]. The effects of a text messaging intervention on smoking cessation was being estimated, in comparison to a waiting list control group. A 2-arm single blind trial design was used, with equal probability randomization to both groups.

There were 2 outcome measures: prolonged abstinence of smoking (not smoking more than 5 cigarettes over the past 8 weeks) and point prevalence of smoking cessation (not smoking any cigarette the past 4 weeks). Findings suggested, 3 months after randomization, that the effect of the intervention on prolonged abstinence could not be distinguished from the null (OR 1.25, 95% CI 0.78-2.01; \(P=.36\)); however, the effect on point prevalence could be (OR 1.83, 95% CI 1.12-3.02; \(P=.017\)).

Recruitment was initially planned to last for 6 months [9]. However, after this time had elapsed, only 386 students had been recruited, less than the prespecified goal of 558. Therefore, it was decided to extend the recruitment period by another 6 months, after which recruitment stopped; and a total of 535 students were recruited.

What would our null hypothesis–focused analyses have looked like had we decided to stop after recruiting 2 participants? 4? 50? 400? In Figure 1 and Figure 2 we have drawn plots, which represent our analyses of prolonged abstinence (Figure 1) and point prevalence (Figure 2) given a certain number of responders. Follow-up attrition was relatively high in this trial, however, for now we will use responders and participants interchangeably.

**Figure 1.** Prolonged abstinence: odds ratios and \(P\) values calculated using actual data from trial, plotted over time (number of responders in the study). Horizontal lines represent null value (OR 1) and the .05 statistical significance line. Vertical line represents where the first 6 months of recruitment ended.

Looking at Figure 1, we can see that odds ratios for prolonged abstinence fluctuate heavily when there are few responders, but then seem to settle a bit as the number increases. We should expect this from point estimates, as when there are few data, each point plays a larger role in the estimate. The \(P\) values are highly unstable, fluctuating even when the number of responders is large, but never crossing the magic .05 significance line. The vertical line represents the 6-month mark, when the trial was initially planned to stop recruitment. Looking only at the \(P\) value, our conclusions would not have been much different had we decided to stop at this point. Since it was not significant, the OR is irrelevant (or is it?). However, the estimated odds ratios were different after 6 and 12 months (OR 1.00 vs OR 1.21).

Focusing instead on Figure 2, where point prevalence is analyzed, we see a similar story early on, ORs and \(P\) values fluctuate, but then things seem to settle a bit. Had the trial ended at the 6-month mark (the left most vertical line), we would have concluded that the effects of the intervention were not distinguishable from the null, thus not rejected the null hypothesis. However, at the end of 12 months, we can see that the \(P\) value was below the .05 significance line, suggesting
statistical significance and that the effect of the intervention was distinguishable from the null. Finally! After respondent 366 (right most vertical line), we can look at our OR in new light - the OR of 1.68 is statistically significant, there is an effect! Sadly, had we stopped at the previous respondent (number 365), the OR of 1.64 would not have been significant, indistinguishable from the null and not a measure which we should interpret as an effect of the intervention. 

**Figure 2.** Point prevalence: odds ratios and \( P \) values calculated using actual data from trial, plotted over time (number of responders in the study). Horizontal lines represent null value (OR 1) and the .05 statistical significance line. First vertical line represents where the first 6 months of recruitment ended, second vertical line represents when point prevalence became statistically significant.

What if we had continued recruitment? What if we had another 400 students take part in our trial? Well, we cannot possibly know exactly how these students would have responded; but for the sake of this experiment, it is not strictly necessary. We can pretend that the new 400 participants are similar to the participants we already have, and therefore, sample 400 respondents from those already in our trial (with replacement). The new OR and \( P \) value timeline can be seen in Figure 3 and Figure 4.

As we can see in Figure 3, it turns out that the intervention actually did have an effect on prolonged abstinence. We just did not have enough respondents to distinguish it from the null using the .05 threshold, but now we do. We could argue that resampling from a sample with a nontrivial OR and recalculating the \( P \) value will of course result in a lower \( P \) value, but that is exactly the point! Statistical significance is a function of the sample size, so any effect can be statistically significant if there are enough participants; and all interventions have an effect [6,7]. Note that there is a lot of crossing the significance line between 600 and 800 respondents, many opportunities to end the trial and cry wolf. In Figure 4, the \( P \) value has essentially flatlined.
**Figure 3.** Prolonged abstinence (with sampled data): odds ratios and \( P \) values calculated using actual and sampled data from trial, plotted over time (number of responders in the study). Horizontal lines represent null value (OR 1) and the .05 statistical significance line. The vertical line represents where the first 6 months of recruitment ended.

**Figure 4.** Point prevalence (with sampled data): odds ratios and \( P \) values calculated using actual and sampled data from trial, plotted over time (number of responders in the study). Horizontal lines represent null value (OR 1) and the .05 statistical significance line. First vertical line represents where the first 6 months of recruitment ended, second vertical line represents when point prevalence became statistically significant.
So, should we simply continue recruiting until our \( P \) values flatline, forgoing a prespecified sample size? That is likely a bad idea if there are harms and costs involved, which would make it ethically irresponsible. One may argue that if you cannot reject the null given your prespecified effect and sample size, then the value of flatlining the \( P \) value at some smaller effect size is not worth the risk. However, such thinking may be irresponsible, as we shall see.

**But it was Statistically Significant Yesterday!**

Our second example concerns an experiment of estimating the effects of receiving 1 of 2 different text messages with alcohol and health information. This experiment was nested within a larger (ongoing) trial of a digital alcohol intervention [10]. Participants who were randomized to the control arm of the trial were randomized further into 2 arms. The first arm received a public health message regarding alcohol, violence, and cancer. The second arm also received information about alcohol, violence, and cancer, but the information was worded in an alcohol industry manner, focusing on responsible drinking and downplaying the evidence on the risks of alcohol. At the end of both text messages was a hyperlink, which lead to more information about alcohol and health, and the experiment outcome was whether or not participants pressed the hyperlink.

After having recruited 150 participants in the experiment, we were curious to see how things were progressing. Interim analyses were interesting. It turned out that participants in the public health arm were far more likely to press the link (OR 2.26, 95% CI 1.18-4.42; \( P = .015 \)). Figure 5 shows, as before, ORs and \( P \) values given a certain number of participants. The \( P \) value does at first glance look like it has flatlined.

However, as the trial progressed, and more participants were recruited, the fickleness [11] of the \( P \) value became apparent. After one year, 560 participants had been recruited, and the ORs and \( P \) values plot (Figure 6) looked markedly different. Now, there was no statistical significance (OR 1.14, 95% CI 0.82-1.59; \( P = .43 \)). However, there were plenty of times where the trial might have ended, and a statistically significant result would have been the result; and if the trial continues recruitment, we will eventually have a significant result again (as discussed in the previous example).

Figure 5. Pressed link in text message: odds ratios and \( P \) values calculated and plotted over time (number of participants in the study). Horizontal lines represent null value (OR 1) and the .05 statistical significance line.
There was no prespecified sample size for this exploratory outcome, since it was nested within a larger trial. However, think about the number of times you have read reports of trials, and grant and ethics applications, where the power analysis has concluded that recruiting approximately 150 participants will suffice. Given a large enough effect size, this will hold for the calculation; and if researchers are “lucky,” it will hold in their experiment. How many reports have you read where statistically significant results have led to a discussion about important results based on 150 participants? What would have happened if they continued recruiting another 50, 100, or 200 participants?

Letting Bayes be the Conductor

One of the core issues underlying the 2 examples given herein is that point estimates and $P$ values are very fickle when taking the traditional approach. This fickleness is caused by assuming that data alone is all we care about, and we take no action towards tempering our expectations. That is, after collecting data from 2 participants, 1 from the intervention group and 1 from the control group, the effect is estimated to be the difference between these two. Put in another way, we are susceptible to drawing conclusions from small sample sizes, and we ignore our belief that our interventions will likely have small to modest effects.

An alternative is to take a Bayesian approach to inference [12-14]. While a full discussion about the details of Bayesian inference cannot possibly fit here, the essentials can be captured as follows: You count what you see (the data), and balance this with what you expect (known as the prior). For instance, if you believe that there may be both black and white swans (this is your prior), then you do not make the conclusion that all swans are white after having seen a single white swan. After having seen thousands of white swans you may decide that it is more likely that swans are white, but you do not say that it is impossible for swans to be black.

From a Bayesian perspective, a trial is a series of repeated experiments; and each time we collect data from a participant, we can update our inference about the trial outcomes. This is often referred to as a Bayesian group sequential design [15,16]. We use prespecified criteria to decide if a trial is a success, or if it is futile to continue recruitment (and possibly also if it is unethical [17] to continue due to harm). These criteria can be evaluated as many times as we like. Using our second example from before, where we studied prevalence of pressing on a link in a text message, we may define our success criteria as: If there is more than a 95% probability that the OR is greater than 1, we end the trial and call it a success. A criterion for futility may be as follows: If there is more than a 95% probability that the OR is somewhere between 1/1.25 and 1.25, then we believe that the groups are essentially equal, and there is no need to further investigate the intervention. These 2 probabilities (for success and futility) can then be calculated using what is commonly referred to as a skeptical prior, which encodes a strong a priori belief that the intervention has no effect, and that the data needs to convince us otherwise.

In Figure 7, we have plotted the median OR (top plot), the probability of success (middle plot), and the probability of
futility (lower plot) given the criteria set above. A skeptical prior for the intervention effect (normal distribution with mean 0 and SD 0.2) has been used for both the success and futility criteria. While full details are scarce in this viewpoint, it should be clear from these plots that by tempering our expectations, we have avoided making conclusions early. The $P$ value approach (Figure 6) called for a statistically significant effect after 150 participants (vertical line), which was later overturned. We have avoided this by using a Bayesian approach; and it looks like the experiment will be considered futile as new data is collected, as the probability of an OR between 1/1.25 and 1.25 (lower plot) is gradually increasing towards 95% (our predefined futility criteria).

Figure 7. Pressed link in text message: median posterior odds ratios and probability of success and futility plotted over time (number of participants in study). Horizontal line represents null value (OR 1), and 95% probability of success and futility respectively. Vertical line represents interim analysis. A skeptical prior (mean 0, SD 0.2) was used for all inference.

Discussion

The 2 examples herein are not fictive, and they are by no means unique. We invite readers to plot effect estimates and $P$ values in a similar fashion as we have and reflect on the robustness of their past conclusions. If such plots were commonplace in scientific papers, would readers’ or reviewers’ interpretations of the findings change? There is no finger pointing here, we are all as a collective responsible to ensure that the scientific method is sound.

The replication crisis in the social sciences is proof that methods built on dichotomization of evidence are not scientific [18]. It needs to stop. However, if researchers, journals, reviewers, funding agencies, media, and the general public, continue to crave statements of true and false—effect or no effect—then

http://www.jmir.org/2020/8/e21345/
there is no silver bullet, which will make the line dancing cease [19]. Consulting confidence intervals is veiled hypothesis testing, and reducing the $P$ value threshold to .005 [20] is just kicking the can down the road and opening the door for new $P$ value-hacking and selective reporting issues [1]. Add to this that $P$ values (and confidence intervals) are consistently being misinterpreted [4,21], and even highly respected journals are allowing nonsignificance to be interpreted as an absence of effect [22]. A recent example was the conclusion that lopinavir–ritonavir treatment for COVID-19 “was not beneficial in comparison to standard care” [23], backed by a hazard ratio for clinical improvement of 1.31 with a 95% CI 0.95-1.80, which is not statistically significant, but which cannot rule out a hazard ratio of 1.80.

What is the alternative? Well, as Gelman and Carlin put it [19], “...resist giving clean answers when that is not warranted by the data. Instead, do the work to present statistical conclusions with uncertainty rather than as dichotomies.” Doing so is natural from a Bayesian perspective, as posterior distributions can directly describe the relative compatibility of different models given the data (rather than the other way around). In fact, Bayesian inference answers the question that researchers want to ask (but have been told that they cannot): What is the probability that an intervention had a positive effect? Interventions should not be dismissed because the design of an experiment did not allow the $P$ value line to be crossed, as we have seen, it may be sheer luck that an experiment stopped exactly when it could show significance.

We recognize the importance for careful planning of trials, including giving estimates on the number of individuals necessary to recruit. However, prespecifying sample sizes based on type I and type II errors is not only ignorant to the fact that it is not possible to know how many individuals are necessary to recruit (it may be considered a random variable itself), but may also be considered unethical as it may lead to over-recruitment, detecting harm and benefit later than necessary [16]. Using multiple looks at the data throughout the trial and making judgments based on null hypothesis tests is not only problematic due to its reliance on fickle point estimates (as demonstrated herein), but also inflates type I errors due to multiplicity if not handled correctly [24]. Instead, a Bayesian group sequential design [15,16] allows for continuous monitoring as data is collected, utilizing target posterior probabilities for success and futility, such that a decision can be made to stop or continue recruitment each time new data is available without concern for multiplicity [25].

It should be noted that all assessments of evidence will fluctuate over time, as we have shown in the enclosed examples. One aspect of this is that smaller samples may not represent the study population well. Another is that changes may occur in the underlying study population as we recruit over time, which means that we may be sampling from different regimes [26-28] in the data (for instance, due to seasonal differences). However, in a Bayesian group sequential design we can use a skeptical prior which will draw back the posterior probability of effect and posterior median, which will automatically correct for too early looks at the data [25]. This goes some way towards protecting from small sample sizes and regimes that may be misrepresentative of the population we wish to study.

Uncertainty is the driving force of science, and uncertainty in can never result in certainty out. Uncertainty leads in Bayesian methods, and it allows us to more clearly judge our findings in light of it. Convoluted rules for sample size estimation, $P$ value spending, or correction for multiplicity are all artifacts from thinking that certainty can be the result of uncertainty. We can increase our understanding of the uncertain through repeating experiments, as was Fisher's intention, which ultimately is the goal of science [29].
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Improving the Primary Care Consultation for Diabetes and Depression Through Digital Medical Interview Assistant Systems: Narrative Review

Abstract

Background: Digital medical interview assistant (DMIA) systems, also known as computer-assisted history taking (CAHT) systems, have the potential to improve the quality of care and the medical consultation by exploring more patient-related aspects without time constraints and, therefore, acquiring more and better-quality information prior to the face-to-face consultation. The consultation in primary care is the broadest in terms of the amount of topics to be covered and, at the same time, the shortest in terms of time spent with the patient.

Objective: Our aim is to explore how DMIA systems may be used specifically in the context of primary care, to improve the consultations for diabetes and depression, as exemplars of chronic conditions.

Methods: A narrative review was conducted focusing on (1) the characteristics of the primary care consultation in general, and for diabetes and depression specifically, and (2) the impact of DMIA and CAHT systems on the medical consultation. Through thematic analysis, we identified the characteristics of the primary care consultation that a DMIA system would be able to improve. Based on the identified primary care consultation tasks and the potential benefits of DMIA systems, we developed a sample questionnaire for diabetes and depression to illustrate how such a system may work.

Results: A DMIA system, prior to the first consultation, could aid in the essential primary care tasks of case finding and screening, diagnosing, and, if needed, timely referral to specialists or urgent care. Similarly, for follow-up consultations, this system could aid with the control and monitoring of these conditions, help check for additional health issues, and update the primary care provider about visits to other providers or further testing. Successfully implementing a DMIA system for these tasks would improve the quality of the data obtained, which means earlier diagnosis and treatment. Such a system would improve the use of face-to-face consultation time, thereby streamlining the interaction and allowing the focus to be the patient's needs, which ultimately would lead to better health outcomes and patient satisfaction. However, for such a system to be successfully incorporated, there are important considerations to be taken into account, such as the language to be used and the challenges for implementing eHealth innovations in primary care and health care in general.

Conclusions: Given the benefits explored here, we foresee that DMIA systems could have an important impact in the primary care consultation for diabetes and depression and, potentially, for other chronic conditions. Earlier case finding and a more accurate diagnosis, due to more and better-quality data, paired with improved monitoring of disease progress should improve the quality of care and keep the management of chronic conditions at the primary care level. A somewhat simple, easily scalable technology could go a long way to improve the health of the millions of people affected with chronic conditions, especially if working in conjunction with already-established health technologies such as electronic medical records and clinical decision support systems.
primary care consultation for diabetes and depression, specifically. A Google search was performed using the terms “primary care consultation” for obtaining general information regarding the primary care consultation from a variety of sources, including published work and grey literature. Additionally, a search through the Nanyang Technological University Library was performed using the same terms to locate textbooks regarding the general primary care consultation and for the consultation for diabetes and depression, specifically.

2. The impact of DMIA and CAHT systems on the medical consultation. Searches in PubMed and MEDLINE (Medical Literature Analysis and Retrieval System Online) were performed using the terms “computer-assisted history taking” and “automated history taking.”

A purposeful sample of articles was included based on relevance to build the Results and Discussion section. Robust evidence regarding CAHT and DMIA systems and their impact on the medical consultation was limited, as most studies evaluating these systems focused on other aspects, such as acquiring dietary or family history to estimate risk for diabetes, studies evaluating computer-assisted data collection for specific populations or related to screening, studies evaluating the test-retest reliability of computer-based medical histories, or efforts to generally computerize medicine, just to give some examples [13-18]. Relevant insights that were most useful for our purposes came mainly from commentaries, perspectives, and historical pieces [2,3,19], some of which analyzed or identified existing CAHT and DMIA software programs [1,20,21].

Thematic analysis of the extracted data from medical textbooks and literature helped identify higher-order themes and the specific, recurrent elements [22] that primary care consultations contain in relation to diabetes and depression. At the same time, we identified the specific areas where DMIA systems could improve the primary care consultation for these conditions. By combining both sources of information, we mapped the areas of the primary care consultation for diabetes and depression that might be improved by the use of DMIA systems. We did this for both the first presentation or consultation with the primary care provider and the follow-up visits, as the needs and tasks performed at these consultations are different. The information is reported following the structure of a narrative-style literature review [12].

Additionally, we developed a box (see Multimedia Appendix 1) representing the main identified tasks a primary care provider should perform at the initial (ie, screening and diagnosing) and follow-up primary care consultations (ie, general and clinical monitoring, checking for additional health issues, and coordinating); we completed it with the questions that a DMIA system should ask in order to facilitate these tasks, specifically for potential diabetes and depression patients. The box also
includes the corresponding improvements for these primary care consultations.

Results and Discussion

Advantages and Disadvantages of DMIA Systems

No other medical consultation is as broad in terms of topics to be explored (ie, medical and clinical, psychological, and biosocial) [6,10,23] and limited in terms of time as the primary care consultation: mean consultation time is 5 minutes or less [24] or around 9 minutes, with general practitioners feeling that a consultation of less than 10 minutes for primary care was inadequate [25]. A DMIA system could improve primary care consultations in several ways, based on the benefits related to the medical consultation, broadly conceptualized. Textbox 1 and the following paragraphs summarize potential benefits and disadvantages that DMIA systems may bring forth for medical consultations in general, based on both theoretical work and on studies evaluating the capacities of these systems. In the textbox, some articles are perspective or commentary articles, theorizing about the capacities of DMIA systems [1-3,19,26], and others are studies evaluating systems and presenting results [21,27-29].

Textbox 1. Potential benefits and disadvantages of digital medical interview assistant (DMIA) systems for the medical consultation, compared to face-to-face consultations.

<table>
<thead>
<tr>
<th>Potential benefits of DMIA systems:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Collect history for health screening or comprehensive clinical consultation [1]</td>
</tr>
<tr>
<td>- Collect more complete, accurate, and reliable information [1,3,19,26]</td>
</tr>
<tr>
<td>- Potential to increase diagnostic certainty [3]</td>
</tr>
<tr>
<td>- Considerably shorten the time spent on history taking, dictation, and documentation [1]</td>
</tr>
<tr>
<td>- Streamline office visit: allows for consultation to be focused on identified concerns and problems [3]</td>
</tr>
<tr>
<td>- Promote rapport, communication, and decision making [1,2,19]</td>
</tr>
<tr>
<td>- Can be integrated with electronic medical records, electronic health records, and online patient diaries, improving access to data [1,3,19,26]</td>
</tr>
<tr>
<td>- Enable triage prioritization and improve referral of patients [1]</td>
</tr>
<tr>
<td>- Help prepare patient and primary care provider for the consultation [3,19]</td>
</tr>
<tr>
<td>- Collect more sensitive information [1]</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Potential disadvantages of DMIA systems:</th>
</tr>
</thead>
<tbody>
<tr>
<td>- Technical issues—poor programming and design may result in [21]:</td>
</tr>
<tr>
<td>- Missing relevant information</td>
</tr>
<tr>
<td>- Collection of irrelevant information</td>
</tr>
<tr>
<td>- Erroneous information</td>
</tr>
<tr>
<td>- Human-computer interaction-related issues:</td>
</tr>
<tr>
<td>- Perceiving the computer interview as impersonal [1,27]</td>
</tr>
<tr>
<td>- Inability to detect nonverbal behavior [19]</td>
</tr>
<tr>
<td>- Duplication of effort—primary care provider attempts to confirm all responses [3]</td>
</tr>
<tr>
<td>- Require patient’s familiarity with technology and computer literacy [1,3,19]</td>
</tr>
<tr>
<td>- Require technical supervision and maintenance [1,19,28]</td>
</tr>
<tr>
<td>- Require a variety of factors (ie, legislative, organizational, and physician-level factors) to allow the successful implementation of eHealth innovations [28,29]</td>
</tr>
</tbody>
</table>

First, DMIA systems have the capacity to acquire a more comprehensive set of information than that attainable during a face-to-face consultation. This could provide greater insights into potential risk factors and, possibly, suggest a more accurate differential diagnosis, prior to seeing the patient [2,3,30]. Secondly, it allows for better use of face-to-face consultation time, as previous existing conditions and information about presenting complaints have already been identified before the patient enters the physician’s office [2,3]. This allows for a more streamlined consultation, where time that would have been spent on history taking is shifted to discussing management strategies, building rapport, and focusing on the relationship with the patient.

Third, it improves data quality [2,20,21], which in turn improves the diagnosis, as the quality of the diagnostic process is significantly affected by the accuracy of the information made available to the primary care provider. Fourth, DMIA systems include more up-to-date information, including that available from tests and other health care providers, which helps maintain
continuity of information across different health care providers [30].

Additionally, once a diagnosis has been made by the primary care provider and subsequent consultations have been scheduled, DMIA systems can help flag specific aspects that need attention related to the ongoing management or treatment of the condition, and they can collect subsequent patient concerns prior to the follow-up consultation. As a result, the primary care provider in follow-up consultations can focus on guiding the patient regarding self-management aspects and provide further education that might be needed [3]. Alternatively, the information in a DMIA system may flag the need for specialist visits or management from other team members (ie, allied health professionals) in advance of seeing the patient, leading to earlier referrals or timely, urgent treatment, if needed [30].

However, there are also reported disadvantages of DMIA systems, which include possible technical issues, related to problems with programming or design, that may lead to missing or erroneous information [21]. Potential problems could occur as a result of a patient interacting with a computer, such as perceived impersonality of the health care provider–patient interaction or missing body language cues [1,19,27]. This last issue could be overcome by new facial and/or body movement recognition technologies, such as affective computing, where automated analysis of facial expressions can provide accurate depression diagnosis, for example [31]. Also, it has been described that some primary care providers attempt to confirm all the answers, duplicating efforts [3]. Finally, DMIA systems, as with other technologies, require technical supervision and maintenance [1,19,28], which may result in additional resource spending.

Primary Care Consultation Tasks for Diabetes and Depression: Where Could DMIA Systems Make a Difference?

Prior to the Initial Consultation

Overview

Two important tasks of a primary care provider in the first consultation with a new patient are to identify a health condition, by case finding or screening, and diagnose that health condition [10,23,32-34]. The key aspect to these tasks is information gathering. As such, a preconsultation (ie, prior to the first consultation) DMIA system can exhaustively explore and ask questions about the different areas related to screening and diagnosis of a chronic condition prior to the first consultation, without particular time constraints.

Case Finding and Screening

Comprehensive case finding, along the lines of the biopsychosocial model, should include a generic set of questions exploring general health-related aspects, as well as more targeted screening questions, depending on the answers provided in the general questions section. General aspects may refer to lifestyle and health behaviors (ie, exercise, sleep duration, diet, general mood, alcohol and drug use, etc) and social behavior (eg, family, work conditions, and community aspects). Both of these question sets can provide hints for high-risk factors and behaviors, including patient beliefs and perspectives on the illness. Depending on the answers provided to the general screening questions, more targeted specific screening questions could be presented for the risk factors of hypertension, obesity, cancer, and other chronic conditions [35-37]. Answers from these could provide clinically relevant information for an accurate and earlier diagnosis (see Multimedia Appendix 1).

Diagnosing

Based on the responses from the case finding process, using branching logic, further questioning may dive deeper into specific risk factors to attempt a diagnosis. For example, for individuals at risk of diabetes, the system can ask questions related to possible prediabetes and signs and symptoms (see Multimedia Appendix 1) [35,36]; this may include plasma glucose level test results, if available [34]. For depression, the systems could focus on possible depressive and mood disorder diagnosis questions or screening tests, such as the 2-key question approach (see Multimedia Appendix 1) [37].

Urgent Care and Specialist Referral

The primary care provider, as the patient’s first contact and care coordinator, should have the ability to decide whether the patient needs emergency care or an urgent specialist referral [35-37]. Therefore, the primary care provider, aided by some of the responses provided by the patient prior to the consultation, could identify severe or uncontrolled cases of chronic conditions that require immediate and urgent attention. In his or her coordinating role, the primary care provider might promptly refer the patient to a specialist or to a hospital, based on the information provided and a quick face-to-face interaction, if needed.

Prior to the Follow-Up Consultation

Overview

Once a diagnosis has been reached, the primary care provider and patient would ideally establish a plan of action to treat and manage the condition. Key tasks of a primary care follow-up consultation include the control or monitoring of the condition [23,35-37], including identifying the potential occurrence of related additional health issues [35,36], as well as the coordination with relevant specialists regarding further workup [10,23]. A DMIA system can support these tasks by checking on the level of control and by monitoring the progress of the condition. It can explore additional health problems that may have arisen as a consequence of the condition and/or by adding additional useful information, such as information from other health care providers and/or lab tests, prior to the patient–health care provider follow-up consultation. Also, this can be done remotely and, hence, more frequently than the face-to-face follow-up consultation.

Control and Monitoring

A set of lifestyle and general questions (ie, exercise, sleep duration, diet, etc) will help check a patient’s compliance to lifestyle changes. For diabetes, these may evaluate changes in diet and exercise patterns, among others (see Multimedia Appendix 1). In the case of depression, the questions can relate
to alcohol and drug use, sleeping patterns, and the situation at home and work, among others (see Multimedia Appendix 1).

The monitoring and control of chronic conditions highlight the importance of the patient becoming a partner in the management of their condition [36,38]. Relatedly, the system could also evaluate environmental and social conditions conducive to improved disease control. For example, in diabetes, a DMIA can explore accessibility to healthy food options at home and work and time available to exercise, among others. Regarding depression, cultural stigma regarding mental health and family support could be assessed [37].

After going through these sets of more general monitoring questions, the system can delve deeper into more clinically relevant questions, in order to monitor disease progression and check for medication adherence. It could ask questions about blood glucose levels (for diabetes), recurrent mood and depressed symptoms (for depression), and whether the patient has been taking medications properly.

Checking for Additional Health Issues
In addition to the chronic condition, the patient could have other associated health problems. The patient may not be aware that these other problems may be connected to the underlying chronic condition. In such cases, the DMIA system may be able to check for this prior to the follow-up consultation. In diabetes, it may assess for micro- or macrovascular complications (eg, kidney problems, peripheral vascular disease, foot ulcers, neuropathy, enteropathy, and ophthalmopathy) [35,36]. In depression, it can check for neuropsychiatric symptoms, difficulties concentrating, and suicidal ideations, among others [37,39].

Coordination
As mentioned above, given the role of coordinator that is taken on by the primary care provider, a DMIA system should ask questions related to the patient seeing other health care professionals, which may provide relevant additional information for the primary care provider. Often, when the patient is referred to specialists or other health care providers for additional treatment and tests, among other items, the information is not always transferred back to the primary care level [40]. Thus, these systems can check whether the consultations with other health care providers have been occurring and if they have been successful. For diabetes, this may relate to visits to the endocrinologist, ophthalmologist, nephrologist, among others [35,36]; for depression, this may relate to visits to the psychotherapist and psychiatrist [32,37,39]. Additionally, the systems may check with the patients whether there have been laboratory or other tests performed, and the primary care office could check with those external sites if the results have not made it back to the primary care level.

Implications of Incorporating DMIA Systems Into the Primary Care Consultation
We described the role that a DMIA system could potentially play in managing consultations on diabetes and depression within the primary care context. The anticipated benefits of incorporating this technology into the primary care consultations for these chronic conditions should mirror those described in the literature: namely, a more comprehensive set of patient information items, better use of face-to-face consultation time, better-quality and more up-to-date data, and more frequent interactions with the patient, among others.

All the information gathered outside of the face-to-face consultation means that the actual time in consultation is better spent. Conversation can be streamlined to address the needs of the patient, such as building rapport, providing education, or responding to concerns, and to improve communication and patient understanding, which ultimately leads to increased patient satisfaction [41]. Relatedly, better-quality data prior to the consultation, as well as support for additional data coming from other levels of care or lab tests, allow for early detection of a chronic condition, earlier and enhanced treatment at the primary care level, better monitoring, and early management of possible complications, all of which translates into better care. In addition, as the DMIA communicates with the patient before and in between consultations, it improves the continuity of care and it gives the patient the feeling of being better cared for, as communication with the primary care provider via the DMIA system occurs more frequently.

Additionally, DMIA systems could improve the treatment and management of chronic conditions, as seen with diabetes and depression, without too much additional effort once the system has been set up. As mentioned above, chronic condition management usually follows a pre-established pattern. Therefore, it would not be difficult to develop a rules-based system to check case finding and diagnosis and appropriate management strategies. Then, once developed, the system could be deployed and repeated throughout, using the same branching logic and platform. Moreover, artificial intelligence could be leveraged and introduced into a DMIA system, which would potentially improve questioning algorithms and language, among other improvements.

Important Implementation Considerations
For such a system to work well, there are several considerations that need to be taken into account. As presented earlier, there are some disadvantages that need to be bypassed or considered when implementing DMIA systems. Some patients may not be able to read the materials in digital form or may not be digitally literate; about 10% of the population chooses not to complete their histories on computers [3], although this figure may vary depending on how technologically acquainted people from different populations are. General practitioners sometimes try to confirm all the answers to the questions, thereby duplicating the work of the computer, which obviously impacts efficiency [3], although as technology and program design improve, there should be more confidence from these physicians in the results obtained by these programs. Additionally, there may be patient data entry and potentially added work for the primary care provider, as more issues might be highlighted and in need of attention. Moreover, bringing a DMIA system into everyday clinical practice requires interdisciplinary collaboration with a team of specialists and primary care physicians, patient advocates, computer scientists, big data analytics, and experience design [2].

Another consideration relates to the language to be used. The ideal DMIA system should provide a human-like interaction.
For example, for a consultation ahead of the follow-up, it should phrase the questions in such a way that the patient feels as if they were continuing a previous conversation. Technologies today allow for human-like conversations in the form of a chatbot—also known as a machine conversation system, virtual agent, dialogue system, conversational user interface, and chatterbot—where a computer program interacts with users by using natural language precisely enough to simulate human conversation [42,43]. As such, the system may ask “Have you been able to adequately manage the [chronic condition] we discovered last week? Is there something you’d need extra help with?”

Another essential consideration relates to the factors that influence the adoption of eHealth innovations in health care in general, and primary care in particular. On the one hand, there are factors related to the adaptability, flexibility, and cost of the technology to be implemented [28]. DMIA systems need to be sufficiently flexible and affordable so that they easily enter and adapt to different primary care contexts and into already-existing working practices and systems. On the other hand, the environment in which the technology will be implemented needs to be ready for such a transformation and must include supportive policies, incentives, and leadership, as well as the appropriate resources for implementation [28,29]. In addition, a primary care provider’s knowledge and experience with digital technologies needs to be taken into account, as well as their willingness to incorporate a new technology into their everyday practice [28,29]. Only the proper alignment of these factors will enable a technology such as a DMIA system to be successfully implemented and, ultimately, improve care.

Finally, by transforming the primary care consultation in the way we describe here, a DMIA system would standardize the consultation and follow-up of chronic conditions and improve clinical care. We foresee that, given the described benefits, it should become the norm and a regular practice accompanying the primary care consultation if implemented in the appropriate way, by addressing the challenges and factors mentioned above. Moreover, it can become part of a suite of digital health technologies, amplifying its impact. For instance, by directly connecting a DMIA system to an electronic medical record (EMR) system and/or to a clinical decision support system (CDSS), it can have synergistic effects that may transform the way health care is provided in the future, such as providing rapid and remote access to care, improved triage, and more accurate diagnosis, just to name a few benefits. The answers provided to a DMIA system, which are automatically stored in a digital format, can populate whichever data fields are needed for an automated CDSS, providing support across a wide variety of clinical fields and issues [2,3,20]. In addition, clinical data can be standardized across all patients in contact with a health care system and that data can be included in a database to feed and support clinical and population health research [2].

Conclusions

A DMIA system could enhance the primary care consultation and facilitate the management of diabetes and depression, and possibly other chronic conditions, which would hopefully make an impact in primary care. Earlier case finding and a more accurate diagnosis, due to more and better-quality data, paired with improved monitoring of disease progress, should improve the quality of care and keep the management of chronic conditions at the primary care level. A somewhat simple, easily scalable technology could go a long way to improve the health of the millions of people affected with chronic conditions, depending on the context and how successful its implementation is, especially if working in conjunction with already-established health technologies, such as EMRs and CDSSs.
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Digital medical interview assistant questions for the cases of diabetes and depression.
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Abstract

The coronavirus disease (COVID-19) pandemic has presented unique challenges for people with diabetes, in addition to their high-risk stratification for infection. Supporting people with diabetes to self-care has been critical to reduce their risk of severe infection. This global pandemic has presented an opportunity to digitalize diabetes care and rapidly implement virtual diabetes clinics, with the aim of optimizing diabetes management and well-being, while keeping patients safe. We performed a rapid review of the literature to evaluate the feasibility and effectiveness of virtual clinics in diabetes care before and during the COVID-19 pandemic and have combined these findings with our own reflections in practice. We identified examples demonstrating safety and feasibility of virtual diabetes clinics, which aligns with our own clinical experience during the pandemic. The advantages of virtual clinics include reduced treatment burden, improved therapeutic alliances, societal and psychological benefits, and in our experience, innovative solutions to overcome the challenges presented by the transition from in-person to virtual care. We have provided three infographics to illustrate lessons learned and key recommendations, including steps to establish a virtual diabetes clinic, a checklist guide for health care professionals conducting virtual clinics, and a patient guide for making the most out of the virtual clinic. It is important to continue adapting to this pandemic and to make technology a sustainable option for the future of diabetes care.

(J Med Internet Res 2020;22(8):e21609) doi:10.2196/21609
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Introduction

We are in the midst of the coronavirus disease (COVID-19) pandemic, caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which has resulted in thousands of deaths worldwide [1,2]. Increased age and underlying health conditions, including diabetes, cardiovascular disease, obesity, and hypertension, significantly increase the risk of COVID-19 infection [3,4]. Similarly, disease severity may be worsened, and deaths are overrepresented in people with diabetes [4,5]. Evidence shows poor glycemic control is both associated with and a consequence of COVID-19 infection, the latter demonstrated in older persons with type 2 diabetes [3,5,6]. More recently, evidence has shown that Black, Asian, and minority ethnic groups are more severely affected, with higher death rates observed from COVID-19 infection in this population; high prevalence of diabetes and comorbidities in this subgroup likely contributes to this increased risk [7]. Despite the challenges for people with diabetes, the COVID-19 pandemic has presented a valuable opportunity to digitalize diabetes care. Given the importance of maintaining and improving well-being
and glycemic control during this time, evaluation of novel methods to support self-management remotely is critically important.

The aims of this paper are (1) to explore the evidence for the role of telemedicine to support people with diabetes during the COVID-19 pandemic and beyond; (2) to outline the benefits and challenges presented by virtual diabetes care; (3) to present our experience of virtual consultations in clinical settings during the COVID-19 pandemic; and (4) to share lessons learned to assist researchers, clinicians, and people with diabetes when integrating technology in diabetes care.

Impact of Social Distancing/Shielding on Diabetes Care and Well-Being

With diabetes being classed as a high-risk group by the government, it is important that people with diabetes take care of their health now more than ever. People with diabetes are advised to practice social distancing (eg, working from home or self-isolating), adhere to national recommendations on frequent handwashing, and abstain from nonessential travel to avoid infectious contacts [8]. In some cases, extremely vulnerable people with diabetes are advised to undertake “shielding.” Additional guidance, specifically for people with diabetes, focuses on self-management strategies, which help to boost innate immunity for primary prevention [8,9]. The American Association of Diabetes Educators recommends the following seven self-care activities: keeping physically active, healthy diet, following medication regimen, blood glucose monitoring and problem solving, reducing risk of complications, and self-empathy; all of these are endorsed for people with diabetes to reduce their risk and severity of COVID-19 [10].

Interestingly, for people with diabetes, their engagement with these self-care activities has been highly variable during the pandemic, with some being able to focus more time on their diabetes management and undertake increasing amounts of self-care. For example, Bonora et al [11] showed in a small study that glycemic control improved for people with type 1 diabetes during lockdown who self-isolated compared to those who continued working [11]. However, for others, the significant change in lifestyle presented by lockdown has been detrimental to their health and well-being. Barriers specifically for people with diabetes have included difficulty accessing healthy foods because of restricted shopping and bulk buying; inability to access medications; restricting physical activity to once per day in the local area; and being unable to attend face-to-face appointments with their diabetes care providers [8,9]. With this in mind, diabetes health care professionals (HCPs) have valid concerns that glycemic control, quality of life, self-management, and well-being can be significantly jeopardized during social distancing and shielding, posing considerable risks to people with diabetes, both in the short and long term. Lockdown, social distancing, shielding, and the abundance of misinformation in the media also present additional stressors, which may further exacerbate underlying depression and anxiety [12], conditions that are already highly prevalent in the diabetes population [13].

Digitalization of Diabetes Care: Benefits and Challenges

Digital Consultations

Technology has been increasingly integrated into diabetes education and care in modern times, for example, through apps, computer-based or web-based education, and telemedicine [14]. The NHS (National Health Service) long-term plan set out to increase digitalization within NHS programs [15,16]. This included roll-out of virtual or non-face-to-face clinics, with the aim of reducing face-to-face appointments by one third over the next 5 years [16]. This non-face-to-face activity may be synchronous or asynchronous, meaning a direct or indirect line of communication with an HCP, respectively [17,18]. Synchronous activity would be a video or telephone consultation, whereas asynchronous may involve monitoring an email or tracking system and responding to patients’ questions through these platforms. The benefits of non-face-to-face appointments are multifactorial and include the opportunity for better care and more connected patient care pathways, as well as cost savings and a reduced environmental impact.

Studies evaluating virtual clinics prior to the COVID-19 pandemic have demonstrated feasibility, accessibility, safety, and effectiveness comparable to in-person consultations [19]. A multicenter mixed methods study evaluating video consultations in diabetes care showed that video consultations were shorter in duration and people with diabetes did relatively more talking than the HCP [20,21]. Although from a management perspective, video consultations were favored, there were significant barriers to uptake from the teams implementing them because of the significant changes introduced to their usual way of working and the care processes, systems, and pathways [21]. A Cochrane review analyzed 21 low-to-high-quality studies comparing telemedicine to usual care in people with diabetes and found that improvement in glycemic control was variable, but low-density lipoprotein (LDL) levels and blood pressure were more effectively lowered by telemedicine approaches compared to usual care [22]. Further studies have evaluated virtual clinics for diabetes care in type 1 and type 2 diabetes and have reported improved biochemical parameters, including glycated hemoglobin (HbA1c) [23]. However, many of these studies combined interventions, such as synchronous and asynchronous programs, rendering it difficult to delineate the efficacy of the individual interventions [23]. Studies focusing on synchronous video consultations have been of short duration with a limited sample size [24]. Additionally, how these findings relate to virtual clinics being implemented during and due to a global pandemic must be considered.

During the COVID-19 pandemic, telemedicine has been widely adopted globally in order to reduce exposure and need for people with diabetes to come into a hospital, while maintaining care standards for people with chronic conditions. For example, virtual consultations have been implemented to triage patients suspected of COVID-19 in primary care and to initiate a hospital visit [25-27]. There have been other examples of successful
virtual care adoption for people with newly diagnosed type 1 diabetes [28], and for people with long-standing type 1 diabetes. A small Italian study showed that for people with type 1 diabetes who were not working during the pandemic and using continuous glucose monitoring, their time in range significantly improved from 54% to 65%, and this was attributed to decreased hyperglycemia [11]. Blood glucose variability and average glucose readings from continuous glucose monitoring also significantly improved in this study. In contrast to patients who continued working, there was no difference in glycemic control [11]. Early reports suggest that virtual clinics are feasible, with some centers increasing virtual clinic consultations from 1% of all consultations prior to COVID-19 to 70% afterwards, and it is technology that has made this rapid transformation possible [29-31].

A recent linguistic ethnographic study has shown that video consultations among people with a long-term condition and their clinician was found to be effective [26]. When patients experienced technical or operational issues with their video equipment or internet connection, they generally found a solution to resolve the problem. Familiarity and experience with technology helped in situations like these. Technical interruptions and delays of connectivity either on patient or clinician device were clearly evident in the study; nevertheless, remote physical examinations were conducted, allowing the patient and/or carer to take an active role in the consultation [26].

**Benefits of Virtual Clinics**

**Patient Safety**

In line with social distancing advice and minimizing risk for people with diabetes, virtual clinics bring specialist care to the home of the patient. The virtual clinic is the ideal solution to enable patients to access specialist care but without unnecessarily exposing themselves to a high-risk environment, or come in close contact with staff or other patients. This is particularly pertinent given the new data supporting the number of COVID-19 infections developed while being in hospital [32].

**Reduced Burden of Treatment: Improved Accessibility and Overall Experience**

Virtual clinics increase accessibility to specialist diabetes care. For example, those shielding can still attend a virtual appointment, those working can more easily take the time out from their day (eg, over a coffee break), and those who would normally be unable to travel would no longer need to. In our experience, we have found that patients who regularly did not attend appointments are now attending their virtual clinic appointments. The virtual clinic may also provide an improved patient experience because people with diabetes are not required to spend additional time traveling to the hospital for regular appointments, which can significantly reduce the burden of treatment that some may experience with their diabetes care. The virtual clinics may provide a solution—video or phone calls may provide a relaxed environment for some people with diabetes, as they are within their own familiar surroundings, which may create a more relaxed atmosphere for their virtual appointment. From our clinic team experience of using virtual consultations with people with diabetes, it is evident that some patients feel comfortable showing the HCP their house environment and exercise regimen, and introduce them to their family members, within professional boundaries. This offers a unique insight into environmental or interpersonal factors, which may influence the self-care activities of people with diabetes. Long-term, these factors may be considered when discussing the care plan and treatment goals of people with diabetes. The opportunities presented in virtual clinics for delivering increasingly person-centered and individualized care cannot be underestimated.

**Improved Therapeutic Alliance and Consultation Dynamics**

Virtual consultations could significantly shift the locus of control of people with diabetes, which would complement the philosophy around the importance of self-management and self-care in diabetes. Virtual consultations could provide an opportunity for shared care between people with diabetes and the HCP. Multiple members of the diabetes multidisciplinary team (MDT) may come together for the video consultation, to make collaborative decisions with patients. From our experience, this results in a more effective consultation. People with diabetes benefit from MDT input, with reduced time commitment for patients and professionals alike. Physical examination (eg, conducting a diabetes foot examination) can also be performed. This is particularly important in the context of diabetes foot disease, where people with diabetes can be triaged in virtual clinic to determine the need for hospital admission based on the video examination findings. Technical barriers would be expected when setting up virtual consultations; thus, we have shared a checklist that we developed for setting up a virtual clinic (Figure 1).
Societal and Psychosocial Benefits

Virtual clinics reduce the need for travel to and from hospitals, which is a significant benefit since 20% of traffic in the United Kingdom is attributed to health care–related travel [15,16]. Additionally, virtual clinics mean less time is missed from work, which can be a recurrent issue for people with diabetes, so this reduction in treatment burden is highly advantageous.

With social isolation becoming more prevalent than ever during the current climate, it is imperative to acknowledge the positive impact that remote consultations may have on individuals who are required to practice social distancing and shielding. Virtual consultations, whether these are conducted by telephone or video, provide people with diabetes the opportunity to virtually connect with their HCP, mitigating the psychological effects of social isolation.

Overcoming the Challenges of Virtual Care

Elements of the routine diabetes clinic (eg, checking blood pressure, sampling the urine, HbA1c, spot checks, and physical examination) are not possible in the same way in a virtual consultation. However, given the importance of these methods to screen for diabetes complications, alternative strategies can be developed to make them possible. For example, people with diabetes can have their own blood pressure monitor. This may lead to more accurate readings, with the absence of white coat hypertension. Also, urine samples can be delivered locally to general practices and examination can still be performed via video consultation. For example, diabetes foot disease can be screened for and people with diabetes can be triaged to determine need for further assessment.
Patient Preference

People with diabetes can choose whether to have a telephone or video consultation, to reflect variability in access to technology and systems for video recording and to ensure access to care services. However, virtual care is a significant change from the usual hospital attendance for their diabetes care, thus, some people with diabetes would still prefer a face-to-face consultation. However, in light of the COVID-19 pandemic, people with diabetes have readily transitioned to virtual methods, and it is hoped that through familiarization with these new consultation methods, this may increase uptake of virtual care in the longer term. There are also concerns that people with diabetes may find it difficult to build rapport with their HCP in a virtual clinic, but in our experience, the opposite is true. People with diabetes have been far more relaxed in the virtual clinic and able to speak more openly with their diabetes team, which is essential to improve their diabetes management. But this is dependent on high-quality video image and sound, highlighting the essential role of technology to optimize communication between people with diabetes and their HCP.

Engaging the Multidisciplinary Team

Engaging professionals and the wider team with virtual care can be a challenge in itself. This is a significant change for the diabetes team as well as the patient, and new processes and pathways have needed to develop rapidly to manage the care of people with diabetes remotely (Figure 2 [33]). For example, the ways in which clinic outcomes are actioned have changed and the wider clinical and non-clinical teams have needed to collaborate to generate these new systems. It is essential that the whole team is committed to the virtual care approach, because this ensures the delivery of safe, high-quality care. It is anticipated that with increased familiarity and established systems, HCPs will be more open to adopt virtual care into their routine practice and overcome the natural aversion to change of how it has always been.

Figure 2. How to conduct a virtual clinic: a health care professional’s guide. MDT: multidisciplinary team; DOB: date of birth; HCP: health care professional; COVID-19: coronavirus disease.

The Future of Virtual Clinics

Anecdotally, in our experience virtual clinics have been feasible and accessible, with high patient satisfaction. Virtual clinical consultations offer a different kind of benefit compared to conventional face-to-face appointments, particularly around convenience, logistics, cost-effectiveness, and clinician–patient dynamic/relationship [26]. However, we must acknowledge the pitfalls of these new modes of communication and the challenges that may lie ahead with the clinical quality and safety of appointments.

Building on these developments, we are looking to make virtual clinics sustainable for the long term. This is in line with the NHS long-term plan to make better use of data and digital technology in the next 5 years [15,16]. In a time of a pandemic, individualized care is more important than ever and virtual clinics provide a readily accessible solution to facilitate this. Having applied virtual clinics in our setting for the last 2 months,
lessons we have learned include: (a) the importance of integrating multiple members of the MDT into the one virtual consultation; (b) avoiding the checklist approach and instead focusing on an individualized, person-centered consultation; (c) and acknowledging that video consultation may be preferred to telephone because of the additional benefits of human contact, body language, and the opportunity to gain better insight into the lifestyle and livelihood of people with diabetes in order to tailor medical support accordingly. In our experience, virtual clinics may be better suited to individuals with longstanding diabetes and where possible should be performed by a professional with whom they have already built a strong rapport.

Although virtual clinics can be an alternative option, there are key elements that must be considered to make the consultation as efficient as possible. Firstly, even though virtual consultations would require less resources compared to a face-to-face visit, organizational factors prior to the virtual consultation would still be required in order to book and record a clinic appointment. Secondly, logistical and administrative factors must be integrated within the NHS system, a system which for so many years has been based on delivering face-to-face patient services.

We are programmed to deliver our outpatient services in a “traditional” way, and therefore would anticipate a colossal challenge adapting this existing pathway to a more digital-focused platform.

By acknowledging the complexity of integrating virtual consultations, we also acknowledge the challenges that may come with technology, in terms of the security and safety of every patient and HCP. Data protection and privacy is of critical importance; the technology, software, and programs used in virtual clinics must be encrypted and adhere to the General Data Protection Regulation and information governance standards to maintain patient confidentiality at all times. We acknowledge that virtual consultations are not for everyone; however, providing options to people enables them to choose an approach that is tailored to their diabetes needs and lifestyle demands, with the aim of reducing the burden of treatment that so many people with diabetes may be experiencing. We aim to not only prepare our patients to attend virtual consultations, by creating a safe environment and respecting their safety (Figure 3), but to also create a digital platform that would integrate within the current NHS system.

Figure 3. Making the most of your virtual diabetes clinic: a patient's guide.

**Conclusion**

Virtual consultations may become a necessity following this pandemic. The current system pressures due to COVID-19 have led to numerous challenges to the delivery of routine diabetes care and education. Despite the relative lack of data to support virtual care, in the face of adversity, these virtual measures have been imperative to maintain a line of communication with people with diabetes and to support self-management and self-care remotely. With the right infrastructure and systems in place, technology is the key to evolution in diabetes care, and virtual consultations can be effectively embedded into routine diabetes care at the national level in the United Kingdom. At present,
virtual clinics may be an ideal platform to reduce social isolation, encourage self-management remotely and in a less intrusive manner, and reduce burden of treatment. The COVID-19 outbreak will shift the culture of health care across the world and the way we interact within clinical settings will gradually change to ensure that care can be delivered within social distancing rules.
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Abstract

Background: Rural African American youth lack access to drug and sexual risk-taking prevention programs available in more urban areas. Recent data indicate that rural youth now use substances at higher rates and at younger ages than their urban peers.

Objective: This study aims to evaluate the initial usability and acceptability of a low-cost, technology-based approach to delivering effective, culturally tailored, integrated substance use disorder (SUD) and HIV risk behavior prevention programs to African American female youth to inform the use of this intervention via telemedicine for rural youth.

Methods: Effective SUD prevention strategies and emotion regulation skills were integrated into an existing evidence-based HIV risk reduction program culturally tailored for African American female adolescents—Sisters Informing, Healing, Living, and Empowering (SIHLE)—and delivered to 39 African American female youth via group telehealth. The evaluation of the resulting program, 12-session SIHLEplus, was completed by 27 girls who also completed self-report measures that assessed sexual risk behaviors (eg, number of partners and age of sex initiation), substance use, exposure to traumatic events, and emotion regulation.

Results: The descriptive and qualitative results of the pilot study demonstrate the initial usability and acceptability of delivering evidence-based prevention successfully via telehealth to help address health disparities in this vulnerable population.

Conclusions: Although more research is needed, the findings from this study suggest that SIHLEplus has demonstrated initial usability and acceptability.

Keywords: adolescents; substance use; sexual risk reduction; telehealth; prevention programs; mobile phone

Introduction

Substance use is common among adolescents, with 18.2%-55.7% of 8th to 12th graders using alcohol, 23.9% using cannabis, and 9% using other illicit drugs annually in 2018 [1]. Rural youth are particularly at risk for substance use [2,3], with youth in rural areas using substances such as alcohol, tobacco, and illicit drugs at higher rates [4,5] and at younger ages [5] than their urban peers. This is particularly problematic because early initiation of substance use is strongly linked with substance use disorders (SUD) in both adolescence and adulthood [6-9]. The risk for negative sequelae related to early substance use initiation in female adolescents (eg, education and employment failure, risky sexual behavior, unintended pregnancy, criminal
justice system involvement, trauma exposure, mental and physical health problems) continues into adulthood [10-12], highlighting the public health impact of adolescent substance use. This is particularly a concern in low-resource areas where recovery programs are extremely limited and difficult to access. Indeed, only 1.2% of the nation’s substance abuse treatment facilities are located in small nonurban, nonadjacent counties [13]. These health care disparities in substance use services exacerbate the problems of adolescent substance use, as states with the greatest unmet need for alcohol treatment among youth aged 12-17 years are largely rural [14].

Substance use can impair sexual decision making [15], leading to a range of consequences from sexual risk behaviors, including unwanted pregnancy and sexually transmitted infections (STIs), as well as trauma exposure such as sexual assault [16]. The consequences of sexual risk behaviors disproportionately impact adolescent girls, with youth aged 15 to 24 years representing half of new STIs [17], and girls are particularly vulnerable to the consequences of STIs [18]. HIV infection is particularly problematic for African American youth living in the rural South, with an infection rate over 800% that of Whites in the same region [19]. Therefore, programs are needed to provide integrated substance use and sexual risk–taking prevention to rural African American adolescent girls.

Adolescent Substance Use and Sexual Risk Taking

Evidence-based HIV risk reduction programs exist, which are culturally tailored for African American female adolescents. Specifically, Sisters Informing, Healing, Living, and Empowering (SIHLE) [20] is a group-based prevention program that uses ethnic and gender pride to empower African American female adolescents and provides content on HIV knowledge, communication, condom use skills, and healthy relationships. African American women who participated in SIHLE, compared with those who participated in a control group on exercise and nutrition, reported more consistent condom use, less new sexual partners, and better condom negotiation skills 1 year after the prevention program [20]. However, SIHLE does not address substance misuse despite substance use in itself being a risk factor for sexual risk behaviors. Evidence-based models of substance use prevention, including motivational enhancement therapy [21], are effective at reducing substance use among adolescents, and targeting two related health behavior constructs in an integrated manner is more effective than targeting each separately [22]. Due to the interrelated nature of substance use and sexual risk behaviors, integrated interventions are needed for African American girls who live in rural areas. Integrated interventions targeting multiple health behaviors can also address crosscutting underlying contributors to both behaviors, such as emotion regulation. Adolescent health behavior change is influenced by emotion regulatory processes on behavior and behavior change [23]. Therefore, training in problem-solving and condom use skills to modify adolescent change through skill acquisition, without any modification of the underlying system of self-regulating emotion, is shortsighted. To our knowledge, no studies have examined whether SIHLE or motivational enhancement therapy alone changes emotion regulation. However, neither intervention directly targets emotion dysregulation or provides emotion regulation skills. This is an important limitation given that both sexual risk behavior and drug use are associated with difficulties in emotion regulation among adolescents [24-26], and directly teaching emotion regulation skills is associated with changes in sexual risk behavior among adolescents [27-29]. Thus, targeting emotion regulation in an integrated intervention would not only address a factor associated with substance use and sexual risk behaviors but it may also facilitate behavior change among adolescents.

Need to Develop Telemedicine Approaches to Reach Rural African American Girls

Fortunately, and in contrast to the lack of accessible preventive programs for substance use in rural African American adolescent girls, community-based interventions for sexual risk behavior designed for rural settings exist and show initial efficacy [30,31]. It may be particularly useful, therefore, to leverage the existing, tested infrastructure of such HIV prevention programs and incorporate substance risk reduction strategies alongside those for risky sexual behavior. Leveraging technology to deliver this service via telemedicine technology directly into participants’ communities and homes helps overcome traditional barriers to care (eg, stigma, lack of anonymity, and lack of transportation) and lack of resources (eg, no access, not enough providers to meet local needs, and no treatment space) that typically deter rural youth from successful program completion. Telemedicine has been found to be noninferior to in-person delivery of complex treatments [32] and may be an effective means to address health disparities by reducing the significant barriers associated with accessing treatment [33].

This Study

This study examined the usability and acceptability of a telemedicine prevention program for African American rural youth that targets substance use and sexual risk behaviors (SIHLEplus). SIHLEplus integrates SIHLE [20] with motivational enhancement therapy [21] to target both substance use and sexual risk behaviors in an integrated manner using culturally tailored programming for African American adolescent girls and led by a community-accepted professional (eg, stakeholder at a community agency, near peer with established trust). In addition, emotion regulation exercises were integrated to increase the likelihood of implementing sexual risk reduction skills and substance use prevention strategies. It was hypothesized that SIHLEplus would be usable and acceptable among African American girls using a telemedicine delivery modality.

Methods

Overview

Quantitative and qualitative data were collected from adolescents (aged 13-18 years) recruited from local schools and community events to participate in a preventive group-telehealth intervention, SIHLEplus, focused on prevention of HIV, substance use, and other risky behaviors. Before engagement in SIHLEplus, self-report questionnaires were completed by adolescents assessing substance use, sexual risk, internalizing symptoms, and difficulties with emotion regulation.
Postintervention usability interviews were also conducted with a subsample of the adolescents (n=9) who completed at least 80% (ie, 9 sessions or more) of the 12-session intervention (11 group sessions and 1 parent session) to obtain additional information about engagement factors related to content and format (eg, telehealth).

Participants and Procedures

Participants were recruited through several community events and health fairs, referrals from a multicounty in-school case management program (14/36, 38.9% reported referrals from a school-related professional or paraprofessional), snowball recruitment (18/36, 50% of the sample reported hearing about the study from a friend or family member), and referrals from guidance counselors at several middle and high schools. Given the setting in a tricounty area of a southeastern state (South Carolina), several community events took place in rural counties and more urban areas that attracted both urban and rural populations (eg, Black Expo). Eligibility for participation included identifying as Black or African American and female, aged 13-18 years, and endorsing engagement in a health risk behavior (ie, either sexual activity in the past 12 months or reporting mild substance use activity in the previous 3 months). Reliable access to the internet was also assessed (all potential participants met internet access criteria). These pre-eligibility screening questions were completed before the consent process. After informed consent was obtained from participants and their caregivers, adolescents completed the baseline self-report questionnaires, including the drug abuse screen test (DAST)-10 instrument for substance use assessment. Consistent with other substance use prevention protocols, exclusion criteria included moderate to severe substance use problems as assessed by the DAST-10 [34]. Participants who met this exclusion criterion (n=1) were connected with an appropriate treatment agency to receive an established treatment intervention. Participants who completed the self-report questionnaires at baseline and postintervention (n=27) were adolescents who identified as Black (25/27, 92.6%) and Hispanic (2/27, 7.4%). The participants were 7th graders (2/27, 7.4%), 8th graders (6/27, 22.2%), 9th graders (5/27, 18.5%), 10th graders (4/27, 14.8%), 11th graders (4/27, 14.8%), 12th graders (2/27, 7.4%), and community college students (4/27, 14.8%). All participants identified as female, and the US census designation demonstrated that 27.3% of the sample was from a rural area, 30.3% from an urbanized area, and 42.4% from an urban cluster. Nine postintervention usability interviews (22% rural) were conducted with adolescents who had completed the web-based program. Six intervention groups were conducted over the time of the study, with groups ranging from 7 to 9 members (with the exception of the first group, which contained 2 participants). Please refer to the Consolidated Standards of Reporting Trials diagram for more details on screening and recruitment (Figure 1).
The Intervention: SIHLEplus

SIHLEplus is an integrated intervention built from existing evidence-based HIV risk reduction program culturally tailored for African American female adolescents: SIHLE [20]. Using the empirically supported ADAPT-ITT (Assessment, Decision, Administration, Production, Topical experts, Integration, Training, Testing) model [35,36] for systematically adapting HIV behavioral programs, evidence-based substance use prevention strategies and emotion regulation skills were integrated into a telehealth-friendly SIHLEplus program. SIHLEplus complements skill acquisition of HIV prevention models with enhancement of emotion regulation skills and coping strategies to increase adolescent behavior change, resulting in the adoption of healthy HIV prevention behaviors (eg, reduced substance use). SIHLEplus consists of 11 weekly 1-hour group sessions with youth participants and 1 20-min individual session with each parent of SIHLEplus participants at some point between weeks 5 and 9 (totaling 12 weeks). All these sessions are delivered via telehealth, with participants logging in to the group virtual room by clicking on a hyperlink sent out by the group facilitator to the participant’s email address or via a text weblink. A brief session with parents was included and highlights the importance of parental communication about sex and substance use and parental monitoring, 2 central components in youth externalizing behavior treatment [37,38]. Various education delivery strategies are employed in each session, including lectures, discussions, role-play and cognitive rehearsal, skill acquisition demonstrations, and interactive games (Table 1).
Table 1. Table of contents for the SIHLEplus manual.

Modules, activities

Session One: Gender, Pride, and Self-Image

1.1 Program Intro—Introduce ground rules, SIHLEplus motto, and purpose of the group
1.2 Definition of Self-Image and Behavior—Discuss positive characteristics of young Black women
1.3 A Room Full of Sisters—Review poem discussing the uniqueness of Black women

Session Two: Influence, Relationships, and Role Models

2.1 Call Me Black Woman—Review poem to revisit pride in being a young Black woman
2.2 Magic Triangle—Introduce the relationship between one’s thoughts, emotions, and one’s reactions
2.3 Media Masquerade—Participants are shown a video and pictures to start the discussion of how the media can influence one’s behaviors and decisions. Emphasis is placed on how the media normalizes sex and drug use

Session Three: Decision Making and Peer Influences

3.1 Everyday Decision and Difficult Decision—Participants and group leader discuss the differences between a common decision (ie, what one should wear today) versus a more difficult decision (ie, should I have unprotected sex) and how those decisions can impact one’s life on various levels
3.2 What influences our Decision Making—Participants discuss potential influences of their decision making (ie, parents, peers, and media) and how potential influencers play a part in both one’s common (everyday) and difficult decisions
3.3 Identifying Situations that Involve Decisions—Participants discuss the benefits of one’s reactions and behaviors aligning with one’s self-image and the various options one has in how they react to an experience or situation

Session Four: Personal Values and Challenging Negative Views

4.1 Values: What Matters Most—Discuss individual values and how those values contribute to one’s decision making
4.2 Challenging Different Perspectives and Views—Discuss core beliefs, influences of core beliefs, and how core beliefs can influence our interpretation of and perspective in an experience
4.3 SIHLE Sistas are Special—Participants are reminded of why they are so special and unique. There is discussion about how SIHLE sistas are special because they know what is important to them, but most of all, they know how to care for themselves

Session Five: STD Knowledge

5.1 STI Knowledge—Participants are given facts about STIs that are common among teens. There is further discussion about the myths and facts surrounding the behavioral causes and contributors to STIs
5.2 HIV/AIDS Information and Facts—Participants discuss knowledge about contracting HIV/AIDS, the importance of getting tested, and where testing centers are located
5.3 Are you at Risk—Participants discuss levels of risk (ie, unsafe, safe, and safer) and the behaviors that fall in line with each individual level of risk

Session Six: Relationships

6.1 Healthy and Unhealthy Relationships—Participants discuss the differences between healthy and unhealthy relationships
6.2 A Chain Analysis: Freeze—Participants discuss the importance of slowing down the sequence of stressful events in efforts to make a better decision in response to a potentially stressful situation

Session Seven: Self-Care and Pregnancy Prevention

7.1 Taking Care of You—Participants revisit the importance of self-care, more specifically self-care in reference to safer sexual behaviors
7.2 LIPSTICK®—Participants learn the proper steps to appropriate condom use
7.3 Phenomenal Women—Participants review Phenomenal Women and discuss one’s sense of pride and Black beauty
7.4 What’s In It For You?—Participants reexamine the outcomes and benefits of choosing to engage in “safe” and “safer” behaviors

Session Eight: What is drug abuse?

8.1 What is drug abuse—Drug abuse is defined, and common drugs used among teens are discussed
8.2 Identifying the Causes of Drug Use—Common reasons for drug use among teens are discussed
8.3 Effects of Drug Abuse—Common effects of drug abuse and how the outcomes of drug abuse are initially associated with one’s original decision to use drugs are discussed
8.4 Reasons not to Abuse Drugs—Participants are reminded of why some teens use drugs and the benefits of not using drugs
8.5 Jeopardy—Participants are quizzed on the information they have learned thus far
Session Nine: Refusal Skills

9.1 KISS: Know, Indicate, State, and Stand—Participants discuss the importance of refusing unsafe sex and other high-risk behaviors

9.2 Name Game—Participants are taken through a simulated web-based party to discuss the outcomes of engaging in high-risk behaviors at the party

9.3 What Have we Learned?—Participants recap the information learned about the transmission of STDs and HIV

Session Ten: Anxiety and Anger’s Contribution to Risky Decisions

10.1 Anxiety—Anxiety is defined, and participants discuss how anxiety can impact behaviors and decisions

10.2 Explanation of Anger—Anger is defined, and participants discuss how anger can impact behaviors and decisions

Session Eleven: Communication

11.1 Three Ways to Say it—Participants define assertive, aggressive, and passive communication through role-playing. Participants also talk about the importance of assertive communication in refusing unsafe sexual behaviors

11.2 Still I Rise—Participants review poem and discuss one’s ability to overcome obstacles

11.3 Graduation! Participants are welcomed into SIHLEplus sisterhood

Parent Module

Parent Module provides support to parents about how to handle the topic of sex and the importance of parent-child communication and parental monitoring

Modules of SIHLEplus cover the following topics: gender, pride, and self-image (session 1); influence, relationships, and role models (session 2); decision making and peer influences (session 3); personal values and challenging negative views (session 4); sexually transmitted disease (STD) knowledge (session 5); stress and relationships (session 6); self-care and pregnancy prevention (session 7); substance use knowledge (session 8); refusal skills (session 9); influence of anxiety and anger on behavior (session 10); effective communication (session 11); and parent module on parent-child communication and parental monitoring (session 12). Of note, the terminology used to describe a romantic partner utilizes gender-neutral language, and discussion of safe sex practices within same-sex couples is reviewed in the content. All SIHLEplus facilitators (n=3) were formally trained in the delivery of in-person SIHLE. Group facilitator training for this study focused on adaptations in SIHLEplus and coaching on the software platform.

Measures

Usability and Acceptability

Initial usability and acceptability were assessed using recommendations to peers, content engagement, and delivery mode. Specifically, 3 single items were used to assess usability: “I would recommend this program to my friends,” “The SIHLEplus content was appropriate and engaging,” and “The videoconferencing format that was on my laptop or phone was easy to use.” Response choices ranged from strongly agree (1) to strongly disagree (5). Furthermore, CollaboRATE [39], a 3-item assessment of shared decision making in treatment, was used to assess the effectiveness of the SIHLEplus group facilitator. These items included the following: “How much effort was made to help you understand your health issues,” “How much effort was made to listen to what matters most to you about your health issues,” and “How much effort was made to include what matters most to you in choosing what to do next.” Response choices ranged from no effort at all (0) to every effort was made (9).

Baseline Risk Behaviors

Drug, alcohol, trauma, emotional regulation, and sexual risk behaviors were assessed using the DAST-10 [34,40] and the alcohol use disorders identification test (AUDIT) [41,42]; items related to sexual risk and exposure to traumatic events were assessed using the University of California at Los Angeles Posttraumatic Stress Disorder Child/Adolescent Reaction Index (UCLA-RI); and difficulties with emotion regulation were assessed using the emotion regulation questionnaire (ERQ) and difficulty in emotion regulation scale (DERS) at baseline. The DAST-10 [34] is a 10-item self-report instrument that yields an index score measuring the degree of consequences related to drug abuse. Similarly, the AUDIT is a 10-item self-report screening tool to assess alcohol consumption, drinking behaviors, and alcohol-related problems. To assess for sexual risk, questions asked are as follows: “Have you ever willingly had vaginal sex” (yes, no, prefer not to answer) and “How old were you the first time you willingly had vaginal sex?” (prefer not to answer, answer options ranged from 9 to 18 years old). The UCLA-RI [43,44] is a self-report questionnaire to screen for exposure to traumatic events in school-aged children and...
adolescents. The 15-item screener includes items that assess for child sexual or physical abuse, witnessing domestic or community violence, natural disasters, unexpected deaths, scary medical procedures, war, and serious accidents and an option to write in a traumatic event in an open text field. The ERQ [45] is a 10-item scale designed to measure participants’ tendency to regulate their emotions through cognitive reappraisal (CR) and expressive suppression (ES; eg, emotional avoidance). Each item has response options ranging from 1 (strongly disagree) to 7 (strongly agree). Both total scores and subscales were calculated by summing the respective questions. In addition, the DERS [46] is a 36-item self-report questionnaire that was administered to assess multiple aspects of emotion dysregulation. Response options for each of the DERS items range from 1 (almost never) to 5 (almost always). Both total scores and subscales were calculated by summing the respective questions.

Procedure

The research protocol was approved by the institutional review board (IRB) at the affiliated university, including a written informed consent process of all participants. The use of HIPAA-compliant Adobe Connect for the group telehealth format was used because the functionality allowed for multiple user logins from various types of devices (eg, laptops, tablets, and smartphones). The institution (Medical University of South Carolina) had already used the HIPAA-compliant Adobe Connect platform for telehealth services in a clinical manner, but IRB approval was sought for research use of Adobe Connect [33]. Before completion of the self-report questionnaires, informed consent and parental consent (aged under 18 years) were obtained. Participants (ie, adolescents) were compensated with Walmart gift cards following completion of web-based (Research Electronic Data Capture) self-report questionnaires at baseline (US $20) and postintervention (US $30).

Statistical Analyses

Quantitative Analyses

Quantitative analyses were conducted using SPSS 25. Descriptive statistics were completed to assess satisfaction with SHILEplus (Table 2) and to describe the baseline characteristics of the sample.

Table 2. Descriptive statistics of usability findings.

<table>
<thead>
<tr>
<th>Usability items</th>
<th>Indicated agree or strongly agree, n (%)</th>
<th>Value, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I would recommend this program to my friends</td>
<td>9 (100)</td>
<td>1.22 (0.55)</td>
</tr>
<tr>
<td>The SHILEplus content was appropriate and engaging</td>
<td>9 (100)</td>
<td>1.22 (0.43)</td>
</tr>
<tr>
<td>The videoconferencing format on my laptop or phone</td>
<td>7 (77.8)</td>
<td>2.06 (1.00)</td>
</tr>
<tr>
<td>was easy to use</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Participant ratings of group facilitator</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>8.39 (0.73)</td>
</tr>
</tbody>
</table>

<sup>a</sup>SHILE: Sisters Informing, Healing, Living, and Empowering.
<sup>b</sup>N/A: not applicable.

Qualitative Analyses

Usability interviews were conducted with participants post intervention (ie, who had completed the full intervention) utilizing semistructured questions, with prompts based on the participant’s responses. Content addressed usability and acceptability of the intervention and software platform (a list of semistructured questions is shown in Multimedia Appendix 1). Interviews lasted approximately 45 min and were transcribed. NVivo 12.0 software was used for data management and analysis. Analyses of the focus group data consisted of qualitative content analysis [47] informed by grounded theory [48]. Grounded theory explores participants’ unique perspectives via the identification of themes or patterns that naturally emerge from the data and the systematic classification of these themes [49]. Specifically, a 3-step inductive approach was utilized, in which the interview responses (ie, raw data) were carefully examined to develop a comprehensive codebook to capture all possible themes emerging from the data [50]. The codebook was then used by 2 independent coders to code and analyze each participant’s responses to the interview questions [47,49]. Coders were able to apply more than one code to participant responses if applicable. Interrater discrepancies were discussed and resolved by 2 independent coders. Finally, themes were refined, merged, or subdivided into subthemes. Percentages reported in the findings reflect the percentage of times that the specific themes were mentioned by all participants in the interviews.

Results

Descriptive Statistics

At baseline, 12 (25.5%) participants indicated that they had engaged in consensual vaginal sex during their lifetime. Responses for the age at the first consensual sexual intercourse ranged from 12 to 18 years. The mean age for engaging in consensual sex was 15 (SD 1.81) years. Participant responses indicated that 41.7% of those who had consensual vaginal sex reported the age of initiation of willing vaginal sex at 14 years or below (n=5). Although average scores on the DAST-10 (mean 0.33, SD 0.72) and AUDIT (mean 0.94, SD 1.43) indicated low drug and alcohol use, a total of 9 (19%) participants indicated that they had used drugs. Scores endorsed on the DAST-10 showed that 10.4% of the sample scored 2 or above, indicating problems consistent with a mild SUD. In response to exposure to traumatic events, the sample reported a range of 0 to 11 (out of potential 15), with a mean of 3.14 (SD 2.31) traumatic events experienced in their lifetime. Frequencies demonstrated that more than 50% of the sample reported experiencing 3 or more traumatic events in their lifetime, with 16.7% endorsing 6 or more traumatic events. The ERQ yielded a mean of 27.15 (SD
positive relationship skills, problem-solving skills, meditation, communication skills, safe sexual practices (condom use), learned in the program (53.7% within this theme), such as decision making. Adolescents commented on the use of skills practices (condom use), positive relationship skills, STDs, and information learned in the group arose in 31.5% of interviews.

**Initial Usability and Acceptability Findings**

Overall, participants rated the usability of SIHLEplus positively. The majority of participants indicated that they would recommend SIHLEplus to their friends, that the content was appropriate and engaging, and that the videoconferencing format was easy to use (Table 2). Furthermore, participants were able to engage with the group facilitator over the videoconferencing format and reported high facilitator engagement and effort (Table 2).

**Qualitative Results**

Four overarching themes, each with their own subthemes, emerged from the participants’ responses during the interviews. Each is described below with representative quotes provided throughout for illustrative purposes.

**Program Usage**

Discussion of program usage occurred on 15 occasions throughout the 9 interviews (14.7% of all content). Program usage included discussion of place of log-in (46.7% within this theme), including at home, in their bedroom, or in the car; ability to log in to the site (40% within this theme), including difficulties with log-in on first usage, ongoing difficulty with log-in, log-in taking a long time, or always being able to log-in; and technical concerns (13.3% within this theme), including some technical issues that needed repair. Specific comments that participants made about program usage included:

- "I logged in at home, in my room where I usually do my homework."
- "I did have problems a couple of times because of my phone. Sometimes you can't copy and paste the link into the bar. Sometimes I had to type out the whole link."

**Strengths of the Program**

Conversation regarding strengths of the program occurred on 54 occasions throughout the interviews (52.9% of all content). The reported strengths of the program included the relationships that were formed with other participants (11.1%), such as feeling comfortable with group members, liking that they were able to build relationships with similar-aged females, and liking the intimacy of the group. In addition, comments about new information learned in the group arose in 31.5% of interviews within this theme, including communication skills, safe sexual practices (condom use), positive relationship skills, STDs, and decision making. Adolescents commented on the use of skills learned in the program (53.7% within this theme), such as communication skills, safe sexual practices (condom use), positive relationship skills, problem-solving skills, meditation, coping skills or how to handle stress, decision making, and keeping sex education conversations ongoing with adolescents. Finally, adolescents liked the web-based platform (3.7% within this theme), reporting that it was more convenient and that they felt more open sharing private information on the web than they would have been in an in-person setting. Specific comments about the strengths of the program included:

- "Liked other girls my age because we all had the same ideas. Well, we were different, but we were all in the same boat and could relate easier."
- "It was pretty comfortable, I mean other than the fact that I knew one person in the group but I wasn’t, like, scared to talk about anything."
- "When it came down to the sexual stuff, when done with the STD talk, it had me sit and think, we were always having sex without a condom. I know he was locked up, but we need to practice safe sex, for STD but also to prevent pregnancies."
- "Used some skills to communicate better and some skills with best friend."
- "I also use the meditating when I am too frustrated. I don’t know why it helps, when I felt my temperature rising."

**Limitations of the Program**

Discussions of program limitations occurred on 5 occasions throughout the 9 interviews (4.9% of all content). Overall, participants noted that they would prefer if the program was offered in person (60% within this theme), that they had to miss some sessions because of other commitments (20% within this theme), and that the group setting made it difficult to share personal information (20%). Some specific comments about the limitations of the program included:

- "It was just a different way of learning, but I prefer to sit down in a room. I think I like that better."
- "I said less things in a group. I’m not up and go get it with other people...depends on how many people I knew before giving out personal information."
- "I didn’t like that I missed sometimes due to conflicts in my schedule."

**Sharing Information About the Program**

Conversation about sharing information about the program occurred on 28 occasions throughout the 9 interviews (27.5% of all content). Specifically, participants reported that they would recommend the program to a friend (14.3% within this theme) or talk with their parents about the program (17.9% within this theme). Regarding sharing information with others (60.7% within this theme), 24% stated that they had shared information with others, 18% reported that they would feel comfortable sharing information but had not yet, 12% stated that they had not shared because they did not want to, 18% did not share because they did not think it was necessary, and 18% reported that they would not feel comfortable sharing information with others. Specific comments about sharing information with others included:
I showed my best friend how to use a condom. We were having girl talk about sex and how her boyfriend doesn’t use condoms. She’s on birth control and I told her birth control isn’t 100%, but I showed her with paper and pinch the tip. Have it folded like a hat (not like a baby’s bottle because you don’t want babies). She didn’t know you could use a condom backwards.

I mean like, the friends I talk to, don’t really engage in the things we learned about so it wasn’t necessarily helpful but it was good information to have, if that makes sense.

Discussion

Principal Findings

This study assessed the usability and acceptability of SIHLEplus, a telemedicine prevention program for African American youth that targets substance use and sexual risk behaviors. Findings from this initial usability and acceptability pilot using both quantitative and qualitative results from African American adolescent girls indicated that the content was engaging and easy to use and that they would recommend the program to their friends. Furthermore, recruitment numbers show initial interest and need. Although the sample was not predominately rural, the findings from this suggest that SIHLEplus can be delivered via telemedicine in an acceptable manner and has important implications for rural youth. This is an important finding given that substance use is associated with sexual risk behaviors [15] and rural African American youth are at particular risk for substance use [2,3].

The participants reported several strengths of SIHLEplus. Participants indicated that they were able to form relationships with other participants via the telemedicine platform and that they were able to learn helpful skills. Notably, the adolescents indicated that they were more willing to share private information via telemedicine than they would have in an in-person treatment modality. This was surprising because the telemedicine delivery was only intended to assist with delivery of SIHLEplus to rural youth and not intended to enhance the treatment effects or uptake. However, this is consistent with the literature suggesting that individuals are more likely to report socially unacceptable behaviors via computer-based surveys than in-person surveys [52]. It is possible that the telemedicine platform allowed them to distance themselves from social acceptability pressures that may exist within in-person group settings. Future work is needed to test the efficacy of this SIHLEplus on substance use, sexual risk, and emotion regulation outcomes among rural youth.

Participants, in general, indicated that they would share the information learned in the program with others or that they would recommend the program to their peers. Specifically, about one-fourth of the adolescents indicated that they had already shared the skills they learned in the program, and almost all of the adolescents (94%) indicated that they would recommend the program to their friends. These findings indicate the initial usability and feasibility of SIHLEplus. Furthermore, willingness to talk with peers about these topics indicates that this does not only have the potential to reduce substance use and sexual risk behavior among those who participated, but their peers as well. Given that social norms are a strong predictor of both substance use and sexual behaviors among youth [53], this unexpected finding suggests that future work should examine the social network impacts of SIHLEplus in addition to the individual changes in substance use and sexual risk behavior.

Despite the initial acceptability and usability of SIHLEplus, there were some factors that may need to be considered before conducting a large clinical trial to test its efficacy. First, some participants indicated that they had some difficulty participating in the program because of commitments with after-school activities. Given the noted positive effects of extracurricular activities and endorsing school pride in adolescent academic achievement [54,55], the study team supported participants’ requests to be removed from the intervention. It is possible that SIHLEplus would be better adopted in states where sex education was more accepted and potentially have it as part of the school curriculum or as an extra credit activity for some courses. It is also possible that the development of a mobile health app would assuage this concern, given that it would allow adolescents to access the intervention at their convenience.

However, the participants did indicate that they enjoyed the relationships formed, so the group telemedicine component may be a crucial piece of the intervention. Future work is needed to determine the feasibility of SIHLEplus given the time constraints of adolescents. Specifically, future work is needed to determine the feasibility of SIHLEplus among rural African American girls. It is possible that there may be differential time constraints among rural youth, and this should be considered before conducting a large-scale randomized clinical trial.

The provision of prevention and treatment through telemedicine to high-risk populations may be a useful tool to use in conjunction with treatment for mental health disorders. In the sample in this study, there was particularly high endorsement of exposure to traumatic events. Given the strong association between exposure to traumatic events, substance use, and sexual risk behaviors [15,56-58], it may be worthwhile to consider whether prevention programs like this are effective at reducing exposure to subsequent potentially traumatic events. If treatment for posttraumatic stress disorder is needed, it may be possible to address posttraumatic stress symptoms in conjunction with substance use and sexual risk behaviors for rural African American youth. Emotion regulation has also been identified as a risk factor for youth who have been exposed to a traumatic event, so it is not surprising that many youth would benefit from SIHLEplus for externalizing symptoms (sexual risk reduction and substance use) and internalizing symptoms (anxiety related to traumatic stress).

Strengths and Limitations

Strengths of SIHLEplus and this usability and acceptability study include the innovation of this integrated prevention program delivered via telemedicine, allowing for participation from an at-risk group that typically does not have access to prevention programming. This study demonstrated that the internet or smartphone access as a study criterion did not lead...
to an ineligibility status for any interested potential participant. Although rural residence was not part of the inclusion criteria for this initial usability step, all participants identified as an ethnic or racial minority and thus are considered underserved populations accessing behavioral health services. Given the false misconception that rural and underserved families may not have access to resources for telemedicine delivery, the findings of this pilot study can be used to justify additional delivery of medical and health information via telemedicine.

This study only assessed the initial usability and acceptability of SIHLEplus; its feasibility and efficacy need to be established before implementation. Therefore, an important next step includes assessing both feasibility and intervention effects among at-risk rural African American adolescent girls. Consistent with approaches used to define the rural HIV epidemic in South Carolina [59], rural areas will be defined using a zip-code approximation version of the rural urban commuting area (RUCA) codes to recruit participants from RUCA codes 4 to 10 (ie, rural areas, zip-code RUCA approximation [60]).

Although this study establishes initial usability, more studies are needed to ensure that the program can be delivered to formally defined rural populations. Subsequent feasibility studies with larger samples may look into potential differences in usability themes and engagement from rural- and more urban-residing adolescents. Although rural and urbanized areas and urban clusters were helpful descriptions for the initial stages of usability, future studies could also collect socioeconomic data to ensure generalizability across several rural subpopulations. Furthermore, a large randomized clinical trial assessing the effects of SIHLEplus on sexual risk behaviors, substance use, and emotion regulation is warranted.

Conclusions
The findings from this study provide initial usability and acceptability for an integrated substance use, sexual risk, and emotion regulation program delivered via telemedicine. Although future work is needed to determine feasibility and efficacy, preliminary findings established the initial usability and acceptability of SIHLEplus.
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Abstract

Background: Peripartum depression and anxiety disorders are highly prevalent and are correlated with adverse maternal and neonatal outcomes. Antenatal care in Germany does not yet include structured screening and effective low-threshold treatment options for women facing peripartum depression and anxiety disorders. Mindfulness-based interventions (MBIs) are increasingly becoming a focus of interest for the management of such patients. Studies have shown a decrease in pregnancy-related stress and anxiety in expectant mothers following mindfulness programs.

Objective: The aim of this study was to explore the clinical effectiveness of a 1-week electronic course of mindfulness on prenatal depression and anxiety in hospitalized, high-risk pregnant women. We hypothesized that participating in a 1-week electronic MBI (eMBI) could alleviate symptoms of depression and anxiety during the hospital stay.

Methods: A prospective pilot study with an explorative study design was conducted from January to May 2019 in a sample of 68 women hospitalized due to high-risk pregnancies. After enrolling into the study, the participants were given access to an eMBI app on how to deal with stress, anxiety, and symptoms of depression. Psychometric parameters were assessed via electronic questionnaires comprising the Edinburgh Postnatal Depression Scale (EPDS), State-Trait Anxiety Inventory (STAI-S), and abridged version of the Pregnancy-Related Anxiety Questionnaire (PRAQ-R).

Results: We observed a high prevalence of peripartum depression and anxiety among hospitalized high-risk pregnant women: 39% (26/67) of the study participants in the first assessment and 41% (16/39) of the participants in the second assessment achieved EPDS scores above the cutoff value for minor/major depression. The number of participants with anxiety levels above the cutoff value (66% [45/68] of the participants in the first assessment and 67% [26/39] of the participants in the second assessment) was significantly more than that of the participants with anxiety levels below the cutoff value, as measured with the STAI-S. After completing the 1-week electronic course on mindfulness, the participants showed a significant reduction in the mean state anxiety levels (P<.03). Regarding pregnancy-related anxiety, participants who completed more than 50% of the 1-week course showed lower scores in PRAQ-R in the second assessment (P<.05). No significant changes in the EPDS scores were found after completing the intervention.

https://www.jmir.org/2020/8/e17593
Conclusions: Peripartum anxiety and depression represent a relevant health issue in hospitalized pregnant patients. Short-term eMBIs could have the potential to reduce anxiety levels and pregnancy-related anxiety. However, we observed that compliance to eMBI seems to be related to lower symptoms of pregnancy-related stress among high-risk patients. eMBIs represent accessible mental health resources at reduced costs and can be adapted for hospitalized patients during pregnancy.

(J Med Internet Res 2020;22(8):e17593) doi:10.2196/17593
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Introduction

Mental disorders are highly prevalent during pregnancy and impose a major burden for the expectant mother, her environment, and the health care system. The prevalence rate of depression has been reported to be 11%-17% in women during the peripartum period, depending on the gestational age [1,2]. For instance, using validated screening instruments, Bennett et al found that depression was prevalent in 11.1% of the women in their third trimester [1]. Apart from depression, many pregnant women show symptoms of pregnancy-related stress and anxiety. Recently, the prevalence rate of antenatal and postnatal anxiety disorders was reported to be approximately 15% [3-5]. The reasons for developing a mental disorder during the peripartum period are still not sufficiently understood. However, it is clear that pregnancy and the puerperium period are times of particular vulnerability and emotional distress. Popular interpretations of what pregnancy should be like, for example, that pregnancy is a happy time when women enjoy the satisfaction of fulfilling a reproductive role in the society, negatively affects those who are already vulnerable to distress and low moods [6,7].

Hormonal changes in pregnant women may play a major role in their emotional well-being, and associations of these hormonal changes with prolactin, steroids, and cortisol levels have been discussed previously [8,9]. If complications such as preterm labor develop during pregnancy, it can be assumed that maternal emotional distress will increase further. Worries about the course of pregnancy and the child’s health are common burdens and contribute to negative psychological reactions such as anxiety or emotional lability [10,11]. Hence, it is not surprising that available research on women hospitalized with high-risk pregnancies reports rates of anxiety and depression of up to 40% [12-14].

Peripartum mental disorders have been identified as a potential risk factor for adverse obstetric, fetal, and neonatal outcomes. Studies suggest that there is a link between untreated symptoms of depression, anxiety, or stress and increased rates of birth complications, preterm birth, and fetal or infant growth impairment [15,16]. Considering the high prevalence of mental disorders and their adverse consequences, it is all the more surprising that antenatal care does not yet include structured screening and effective treatment options for women facing this problem. In Germany, the mental health state of pregnant women so far has only been taken into account in regular care by an entry in the maternity record labeled as “mental distress.” However, this is based on a subjective assessment of the attending gynecologist and is empirically not proven. Indeed, hospitalized pregnant women are not routinely screened or offered psychological support either. Thus, mental disorders during pregnancy are overlooked in up to 80% of cases, and only 20% of those affected receive appropriate treatment [17]. In addition, affected women are difficult to reach, even with a correct diagnosis, and adequate treatment of peripartum mental disorders is particularly challenging, as drug therapy is often rejected for fear of harming the fetus [18].

Interest in mindfulness-based programs has increased substantially during the last 2 decades [19]. Several potential mechanisms underlying the efficacy of mindfulness-based interventions (MBIs) have been proposed, including exploring internal experiences such as cognitions, emotions, and sensations, affect regulation, decision-making, self-management, and relaxation [20,21]. Recent studies on MBI for pregnant women have shown generally positive effects, including decline in the symptoms of depression, anxiety, pregnancy-related stress, and increased childbirth self-efficacy [22-25].

Although the benefits of MBIs are well supported, less attention has been paid to the potential harm of MBIs. Recent studies and popular media articles suggest that mindfulness or meditation practices might have negative effects such as increased anxiety and unpleasant experiences [26,27]. However, based on the scientific literature, this aspect of MBI is not yet sufficiently understood.

Incorporating mindfulness programs in the prenatal care structure could offer vulnerable pregnant women a stigma-free strategy for addressing these issues [24]. The stigma attached to mental illness represents the major barrier to disclosure and to seeking help in the perinatal period [28]. A recent study of Moore et al showed that many women in the peripartum period were concerned about feeling like or being seen as a “bad mother” if they had a mental illness. They also feared that disclosing symptoms to a health care provider would lead to external stigma. Electronic programs could improve women’s disclosure and strengthen treatment uptake and compliance [29].

The general conclusions about the efficacy of electronic MBI (eMBI) programs cannot be drawn according to the current data on mindfulness-based stress reduction during pregnancy. Most of the related research to date lacks methodologically rigorous trials with a randomized-controlled approach [30-32]. A review evaluating the effectiveness of MBI in the perinatal period found that studies tended to focus on healthy rather than the clinical populations [31]. So far, only few studies have included psychiatrically high-risk pregnant women. The results showed...
a significant reduction in depression or anxiety scores after the intervention, while mindfulness skills increased. Moreover, the interventions appeared to have a long-term effect on the maternal-fetal attachment domain, which was measured via the maternal-fetal attachment scale [10,33]. Pregnant women engage regularly with digital health technology and they were found to be willing to participate in web-supported perinatal interventions [34]. Indeed, web-based or mobile interventions may represent a promising approach particularly for pregnant women with preterm labor whose mobility is often limited [35]. Nevertheless, studies involving electronic mindfulness programs are sparse. While several meta-analyses have assessed the effectiveness of face-to-face MBIs, evidence supporting the applicability and effectiveness of MBIs when delivered through web-based or mobile devices is clearly lacking [36,37]. A review and meta-analysis of randomized controlled trials (RCTs) estimating the overall effects of electronic MBIs on mental health showed a small but significant beneficial effects on depression, anxiety, well-being, and mindfulness. However, the effect sizes were not significantly related to the study quality [38].

The aim of our study was to investigate the effectiveness of a brief electronic 1-week course of mindfulness on prenatal depression and anxiety in a setting of hospitalized patients with high-risk pregnancies. We hypothesized that attending a 1-week eMBI course can alleviate the symptoms of depression and anxiety during the hospital stay.

**Methods**

**Recruitment of the Participants and Study Design**

This pilot study was conducted at the University Women’s Hospital in Heidelberg, a perinatal center of the highest level, performing over 2300 deliveries per year. Pregnant women hospitalized due to high-risk pregnancies were asked to participate in the study. The criteria for eligibility included age of 18 years or older, fluency in the German language, a gestational age of ≥24 and ≤34 weeks, and the ability to access the internet. Women were not eligible to participate if they were expecting multiples. In total, 90 inpatients were asked to participate, of whom 68 women agreed. The reasons for not participating included lack of interest, scheduling conflicts (clash of dates due to lack of time), or severe pregnancy complications. After enrolling in the study, every participant was provided with a tablet and free wireless internet service and access to the eMBI course (Figure 1). The app was designed and developed by an interdisciplinary team of gynecologists, psychologists, and midwives by the Institute for Women's Health Tuebingen, Germany. The study participants took part in a brief 1-week course of mindfulness through an eMBI based on the mindmom app, which is currently being examined in a prospective randomized trial (trial registration DRKS 00017210). The RCT aims to examine the clinical effectiveness and cost-effectiveness of an eMBI in a sample of pregnant women during the third trimester of pregnancy who were screened positive for emotional distress according to the Edinburgh Postnatal Depression Scale (EPDS). The screening is administered while attending ambulatory prenatal care either with a registered gynecologist or at one of the study centers. The participants were randomized in 1:1 into the intervention (eMBI) or control (usual treatment) group.

The original intervention was used prenatally in an established concept of 8 weekly 45-min sessions [39]. In this pilot study, the time frame was tightened to a 1-week version, including a total of three 45-min modules on mindfulness (Table 1). The pilot study was carried out to optimize the user-friendliness of the mobile app by making appropriate adjustments. In addition to the questionnaires, semistructured interviews were conducted. Feedback from the participants on user-friendliness and suggestions for improvement (semistructured, qualitative evaluation) were taken into account in the final concept of the content and structure of the mobile app. We chose to use an inpatient population as the convenience sample for a population at heightened risk for mental health conditions and to explore whether eMBIs could represent accessible mental health resources to support hospitalized patients during pregnancy.

---

**Figure 1.** Screenshots of the electronic mindfulness-based intervention app. The first screen shows the home screen, the second screen shows the electronic assessment of the patient reported outcomes, and the third screen shows the digital pregnancy counselor.
Table 1. Overview of the mindmom app content.

<table>
<thead>
<tr>
<th>Contents</th>
<th>Module 1 (day 1)</th>
<th>Module 2 (day 3)</th>
<th>Module 3 (day 5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Topic</td>
<td>Fears and worries about birth and parenting</td>
<td>Coping with stress</td>
<td>Me and my baby</td>
</tr>
<tr>
<td>Psychoeducation</td>
<td>Occurrence of pregnancy-related stress, emergence of mental vicious circles, individual sources of strength</td>
<td>Stress and the effects on the body (eg, during pregnancy, birth), favorable conditions for uncomplicated birth process</td>
<td>Positive effects of self-care, caring contact with the baby during pregnancy</td>
</tr>
<tr>
<td>Skills</td>
<td>Exit from the vicious circle through your own sources of strength, feel-good place</td>
<td>Encouraging sentences, reward cards</td>
<td>Contact with the baby/positive attitude toward the child, benevolent companions</td>
</tr>
<tr>
<td>Mindfulness</td>
<td>Mindful breathing</td>
<td>Mindful body scan</td>
<td>Mindful “loving kindness”</td>
</tr>
</tbody>
</table>

Through mediation of psychoeducational content and cognitive behavioral therapy-related approaches, the app teaches participants how to deal with stress, pregnancy-related anxiety, and symptoms of depression. Thus, it promotes the autonomy of the mother-to-be regarding the upcoming birth and during the initial days and weeks with the newborn. The app contains instructional videos and audio files, interactive worksheets, and a personal “skills box” to collect exercises, videos, and texts, which the participants found helpful. After the 1-week course, participants had the opportunity to continue accessing the exercises. All the participants received scientifically validated information about pregnancy and birth via a pregnancy counselor. The main topics were the physical changes in pregnancy, the birth process, pain relief during birth, bonding between parents and child, breastfeeding, and tips on the formalities related to birth. No financial compensation was offered to the participants. All questionnaires were completed digitally prior to and after the 1-week course. In addition, we gathered medical and sociodemographic data that were double-checked against the hospital records (Table 2). Data were collected via the mindmom app based on electronic patient reported outcomes.

To assess the psychometric data on depression and symptoms of anxiety, the following instruments were used: EPDS, State-Trait Anxiety Inventory (STAI), and Pregnancy-Related Anxiety Questionnaire (PRAQ).

Table 2. Questionnaire assessment.

<table>
<thead>
<tr>
<th>Visiting schedule, data captured</th>
<th>Questionnaires to be filled</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Visit 1 (day 1)</strong></td>
<td></td>
</tr>
<tr>
<td>Sociodemographic data (age, education level, marital status, income, occupation, number of children)</td>
<td>Self-designed&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Medical history (gravidity, parity, fertility treatment)</td>
<td>Self-designed</td>
</tr>
<tr>
<td>Psychiatric history</td>
<td>Self-designed</td>
</tr>
<tr>
<td>Use of the internet</td>
<td>Self-designed</td>
</tr>
<tr>
<td>Symptoms of depression and pregnancy-related anxiety</td>
<td>EPDS&lt;sup&gt;b&lt;/sup&gt;, STAI&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Fear of childbirth</td>
<td>PRAQ-R&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Visit 2 (day 7)</strong></td>
<td></td>
</tr>
<tr>
<td>Symptoms of depression and pregnancy-related anxiety</td>
<td>EPDS, STAI</td>
</tr>
<tr>
<td>Fear of childbirth</td>
<td>PRAQ-R</td>
</tr>
<tr>
<td>Feasibility and acceptance of the mindmom app</td>
<td>Self-designed</td>
</tr>
</tbody>
</table>

<sup>a</sup> The questionnaires were not validated as they were self-designed.
<sup>b</sup> EPDS: Edinburgh Postnatal Depression Scale (validated questionnaire).
<sup>c</sup> STAI: State-Trait Anxiety Inventory (validated questionnaire).
<sup>d</sup> PRAQ-R: Pregnancy-Related Anxiety Questionnaire abridged version (validated questionnaire).

**EPDS**

The EPDS is a 10-item self-rating scale that assesses the depressive symptoms during the peripartum period. It was originally developed by Cox et al in 1987 [40] and translated into German by Bergant et al [41]. The EPDS is used for research purposes and has been proven to be an efficient and effective way of identifying patients at risk for perinatal depression. With a cutoff value of 9 (EPDS>9), the sensitivity of detecting a clinically significant depression is 0.96, the specificity is 1.00, and the positive predictive value is 1.00 [40-42]. The scale reached a good to excellent internal consistency in our sample (Cronbach α=.91 in the first assessment and α=.81 in the second assessment).

**STAI**

Symptoms of anxiety are assessed with the STAI. The STAI was developed by Spielberger et al [43] and translated into...
German by Laux et al [44]. Based on Cattell’s theory of anxiety, the STAI consists of 2 scales (STAI-S [STAI-State] and STAI-T [STAI-Trait]), each comprising 20 items to separately assess anxiety as a general trait or as a temporary condition. The 2 scales can be used together or separately. The items are answered on the basis of a 4-point Likert scale; the answers (1-4) are added to the total value, with negative polarized items being reversed. A total value of 20 implies “absolute absence of anxiety” and a maximum score of 80 means “highest level of anxiety” [45]. The STAI was validated for pregnancy by Grant et al [46]. The best cutoff of the STAI for perinatal samples was found to be 40, which matches the original cutoff [43]. The scale reached a good to excellent internal consistency in our sample (STAI-S: Cronbach $\alpha = .95$ at first and $\alpha = .93$ at second assessment; STAI-T: Cronbach $\alpha = .89$ at first and $\alpha = .91$ at second assessment).

**PRAQ**

Pregnancy-related anxiety is assessed with the PRAQ. The questionnaire was originally developed by van den Bergh [47] and abridged by Huizink et al (PRAQ-R). It consists of 10 items. The response categories range from “never applicable” to “very strong/very often true” on a 5-point Likert scale. The items are added to a total sum score (maximum score 10), with a higher sum score indicating a higher level of pregnancy-related anxiety. In our sample, the PRAQ-R showed an acceptable to good internal consistency with a Cronbach $\alpha$ of .84 at the first assessment and $\alpha$ of .76 at the second assessment for the whole instrument.

**Statistical Analyses**

All analyses were conducted using the SPSS software (IBM Corp, v. 24.0.0.0). Since the distributions of the self-report scales did not deviate from the normal distribution ($P > .18$ in Kolmogorov-Smirnov-test), we chose a parametric analysis strategy for the parametric variables. Due to scale-specific amounts of the missing values, the number of valid cases varies between the analyses. We considered sociodemographic data (eg, age), medical data (eg, gestational age), and the self-report data (eg, EPDS) for this procedure. The missing completely at random test results were not significant ($\chi^2_{341}=334.4, P = .59$), indicating that missing values were at random and that subpopulations were representative for the total sample [48].

First, the descriptive statistics of the sample characteristics in the relevant sociodemographic, medical, and self-reported variables were reported according to the levels measured. Second, the frequency of the cases scoring above the EPDS cutoff (>9) were compared to the expected frequency (11.1%) according to the review of Bennet et al [1] by using the chi-square test. The same analysis was used to determine the frequency of the women scoring above and below the STAI cutoff (>40) for equality. Third, the EPDS, STAI, and PRAQ-R scores were tested for a decline between the first and second measurements by using two-tailed $t$ tests for paired samples. Finally, high versus low treatment compliance was tested for differences regarding the symptom levels by using $t$ tests for independent means. The two-sided critical $\alpha$-error was set to $\alpha = .05$. Due to the exploratory nature of the analyses, the $\alpha$ errors were not Bonferroni-adjusted. To estimate the effect sizes, we computed $\omega^2 = \chi^2/N$ for chi-square tests and $\omega^2$ for $t$ tests. $\omega^2$ is a population-based estimator of the explained variance. $\omega^2=0.01$ or $\omega^2=0.01$ is interpreted as small effects, $\omega^2=0.09$ or $\omega^2=0.06$ as medium-sized effects, and $\omega^2=0.25$ or $\omega^2=0.14$ as large effects [49].

**Results**

**Sociodemographic Data, Medical Data, and Self-Reports**

In total, 68 hospitalized pregnant women were included in the study, 39 of whom completed the full 1-week electronic mindfulness course. The most common diagnoses of the participants are listed in Table 3. Of the 68 participants, the information for 1 participant regarding the diagnosis for hospitalization was missing; therefore, the information of 67 participants is provided in Table 3. A total of 29 participants who completed the baseline visit were lost to follow-up. Thus, the overall completion rate was 57% (39/68). The nonparametric sociodemographic characteristics of the study population are summarized in Table 4. The parametric demographic, medical, and self-report data are summarized in Table 5.
Table 3. Cases diagnosed at admission for hospitalization (N=67, multiple answers possible).

<table>
<thead>
<tr>
<th>Diagnosis at admission</th>
<th>Valid cases, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cervical insufficiency</td>
<td>27 (40)</td>
</tr>
<tr>
<td>PROM\textsuperscript{a}/premature labor</td>
<td>19 (28)</td>
</tr>
<tr>
<td>IUGR\textsuperscript{b}/oligohydramnios</td>
<td>10 (15)</td>
</tr>
<tr>
<td>Vaginal bleeding</td>
<td>8 (12)</td>
</tr>
<tr>
<td>Infections</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Placental disorder</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Fetal malformation</td>
<td>4 (6)</td>
</tr>
<tr>
<td>Polyhydramnios</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td>3 (4)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (13)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}PROM: prelabor rupture of membranes.

\textsuperscript{b}IUGR: intrauterine growth restriction.
Table 4. Analysis of the nonparametric sample characteristics.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Nonparametric data</th>
<th>Valid cases, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Civil status</strong></td>
<td></td>
</tr>
<tr>
<td>Married and living together</td>
<td>49 (73)</td>
</tr>
<tr>
<td>Married and living apart</td>
<td>1 (1)</td>
</tr>
<tr>
<td>Single</td>
<td>17 (25)</td>
</tr>
<tr>
<td><strong>Number of children</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>40 (59)</td>
</tr>
<tr>
<td>1</td>
<td>23 (34)</td>
</tr>
<tr>
<td>(\geq 2)</td>
<td>5 (7)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Lower secondary qualification</td>
<td>5 (7)</td>
</tr>
<tr>
<td>Higher secondary qualification</td>
<td>22 (32)</td>
</tr>
<tr>
<td>University entrance qualification</td>
<td>41 (60)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>33 (48)</td>
</tr>
<tr>
<td>Part-time</td>
<td>9 (13)</td>
</tr>
<tr>
<td>Full-time</td>
<td>26 (38)</td>
</tr>
<tr>
<td><strong>Income (1 €=1.15 USD)</strong></td>
<td></td>
</tr>
<tr>
<td>(&lt;1500) €</td>
<td>18 (27)</td>
</tr>
<tr>
<td>1500-4999 €</td>
<td>39 (59)</td>
</tr>
<tr>
<td>(&gt;5000) €</td>
<td>9 (14)</td>
</tr>
<tr>
<td><strong>Gravidity</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>30 (44)</td>
</tr>
<tr>
<td>2</td>
<td>27 (40)</td>
</tr>
<tr>
<td>(\geq 3)</td>
<td>11 (16)</td>
</tr>
<tr>
<td><strong>Parity</strong></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>39 (58)</td>
</tr>
<tr>
<td>1</td>
<td>23 (34)</td>
</tr>
<tr>
<td>(\geq 2)</td>
<td>5 (7)</td>
</tr>
<tr>
<td><strong>Outpatient psychiatric psychotherapeutic treatment</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>53 (78)</td>
</tr>
<tr>
<td>Earlier</td>
<td>14 (21)</td>
</tr>
<tr>
<td>Current</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Inpatient psychiatric/psychotherapeutic treatment</strong></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>60 (91)</td>
</tr>
<tr>
<td>Earlier</td>
<td>5 (8)</td>
</tr>
<tr>
<td>Current</td>
<td>1 (2)</td>
</tr>
<tr>
<td><strong>Current mental illness</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>64 (97)</td>
</tr>
<tr>
<td>Yes</td>
<td>2 (3)</td>
</tr>
<tr>
<td><strong>Mental illness in family</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>50 (75)</td>
</tr>
<tr>
<td>Yes</td>
<td>17 (25)</td>
</tr>
</tbody>
</table>
### Table 5. Analysis of the parametric sample characteristics.

<table>
<thead>
<tr>
<th>Parametric data</th>
<th>Sample size (n)</th>
<th>Range</th>
<th>Mean (SD)</th>
<th>Standard error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maternal age (years)</td>
<td>68</td>
<td>22-41</td>
<td>32.07 (4.74)</td>
<td>0.58</td>
</tr>
<tr>
<td>Weight before pregnancy (kg)</td>
<td>68</td>
<td>30-138</td>
<td>70.32 (19.77)</td>
<td>2.40</td>
</tr>
<tr>
<td>Body height (cm)</td>
<td>68</td>
<td>150-183</td>
<td>165.19 (6.93)</td>
<td>0.84</td>
</tr>
<tr>
<td>Current weight (kg)</td>
<td>68</td>
<td>42-146</td>
<td>79.87 (19.11)</td>
<td>2.32</td>
</tr>
<tr>
<td>Gestation age (weeks)</td>
<td>63</td>
<td>24-34</td>
<td>30.17 (3.17)</td>
<td>0.40</td>
</tr>
<tr>
<td>EPDS(b) score (T1)(b)</td>
<td>67</td>
<td>0-25</td>
<td>8.39 (5.59)</td>
<td>0.68</td>
</tr>
<tr>
<td>EPDS score (T2)(c)</td>
<td>39</td>
<td>3-20</td>
<td>8.62 (4.13)</td>
<td>0.66</td>
</tr>
<tr>
<td>STAI-S(d) score (T1)(d)</td>
<td>68</td>
<td>28-79</td>
<td>46.66 (11.54)</td>
<td>1.40</td>
</tr>
<tr>
<td>STAI-S score (T2)</td>
<td>39</td>
<td>29-65</td>
<td>43.81 (10.09)</td>
<td>1.62</td>
</tr>
<tr>
<td>STAI-T(e) score (T1)(e)</td>
<td>68</td>
<td>22-53</td>
<td>38.18 (8.01)</td>
<td>0.97</td>
</tr>
<tr>
<td>STAI-T score (T2)</td>
<td>39</td>
<td>24-54</td>
<td>38.43 (8.46)</td>
<td>1.36</td>
</tr>
<tr>
<td>PRAQ-R(f) score (T1)(f)</td>
<td>68</td>
<td>10-40</td>
<td>22.83 (7.31)</td>
<td>0.89</td>
</tr>
<tr>
<td>PRAQ-R score (T2)</td>
<td>39</td>
<td>10-39</td>
<td>20.69 (6.09)</td>
<td>0.98</td>
</tr>
</tbody>
</table>

\(a\)EPDS: Edinburgh Postnatal Depression Scale. 
\(b\)T1: first assessment. 
\(c\)T2: second assessment. 
\(d\)STAI-S: State-Trait Anxiety Inventory (State scale). 
\(e\)STAI-T: State-Trait Anxiety Inventory (Trait scale). 
\(f\)PRAQ-R: Pregnancy-Related Anxiety Questionnaire abridged version.

### Tests on the Distribution of the Cases Below and Above Cutoffs

Table 6 shows the observed and expected case numbers for the EPDS, the STAI-S, and the STAI-T cutoffs at both assessments. The chi-square tests were highly significant for the EPDS at both assessments \(P<.001\) with large empirical effects \(\omega^2=0.778\) at first and \(\omega^2=0.908\) at second assessment). With \(39\%\) (26/67) of the participants at the first assessment and \(41\%\) (16/39) of the participants at the second assessment scoring above the cutoff \(>9\), there were significantly more participants with depressive symptoms in the sample than expected \(11.1\%). The chi-square tests were also significant for the STAI-S at both assessments \(P=.008\) at first and \(P=.04\) at second assessment) with medium-sized empirical effects \(\omega^2=0.105\) at first and \(\omega^2=0.111\) at second assessment). With \(66\%\) (45/68) of the
participants at the first assessment and 67% (26/39) of the participants at the second assessment scoring above the cutoff (>40), there were significantly more state anxious participants in the sample than expected (34/68; 50%). The chi-square tests were not significant for the STAI-T at either assessment ($P=0.22$ at first and $P=0.63$ at second assessment). With 42.6% (29/68) of the participants at the first assessment and 46.2% (18/39) of the participants at the second assessment scoring above the cutoff (>40), the number of trait anxious participants was not significantly higher in the sample than expected (34/68; 50%). The power to find large effects in this analysis was sufficient for large effects ($\omega^2=0.25$, $1-\beta=0.98$ at the first and $1-\beta=0.87$ at the second assessment). However, medium-sized ($\omega^2=0.01$, $1-\beta=0.70$ at the first and $1-\beta=0.47$ at the second assessment) and small effects ($\omega^2=0.01$, $1-\beta=0.13$ at the first and $1-\beta=0.10$ at the second assessment) cannot sufficiently be ruled out.

Table 6. Chi-square tests on the distribution of the cases below and above the cutoffs.

<table>
<thead>
<tr>
<th>Assessments, cutoffs</th>
<th>Observed cases (n)</th>
<th>Expected cases (n)</th>
<th>Chi-square ($df$)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPDS(^a) (T1)(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤9</td>
<td>41</td>
<td>60</td>
<td>52.1 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;9</td>
<td>26</td>
<td>7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EPDS (T2)(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤9</td>
<td>23</td>
<td>35</td>
<td>35.4 (1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;9</td>
<td>16</td>
<td>4</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAI-S(^d) (T1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>23</td>
<td>34</td>
<td>7.1 (1)</td>
<td>.008</td>
</tr>
<tr>
<td>≥40</td>
<td>45</td>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAI-S (T2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>13</td>
<td>20</td>
<td>4.3 (1)</td>
<td>.04</td>
</tr>
<tr>
<td>≥40</td>
<td>26</td>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAI-T(^e) (T1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>39</td>
<td>34</td>
<td>1.5 (1)</td>
<td>.22</td>
</tr>
<tr>
<td>≥40</td>
<td>29</td>
<td>34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAI-T (T2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;40</td>
<td>21</td>
<td>19.5</td>
<td>0.2 (1)</td>
<td>.63</td>
</tr>
<tr>
<td>≥40</td>
<td>18</td>
<td>19.5</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)EPDS: Edinburgh Postnatal Depression Scale.
\(^b\)T1: first assessment.
\(^c\)T2: second assessment.
\(^d\)STAI-S: State-Trait Anxiety Inventory (State scale).
\(^e\)STAI-T: State-Trait Anxiety Inventory (Trait scale).

Tests on the Changes Between the First and Second Assessments

Table 7 summarizes the descriptive and inferential results of the paired sample $t$ tests on the changes between the first and the second assessment in the subsample of 39 participants who were eligible at both assessments. No significant change was found in the EPDS, STAI-T, or PRAQ-R scores ($P>.20$). The power to detect large ($\omega^2=0.14$, $1-\beta>.99$) and medium-sized effects ($\omega^2=0.06$, $1-\beta=0.86$) was sufficient for these analyses. At the same time, with a power of $1-\beta=0.23$, small effects ($\omega^2=0.01$) cannot be ruled out. However, the STAI-S scores significantly declined for these patients between the first and the second assessments ($P=.03$) with a small effect of $\omega^2=0.051$ (ie, 5.1% of the variance of the changes between the first and the second assessment can be explained by the passing of time).
Table 7. Results of the paired sample t tests on the changes between the first and second assessments (n=39).

<table>
<thead>
<tr>
<th>Assessments</th>
<th>Mean (SD)</th>
<th>Standard error</th>
<th>t (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPDS&lt;sup&gt;a&lt;/sup&gt; score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1&lt;sup&gt;b&lt;/sup&gt;</td>
<td>8.41 (4.77)</td>
<td>0.76</td>
<td>-0.370 (38)</td>
<td>.71</td>
</tr>
<tr>
<td>T2&lt;sup&gt;c&lt;/sup&gt;</td>
<td>8.62 (4.13)</td>
<td>0.66</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAI-S&lt;sup&gt;d&lt;/sup&gt; score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>46.65 (11.35)</td>
<td>1.82</td>
<td>2.277 (38)</td>
<td>.03</td>
</tr>
<tr>
<td>T2</td>
<td>43.81 (10.09)</td>
<td>1.62</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAI-T&lt;sup&gt;e&lt;/sup&gt; score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>38.60 (7.39)</td>
<td>1.18</td>
<td>0.325 (38)</td>
<td>.75</td>
</tr>
<tr>
<td>T2</td>
<td>38.43 (8.46)</td>
<td>1.36</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PRAQ-R&lt;sup&gt;f&lt;/sup&gt; score</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>21.63 (6.08)</td>
<td>0.97</td>
<td>1.317 (38)</td>
<td>.20</td>
</tr>
<tr>
<td>T2</td>
<td>20.69 (6.09)</td>
<td>0.98</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>EPDS: Edinburgh Postnatal Depression Scale.
<sup>b</sup>T1: first assessment.
<sup>c</sup>T2: second assessment.
<sup>d</sup>STAI-S: State-Trait Anxiety Inventory (State scale).
<sup>e</sup>STAI-T: State-Trait Anxiety Inventory (Trait scale).
<sup>f</sup>PRAQ-R: Pregnancy-Related Anxiety Questionnaire abridged version.

Differences Between High and Low App Engagement Regarding Symptom Levels

To examine the differences between the high and low app engagement regarding the symptom levels at the second assessment, we defined a group of participants that completed more than 50% of the 1-week course modules. Furthermore, we dummy coded noncompliant as “0” and compliant as “1” for >50% of all the 3 modules. There was no significant difference between high (8.96 [SD 4.30]) and low app engagement (8.30 [SD 4.05]) regarding EPDS scores at the second assessment (t<sub>37</sub> =–0.49, P =.62). Moreover, there were no significant differences regarding the STAI-S scores (t<sub>37</sub> =–0.60, P =.55) or the STAI-T scores (t<sub>37</sub> =–0.60, P =.55) at the second assessment between high (STAI-S: 44.82 [SD 10.56]; STAI-T: 39.26 [SD 8.81]) and low app engagement (STAI-S: 42.85 [SD 9.79]; STAI-T: 37.63 [SD 8.27]). The power to find large effects in these analyses was insufficient for large (ω² =0.14, 1–β =.68), medium-sized (ω² =0.06, 1–β =.33), and small effects (ω² =0.01, 1–β =.09). Consequently, the effects of any size cannot sufficiently be ruled out.

However, a significant, medium-sized difference regarding PRAQ-R scores was observed at the second assessment (t<sub>37</sub> =2.03, P =.05). If participants completed more than 50% of all the modules, they had significantly lower PRAQ-R scores (18.74 [SD 4.49]) than those with low app engagement (22.54 [SD 6.90]) at the second assessment. Overall, 7.4% (ω² =0.074) of the PRAQ-R score variance at the second assessment can be explained by the group variable “high vs low app engagement.”

Discussion

Principal Results

In our study, the prevalence of depression and anxiety among hospitalized high-risk pregnant women was found to be high. At the baseline assessment, 39% (26/67) of the study participants achieved EPDS scores above the cutoff value for a minor/major depression and 66% (45/68) of the women had high levels of anxiety as measured with the STAI-S. Therefore, our results reinforce the findings of previous studies on depression and anxiety disorders in perinatal populations demonstrating regularly higher EPDS and STAI scores than the expected ranges in nonpregnant populations [50]. In our study, we used a meta-analysis including 19,284 patients for comparison that reported EPDS scores ≥10 in 11.7% and 11.1% of the women in the second and third trimester, respectively [1]. Regarding anxiety symptoms during pregnancy, recent reviews found pooled prevalence rates of 15%-23% across trimesters [5,51]. The study selection of these reviews was restricted to samples of pregnant women recruited through general obstetric/prenatal units. By contrast, our sample included hospitalized high-risk pregnant patients, in whom prevalence rates are considerably higher.

When compared to recently published studies with inpatient samples, we found similar tendencies for anxiety and depression levels during pregnancy. Regarding antenatal depression assessed via the EPDS, a study in Singapore found that the rate of major depression in a sample of high-risk pregnancies (11%) was higher than that in an unspecified obstetric risk cohort (4.3%) [14]. Dagklis et al presented similar results with high
depression rates of 24.3% and 28% in 2 different high-risk pregnancy unit samples [52,53]. The scores in our sample exceed the aforementioned study results considerably, with up to 41% (16/39) of the participants reaching or exceeding the EPDS cutoff value. In a recent study examining depression, anxiety, and attachment among women hospitalized in an antepartum unit, screening identified over one-third (36%) of the participants to be at risk for depression (EPDS score ≥10) and almost half (47%, 46/98) reported elevated state anxiety (STAI-S ≥40) [54]. Likewise, Barber and Starkey showed that hospitalized pregnant women had significantly higher state anxiety levels, with 47% of the women showing STAI-S scores above the cutoff compared to normative data from nonpregnant samples [55]. These results are in line with our sample, with STAI-S scores >40 for 66% (45/68) of the participants.

In direct comparison, it becomes clear that hospitalized pregnant women represent a vulnerable group, showing rates of anxiety and depression more than three times greater than those reported in nonclinical samples. Despite the high rates of anxiety and depressive symptoms, a surprisingly low number of participants were receiving mental health treatment. In inpatient obstetric settings, where access to individual psychotherapy is often extremely limited, eMBIs could provide an easily accessible support option. Incorporating low-threshold eMBIs not only in hospital care but also in outpatient practices could minimize the stigma of starting mental health treatment.

**Measurement Tools**

For our sample, we decided to choose a cutoff value of >40 for STAI and a cutoff value ≥9 for EPDS, which is in line with that reported in recent studies on the use of EPDS and STAI as valid screening tools for depression and anxiety during pregnancy. Tendais et al found optimal cutoffs for STAI-S as 40 and EPDS as 9 during pregnancy [56]. Regarding the accuracy of the EPDS in identifying depression and other mental disorders, Howard et al reported a likelihood ratio of 9.8 for the EPDS [3]. The fact that the EPDS also performs well in screening for depression and anxiety in high-risk pregnant women was confirmed by Thigayson et al, who recommended further psychiatric assessments for women with a score ≥9, as found in our study [14]. For the STAI, Barnett and Parker recommended cutoffs of high (≥40), moderate (32-33), or low (<25) anxiety on the basis of the mean trait scores of a sample of 94 primiparae [57]. Grant et al found that a cutoff >40 for both state and trait scales yielded optimal sensitivity (80.95%), specificity (79.75%), and positive predictive value (51.5%) to determine cases of anxiety in the third trimester of pregnancy [46]. In our sample, there were 59% (40/68) primiparae, and the mean gestational age was 30.14 weeks; thus, the values compare well. In all, the EPDS and STAI prove to be effective screening tools that are frequently used in studies including high-risk pregnant women.

**Effectiveness of eMBI in Reducing Anxiety**

The latest reviews about eMBI during pregnancy suggest that web-based interventions targeted at improving mental health may be beneficial during the peripartum period. However, the findings and their generalizability are limited both by the heterogeneity of the interventions and study designs and by methodological limitations. Pooled results of non-RCTs reporting outcomes on anxiety, depression, and perceived stress showed a significant benefit for the mindfulness group, but this review found no differences between the mindfulness intervention and control groups in RCTs [58]. Another review showed significant reductions in depression, anxiety, and stress by means of preanalyses and postanalyses, each with small to medium effect sizes [31]. However, between-group analyses failed to find any significant postintervention benefits of MBIs in comparison to control conditions.

In our pilot study without a comparison group, a significant reduction in the mean state anxiety levels was found after completing the 1-week eMBI (P<.03). Recent studies including other MBIs during pregnancy found similar effects with significantly lower STAI scores (P<.001) after interventions such as yoga, music therapy, or progressive muscle relaxation [50,59]. Compassion-focused therapy represents another promising approach for effectively treating depression and anxiety in perinatal populations [60]. The equivalence of compassionate mind training on the constructs of self-confidence, inadequate self-criticism, and self-compassion and the superior performance of compassionate mind training in reducing depression and anxiety scores in the latest studies suggest that compassion-focused therapy offers additional benefits beyond the current gold standard of cognitive behavioral therapy [61,62].

**App-Related Patient Engagement**

As one of our key results, we found a small, yet significant reduction in the mean state anxiety levels after completing the 1-week electronic course of mindfulness (P<.03). Concerning engagement with the app, participants who completed more than 50% of all the 3 modules showed lower scores for the PRAQ-R at the second assessment (P<.05). Our sample population showed an overall completion rate of 57% (39/68). We decided to consider an individual completion rate of more than 50% of the overall module in at least 2 of 3 course modules as compliant, as similar cutoffs have been used before. For instance, previous studies on mindfulness-based programs have considered participants who completed at least 50% of sessions as having fulfilled an adequate minimum amount of the course [30]. Hence, our compliance rate is comparable to that reported in similar studies, which reported even lower compliance rates from 21% to 35% [30,63]. Regarding the nature of this very specific study population, the majority of the dropouts can be explained by hospital discharge before the second assessment. Women who are no longer considered to be at high risk of preterm delivery might not see any reason to continue the eMBI, as they have already experienced symptom relief due to the end of hospitalization. Nonetheless, the overall dropout rate of the course was high (29/68, 43%). The reasons for dropout included discharge from the hospital, actually giving birth prematurely, severe stress and concerns, or adverse pregnancy complications. Studies have shown that although face-to-face mindfulness courses for pregnancy have demonstrated good levels of adherence to the course with completion rates of over 85% [39], adherence after online courses tended to be more difficult. The reasons for low levels of motivation might include rare contact...
with the treatment team/researchers or a lack of social support from the other participants [30].

Limitations
As our pilot study design is not an RCT, the changes in the mean state anxiety levels after the 1-week course of mindfulness cannot be clearly attributed to the eMBI. Urech et al [35] assessed the efficacy of a web-based cognitive behavioral stress management training in women with preterm labor and found no significant differences in the psychological parameters between the intervention and the control group (based on distraction). They hypothesized that the psychological well-being improves automatically during the course of pregnancy since participants in both groups showed lower stress-related psychological levels [35]. However, another study suggested that differences in the mean change of the STAI scores between the intervention and control groups were not solely due to feelings and symptoms changing as gestation progresses [50]. Considering the length of the eMBI, most studies report an average duration of 6-8 weeks of intervention [23,39]. In comparison, our 1-week electronic mindfulness course may seem rather short. However, a course duration of 8 weeks would be unsuitable for inpatients. Newham et al already proved that even a single session of yoga reduced both the subjective and physiological measures of state anxiety (STAI-S and cortisol), and this class-induced reduction in anxiety remained at the final session of the intervention [64]. Likewise, studies examining the immediate effects of an intervention reported significantly lowered STAI scores after a single session of complementary therapy-based interventions. The mean post-intervention scores were consistently significantly lower than the baseline intervention scores after all single-session interventions [50]. These facts underscore our results and demonstrate that short-term interventions can be beneficial, especially for those who have the greatest need. However, the small sample size limits the statistical power to detect the effects as well as the generalizability. The large number of statistical tests used in this study increases the global error; thus, random effects cannot be ruled out sufficiently.

Conclusions
Peripartum anxiety and depression are highly relevant health issues in hospitalized pregnant patients. Despite high prevalence rates and the patients’ need for regular mental health support, only a very small proportion receives adequate treatment. In this pilot study, we could show that our 1-week course of mindfulness may be an effective brief intervention that could have the potential to positively influence childbirth anxiety and pregnancy-related stress among high-risk patients. eMBIs may provide an easily accessible and effective means to support pregnant women in managing anxiety and stress during their inpatient stay and beyond. RCTs with confirmatory analyses in larger samples are needed to confirm the effectiveness of mindfulness in promoting perinatal mental health and to study the potential for harm in mindfulness-based programs.
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Abstract

Background: Hypertension is a prevalent and costly burden in the United States. Clinical pharmacists within care teams provide effective management of hypertension, as does home blood pressure monitoring; however, concerns about data quality and latency are widespread. One approach to close the gap between clinical pharmacist intervention and home blood pressure monitoring is the use of mobile health (mHealth) technology.

Objective: We sought to investigate the feasibility, acceptability, and preliminary effectiveness of BPTrack, a clinical pharmacist-led intervention that incorporates patient- and clinician-facing apps to make electronically collected, patient-generated data available to providers in real time for hypertension management. The patient app also included customizable daily medication reminders and educational messages. Additionally, this study sought to understand barriers to adoption and areas for improvement identified by key stakeholders, so more widespread use of such interventions may be achieved.

Methods: We conducted a mixed methods pilot study of BPTrack, to improve blood pressure control in patients with uncontrolled hypertension through a 12-week pre-post intervention. All patients were recruited from a primary care setting where they worked with a clinical pharmacist for hypertension management. Participants completed a baseline visit, then spent 12 weeks utilizing BPTrack before returning to the clinic for follow-up. Collected data from patient participants included surveys pre- and postintervention, clinical measures (for establishing effectiveness, with the primary outcome being a change in blood pressure and the secondary outcome being a change in medication adherence), utilization of the BPTrack app, interviews at follow-up, and chart review. We also conducted interviews with key stakeholders.

Results: A total of 15 patient participants were included (13 remained through follow-up for an 86.7% retention rate) in a single group, pre-post assessment pilot study. Data supported the hypothesis that BPTrack was feasible and acceptable for use by patient and provider participants and was effective at reducing patient blood pressure. At the 12-week follow-up, patients exhibited significant reductions in both systolic blood pressure (baseline mean 137.3 mm Hg, SD 11.1 mm Hg; follow-up mean 131.0 mm Hg, SD 9.9 mm Hg; P=0.02) and diastolic blood pressure (baseline mean 89.4 mm Hg, SD 7.7 mm Hg; follow-up mean 82.5 mm Hg, SD 8.2 mm Hg; P<0.001). On average, patients uploaded at least one blood pressure measurement on 75% (SD 25%) of study days. No improvements in medication adherence were noted. Interview data revealed areas of improvement and refinement for the patient experience. Furthermore, stakeholders require integration into the electronic health record and a modified clinical workflow for BPTrack to be truly useful; however, both patients and stakeholders perceived benefits of BPTrack when used within the context of a clinical relationship.
Conclusions: Results demonstrate that a pharmacist-led mHealth intervention promoting home blood pressure monitoring and clinical pharmacist management of hypertension can be effective at reducing blood pressure in primary care patients with uncontrolled hypertension. Our data also support the feasibility and acceptability of these types of interventions for patients and providers.

Trial Registration: ClinicalTrials.gov NCT02898584; https://clinicaltrials.gov/ct2/show/NCT02898584

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.8059

( J Med Internet Res 2020;22(8):e19882 ) doi:10.2196/19882
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Introduction

Hypertension is a prevalent and costly burden in the United States, affecting about 116.4 million adults ≥20 years of age, and resulting in approximately $55.9 billion in estimated annual direct and indirect costs from 2014-2015. Poor rates of control exacerbate these concerns; of those affected, only about 50% of people achieve blood pressure control, and another 20% remain unaware of their condition [1]. Hypertension is a key risk factor for heart disease and stroke, which are the first and fifth leading causes of death in the US, respectively [2]. Thus, the identification of strategies to manage hypertension is vital to public health in the US. In 2017, the American College of Cardiology/American Heart Association implemented new hypertension guidelines defining hypertension as ≥130/80 mm Hg, lowering the threshold from the ≥140/90 mm Hg defined by the seventh report of the Joint National Committee on Prevention, Detection, Evaluation, and Treatment of High Blood Pressure (JNC7). As a result, the prevalence of hypertension among US adults increased from 31.9% to 45.6% [3], making this an even more salient health problem to address.

Clinical pharmacists, who assist patients in managing chronic conditions in primary care clinics [4,5], provide effective management of hypertension [6,7]. Another strategy for hypertension management is home blood pressure monitoring [8-12], although concerns about data quality and latency are widespread in instances where patients maintain paper-based logs for self-monitoring [13-15]. One approach to close the gap between clinical pharmacist intervention and home blood pressure monitoring is the use of mobile health (mHealth) technology. Since about 96% of American adults have a cell phone, 81% have a smartphone, and the rate of smartphone adoption is growing [16], mHealth interventions may be a viable technique to increase the efficacy of clinical pharmacist care and home blood pressure monitoring.

The current mHealth landscape is limited by applications that do not support bidirectional patient-provider communication or automatic transmission of electronic data from home blood pressure monitors in real-time. However, a bidirectional intervention that allows for the immediate upload of electronic data has the potential to increase the number of hypertensive patients a clinical pharmacist could assist, as well as improve the quality of blood pressure management for patients.

The goal of this study was to investigate the feasibility, acceptability, and preliminary effectiveness of BPTrack, a clinical pharmacist-led intervention that makes electronically collected data available to the pharmacist in real-time for hypertension management. The bidirectional intervention supports both home blood pressure monitoring and medication adherence for patients with uncontrolled hypertension. The study also aimed to understand barriers to adoption and areas for improvement identified by key stakeholders so that more widespread use of such interventions may be achieved, and further research can occur.

Methods

The BPTrack study protocol has been described elsewhere [17]; however, key elements are summarized below. All methods used in this study were approved by the University of Michigan Institutional Review Board (HUM00105772).

Study Design

We conducted a one-group design, pre-post pilot study of BPTrack, a clinical pharmacist-led mHealth intervention, intending to improve blood pressure control in patients with uncontrolled hypertension through a 12-week pre-post intervention. All patients were recruited from a primary care setting where they received treatment from a clinical pharmacist at the recruiting clinic site for hypertension management. Participants completed a baseline visit at the recruiting clinic, then spent 12 weeks utilizing the intervention at home before returning for a follow-up visit.

Recruitment

Patient participants were recruited from a Family Medicine clinic associated with a large Midwestern academic medical center. The clinic site serves a majority blue-collar, underserved African American and Hispanic population, and hypertension is a commonly treated chronic disease at the site. Recruitment occurred through two primary procedures: recruitment flyers distributed by clinic staff to potential patient participants and targeted recruitment letters. Further details of these recruitment methods are described elsewhere [17]. All patient participants received $25 cash and were allowed to keep the Bluetooth-enabled blood pressure monitor (Welch Allyn Remote Monitoring Upper Arm Blood Pressure Device RPM-BP100), worth approximately $100, to incentivize study completion. Data from the trial portion of the study were collected between December 2016 and September 2017.

Stakeholder participants were recruited through the purposive sampling of individuals affiliated with the BPTrack program.
or health care providers for enrolled patients. Solicitation letters or emails were sent to medical assistants, physicians, a nurse, and the current and former director of the Family Medicine clinic site, as well as the study pharmacist who managed blood pressure care for patient-participants during the study.

Eligibility Screening and Consent
All potential patient participants were screened for eligibility through a phone interview. Once deemed eligible, candidates were scheduled for the baseline visit, where written informed consent was obtained by research staff and baseline data collection commenced.

Inclusion Criteria
To be eligible for participation, patients had to be English speakers, ≥18 years of age, possess a smartphone compatible with the mobile intervention, have a diagnosis and history of uncontrolled hypertension (systolic blood pressure >140 mm Hg and/or diastolic blood pressure >90 mm Hg with repeated measurements), under the care of a primary care physician at the recruiting clinic, and taking at least one antihypertensive medication.

Exclusion Criteria
Exclusion criteria included age >65 years or previously established with a cardiology or clinical pharmacist for hypertension management. Exclusions also applied to those who were pregnant, had existing medical conditions that would make blood pressure control difficult or required frequent hospitalization. Disqualifying conditions included resistant hypertension, steroid-dependent asthma or emphysema, cirrhosis or hepatic failure, stage C or D chronic heart failure, stage IV or V chronic kidney disease, and terminal cancer or ongoing chemotherapeutic or radiation therapy. Patients were also excluded if they had other serious medical conditions that would inhibit their ability to self-monitor their blood pressure, such as stroke or dementia.

BPTrack Intervention
The BPTrack intervention consisted of two different mobile applications, one for the patient participant and one for the clinical pharmacist, developed by Tactio Health Group and customized from their TactioRPM Platform. BPTrack was the fully automated patient-facing smartphone app for iOS and Android, and BPTrack Pharm was the mobile application for iPad used by the clinical pharmacist. Together, these applications allowed real-time electronic home blood pressure monitoring and medication adherence tracking so that the clinical pharmacist had access to reliable and timely data. As the apps are not publicly available, participants were granted access by study staff after trial enrollment. The apps were provided free to users for use during the trial, and taking at least one antihypertensive medication.

Patient Surveys
Patients completed investigator-developed surveys at baseline and 12 weeks. The baseline survey collected demographics, health status, hypertension history, self-reported medication adherence and use, and other characteristics. The 12-week follow-up survey also collected self-reported medication adherence and use, as well as perceptions of feasibility, acceptability, and effectiveness of the BPTrack intervention. The baseline and 12-week follow-up survey both took approximately 10 to 15 minutes to complete.

Clinical Measures
Blood pressure and medication adherence, as measured by pill counts, were assessed by research staff in the clinic at baseline and 12 weeks. Blood pressure measurements were gathered using manual blood pressure cuffs by trained research staff. Staff also educated patients on best practices for measuring blood pressure, including sitting upright with feet flat on the ground, keeping the measuring arm at heart height, and not having moved for 5 minutes.

Patient Utilization of the BPTrack App
Patient utilization of the BPTrack app was documented in a variety of ways. Home blood pressure readings were extracted from the BPTrack Secured Cloud and analyzed for blood pressure trends, as well as compliance with self-monitoring protocols. As previously described, patients were asked to take their blood pressure three times per sitting, twice a day. Any text logs sent from within the app from the participants to the pharmacist were extracted as well.

Patient Interviews
To more fully understand patient participant perceptions of the BPTrack program, we conducted semistructured interviews at the 12-week follow-up. Semistructured interviews lasted 2-32 minutes.

Patient Participant Chart Review and Abstraction
We conducted a chart review to abstract data to document patients’ health care utilization during the study period. Data abstracted from patient charts included the visit date, diagnoses, and as part of onboarding to reach out to study staff using the study hotline with any questions, comments, or to report any adverse events. The study manual also included safety instructions related to symptoms or repeat measurements indicating hypotensive or hypertensive emergencies.

The clinician-facing app provided the pharmacist with a dashboard view of all enrolled patients and a summary of their recent blood pressure readings, as well as individual page views for each patient, with full access to patient-generated blood pressure data. The clinical pharmacist was instructed to use their best clinical judgment in the interpretation of the BPTrack Pharm data and the appropriate clinical follow-up.

Data Collection
Data were collected in a variety of ways to determine the feasibility and acceptability of this mHealth intervention. Data collection methods are described elsewhere [17] and summarized below.

Exclusion criteria included resistant hypertension, steroid-dependent asthma or emphysema, cirrhosis or hepatic failure, stage C or D chronic heart failure, stage IV or V chronic kidney disease, and terminal cancer or ongoing chemotherapeutic or radiation therapy. Patients were also excluded if they had other serious medical conditions that would inhibit their ability to self-monitor their blood pressure, such as stroke or dementia.
type (phone, in-person, or secure messaging) and reason for the visit, location, whether the visit was with the pharmacist or another provider, medication changes, and blood pressure measurements taken during the encounter.

**Stakeholder Interviews**

Finally, we invited key stakeholders (physicians, pharmacist, clinic medical director, clinic nurses) to participate in semistructured interviews. These interviews focused on hypertension management, the use of mHealth for hypertension management, how BPTrack was (or could be) used within the clinic, perceived effects of BPTrack, barriers to BPTrack use and implementation, and suggestions for improvement of the program.

**Statistical Analysis**

Descriptive statistics were compiled for patient characteristics, perceptions of BPTrack, self-reported medication adherence, blood pressure, pill counts, and app and health care utilization. Categorical data were displayed as frequencies and percentages, and chi-square tests were used for comparison. Systolic and diastolic blood pressures were expressed as mean (SD), and pre- and postintervention blood pressure means were compared using 2-tailed paired-samples $t$ tests. The effect of clinical pharmacist contact, other health care utilization, and app utilization with changes in blood pressure levels were assessed using Pearson correlations. Available patient characteristics were assessed regardless of study completion; however, only participants who completed the study were included in the analysis of pre-and postmeasures.

Qualitative thematic analysis of patient and stakeholder interviews was performed [18]. We used the concepts of feasibility, acceptability, and effectiveness as a guiding framework for analysis. Two coders analyzed the patient interviews by coding all transcripts, reviewing line-by-line, and resolved initial disagreements to develop an initial codebook. We revised the codebook when clarifications were needed or new categories arose. Finally, we examined code patterns to identify themes related to feasibility, acceptability, and effectiveness. As a validity check, we searched for disconfirming evidence for each theme to challenge themes against the data.

**Results**

We enrolled 16 patients in the BPTrack pilot study; however, one patient was immediately withdrawn after informed consent, but before collecting study measures, as the home blood pressure cuff did not fit the patient’s arm properly. Improper fit of the blood pressure cuff would have led to inaccurate home blood pressure readings. The remaining 15 patients had a mean age of 52.2 years (SD 6.0), and were predominantly male (53.3%; 8/15), married (66.7%; 10/15), employed (73.3%; 11/15), and had a high school or less education (46.7%; 7/15), an annual household income <$50,000 (46.7%; 7/14), and private insurance (60.0%; 9/15). On average, participants had been living with hypertension for 12.1 years (SD 11.2), and the majority were on two antihypertensive medications (53.3%; 8/15). See Table 1 for a complete list of participant demographics. On average, participants had a mean systolic blood pressure of 137.3 mm Hg (SD 11.1) and mean diastolic blood pressure of 89.4 mm Hg (SD 7.7) at baseline. Out of 15 enrolled participants, we lost 2 to follow-up, as we were unable to reach them to complete final data collection assessments (86.7% retention).
Table 1. Participant demographics (N=15).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>52.2 (6.0)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>7 (46.7)</td>
</tr>
<tr>
<td>Male</td>
<td>8 (53.3)</td>
</tr>
<tr>
<td><strong>Income, n (%)</strong></td>
<td>N=14</td>
</tr>
<tr>
<td>&lt;50K</td>
<td>7 (50.0)</td>
</tr>
<tr>
<td>50K-100K</td>
<td>3 (21.4)</td>
</tr>
<tr>
<td>100K+</td>
<td>4 (28.6)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>10 (66.7)</td>
</tr>
<tr>
<td>Black</td>
<td>3 (20.0)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (13.3)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married/living as married</td>
<td>10 (66.7)</td>
</tr>
<tr>
<td>Divorced/never married</td>
<td>5 (33.3)</td>
</tr>
<tr>
<td><strong>Insurance, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>9 (60.0)</td>
</tr>
<tr>
<td>Medicaid/Medicare</td>
<td>6 (40.0)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>7 (46.7)</td>
</tr>
<tr>
<td>Some college/2-year degree</td>
<td>4 (26.7)</td>
</tr>
<tr>
<td>Bachelor’s degree +</td>
<td>4 (26.7)</td>
</tr>
<tr>
<td><strong>Employment, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Employed/self-employed</td>
<td>11 (73.3)</td>
</tr>
<tr>
<td>Retired/on disability</td>
<td>4 (26.7)</td>
</tr>
<tr>
<td><strong>Baseline health, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Very Good</td>
<td>2 (13.3)</td>
</tr>
<tr>
<td>Good</td>
<td>8 (53.3)</td>
</tr>
<tr>
<td>Fair</td>
<td>4 (26.7)</td>
</tr>
<tr>
<td>Poor</td>
<td>1 (6.7)</td>
</tr>
</tbody>
</table>

**Feasibility**

Across multiple sources of data, we found the use of BPTrack to be feasible within a primary care clinic.

**Participant Utilization of BPTrack**

The BPTrack protocol asked participants to measure their blood pressure two times per day, with three measurements at each sitting, for a total of 6 daily measurements. All participants were given at least 12 weeks (84 days) between their initial and follow-up visits to upload data, and most uploaded well into the 12th week of the study period. Because not all follow-up visits occurred on day 84, participants had varying numbers of days in the study and were encouraged to continue to measure their blood pressure until the end-of-study visit. Use of BPTrack varied widely across the 13 participants who completed the study; the majority of people (n=11) uploaded at least one blood pressure measurement on 60 or more days, ranging between 13 and 93 days across participants (Figure 1). The average number of days uploading data was 66.4 (SD 22.2).
The number of measurements uploaded per day by any given person ranged between 1 and 12, with the average being 4.6 (SD 1.5). The most common number of measurements were 3 (27.7% of all days) and 6 (40% of all days). In terms of adherence to the monitoring protocol, we examined total compliance (6 measurements per day) as well as partial compliance (1-5 measurements per day) for all 13 completers. The number of days of total compliance for each participant ranged from 0 to 75, and the number of days where participants logged at least one reading ranged from 13 to 93 days. On average, participants uploaded at least one measurement on 75% (SD 25%) of study days. Also, on average, participants were fully compliant 40.1% (SD 28%) of the days between baseline and follow-up.

**Participant Perceptions of Feasibility**

Findings from patient surveys consistently showed that the use of BPTrack was feasible. The majority of participants agreed or strongly agreed that the program was easy to use (92.3%; 12/13), that learning to use BPTrack was easy (92.3%; 12/13), and that they tried to use BPTrack every day (92.3%; 12/13). Moreover, most patients did not find it challenging to incorporate the information from the application into their blood pressure management (92.3%; 12/13), and most patients did not find the integration of the blood pressure monitor and their cell phone to be confusing (84.6%; 11/13). Only 1 participant (7.7%; 1/13) indicated that using BPTrack took up too much of their time.

Findings from our semistructured patient interviews confirmed that patients viewed BPTrack overall as feasible for use within a clinical relationship. Generally, patients were able to utilize the BPTrack functions as designed, reporting, “I had no problems with the program” and “I just liked that it kept me informed. I could just open it up and look at it.” Although patients saw BPTrack as a whole as feasible for use within primary care, two themes arose related to improving app function and adherence challenges. Patients recommended changes to the blood pressure cuffs, sync, and message functions to improve ease of use. While many patients reported that the blood pressure cuffs “worked well” and were “very sturdy,” one patient requested a larger cuff size and stated that the cuff tended to overinflate. Additional concerns expressed by multiple patients included trouble syncing or pairing their blood pressure cuff:

*The… phone would unsync from the blood pressure. (Um-hm) And it would take several tries. Even though it said it paired, it did not pair. […] So I tried, you know, 5, 6, 7 times.*

A few patients requested improvements to messaging. One suggestion was to allow custom messages:

*Um, I had my own way of managing all that, you know. ‘Cause I have other things I like to remind myself of, and… to have yet another… set a notifications. And I turned it off. I, uh… I know you can’t do it in the app, but I can have, on Android I, you can, you know, force the notifications to stop. (Right) And I did. (Okay) So I, I turned ‘em all off.*

Another patient pointed out that direct communication from the application to the medical record would be beneficial:

*I’m not a reporting type person. So… it would be better for my health care, if… It all just went straight to the medical record, and my doctor could just pull up my blood pressure reading.*

Finally, several participants noted they had trouble adhering to the blood pressure monitoring protocol, which is not surprising given the BPTrack utilization statistics reported above. One concern was simply remembering to take blood pressure:
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... sometimes it was... it was easy to, to forget to do it in the morning.

I did have to keep the monitor, like on a table, so that I would remember to do it, (Right) on a regular basis. I didn’t, if I didn’t see it, I wouldn’t think about it, so.

Patients also expressed concerns about keeping the routine for the long term:

I don’t know that I could take my blood pressure 3 times... every morning, and 3 times every night, for the rest of my life...”

It was kinda hard for me to sit down and take my blood pressure at 2 different times. But, so I did it all, I generally at the same time most days.

Stakeholder Perceptions of Feasibility

Despite our best efforts to recruit multiple stakeholders for semistructured interviews after the BPTrack pilot was complete, we only enrolled 1 pharmacist and 1 primary care physician. The stakeholders’ recognized the potential advantages of the BPTrack program. In particular, the physician indicated that “we have so many resources” and that BPTrack could “be part of the clinic workflow” with some minor adjustments. The physician even noted that something like BPTrack could “open up time for other stuff. I mean, we spend a lot of time... follow-ups, nurse visits for [blood pressure checks].” However, despite the feasibility and benefit of integrating BPTrack into routine practice, the stakeholders also indicated a few notable reservations, including the accuracy of readings, patient adherence, and a desire for data to transfer directly from BPTrack into the electronic health record (EHR).

In many ways, the physician’s and pharmacist’s perceptions of feasibility were similar. The physician explained, “I think it’s good to have, but I think we’re gonna see that it’s not... for everybody.” The physician indicated that better clinical decisions could be made when an accurate home blood pressure logs were available, either through a program such as BPTrack, or otherwise. Similarly, the pharmacist pointed out the utility of collecting the patient log in a mobile device: “It’s a very portable record because they almost always have their phone […] and they could share it with whoever they’re seeing.” However, they both raised concerns about accuracy. The physician pointed out the importance of using the cuff correctly: “Make sure the blood pressure cuff is... they’re doing it right at home.” Moreover, the pharmacist also noted concern with home blood pressure monitors in general: “I wish that they were more accurate; more consistent.”

Ensuring ease of use and minimal burden are critical to improving adherence. Regarding the application specifically, the physician explained:

It has to be very simplistic, especially for our older patients. So, I worry that if they have to type in their readings, that they’re gonna put... you know, wrong numbers.

The physician and pharmacist echoed patients’ concerns about the long-term sustainability of frequent monitoring. In terms of the desired frequency of home blood pressure testing, the physician and pharmacist suggested monitoring three times per week. The physician explained the potential burden of maintaining the twice-daily regimen long-term and suggested that “Ideally, 3 times a week... All at the same time [of day],” was more maintainable and useful.

“I think... like anything else it... when it starts, the patient might be very... motivated [...] maybe at the beginning it’s really exciting, but after time people just... not really interested in using it.

Similarly, the pharmacist said: “I think once a day is awesome... if that’s asking too much, I think 3 days a week is usually sufficient.”

Finally, a concern was noted that the data from the application did not go directly into the EHR. The provider had to manually enter blood pressures and calculate averages, which was less than ideal. The pharmacist recommended:

I would love to be able to do that functionality, you know, just import that and have it... average them out for me.

The pharmacist went on to add:

The parts that we still need to work on are... getting that data into [the EHR]... Relying on a provider to log into a secondary system... long term is going to be very difficult.

Lowering the provider-side burden of managing the data will be necessary, mainly through integration with the EHR.

Acceptability

Participant Perceptions of Acceptability

Patients self-reported a high degree of acceptability towards the BPTrack program with the majority indicating that they are satisfied with the program (92.3%; 12/13), the program was easy to learn (92.3%; 12/13) and use (92.3%; 12/13), and would like to continue using the program (84.6%; 11/13). Fully 100% (13/13) of participants who completed the follow-up assessment indicated that they liked being able to keep track of their blood pressures visually, they liked knowing someone was watching over their blood pressure in between clinic visits and would recommend BPTrack to others. Lending support for our pharmacist-led approach, only 23.1% (3/13) of participants agreed or strongly agreed that they would prefer that their doctor oversee their blood pressure. Only 7.7% (1/13) agreed that they had concerns about the privacy of their data.

Findings from our semistructured patient interviews confirmed that patients viewed BPTrack as acceptable for use within a clinical relationship. Thematic analysis revealed that participants were pleased with the program:

It was good. I enjoyed bein’ able to see... day to day what my blood pressure was and... you know, seein’ how I was improving, as I was takin’ the medication and stuff.

Another patient appreciated the convenience of checking blood pressure outside of a clinic:
Uh, the thing that I liked the most about the program was that it was in an environment that wasn’t at a doctor’s office… I could… check my blood pressure in a usual state, either work, or home, or whatever. And I think that it gave a more accurate representation of what my blood pressure was like than to do it at a doctor’s office where I’m always… uh, stressed out.

Patients indicated they would continue to use the application if offered: “Uh, just that I, I would, if it was offered, you know, full time, I would, I would sign up for it.” Participants reported positive feedback regarding timeline and personalized blood pressure feedback:

It was… interesting. And… very informative, I thought, because I’m new to high blood pressure. And… um… it was neat to see the trends.

So without this app, I wouldn’t know… what my blood pressure was yesterday or the day before that…

A patient participant appreciated the timeliness of the information: “Before I… usually didn’t see my blood pressure till uh… the next, uh, visit, uh, to my doctor.” Participants also commonly reported the reassurance of having a health care professional monitor their incoming data:

And so I really… liked that part of it, where… it kept it recorded for me. And it was nice to know that it was… being read by a professional. You know, somebody that could help me if it did go out a whack.

Because of the increased monitoring by a health care professional, several participants reported that they had a more positive view of their medication regimen:

I just feel like I’m … uh, having, taking my medication based more on… on real blood pressure readings than a one or two-time visit to the doctor.

Despite positive views on the BPTrack program, participants noted a few areas for improvement. In particular, the daily medication reminders, as implemented, were not well-liked by all. Some complaints concerned the frequency of reminders:

The reminders were really nice at the beginning. But then… got annoying because, like I already know to take my blood pressure medicine at the same time every day. So the repetitiveness of it just got annoying.

Others suggested tailoring reminders and information beyond medication reminders:

I don’t know the messages were kinda you know, generic.

There’s a lot of little things that might get somebody to adjust their… their medication. But they only, um they only seem to address forgetting.

**Stakeholder Perceptions of Acceptability**

Both the physician and pharmacist indicated their acceptance of incorporating the BPTrack application into practice. The physician appreciated access to blood pressure readings:

(II) would be a benefit because… we could do a lot more pharmacotherapy management like that [and] if we can have that information available to us, then it should help us take better control of our patients.

In addition, the physician elaborated that extracting home blood pressure readings verbally from patients during office visits was time-consuming and often not representative of actual readings.

The pharmacist also appreciated access to readings, commenting that when logs are available, it was appealing to provide the patient with their data: “It’s a very cool, um… system to record blood pressures, so that patients have a record.” However, the pharmacist expressed reservations about timely reporting of elevated readings:

I wasn’t checking the app every single day […] I didn’t get enough, I guess, warning or that there was a problem.

**Preliminary Effectiveness**

**Effect of BPTrack on Blood Pressure and Medication Adherence**

At 12 weeks follow-up, patients exhibited significant reductions in both systolic blood pressure (baseline mean 137.3 mm Hg, SD 11.1 mm Hg; follow-up mean 131.0 mm Hg, SD 9.9 mm Hg; \( P = .02 \)) and diastolic blood pressure (baseline mean 89.4 mm Hg, SD 7.7 mm Hg; follow-up mean 82.5 mm Hg, SD 8.2 mm Hg; \( P < .001 \)). Regarding medication adherence, at 12-week follow-up, the effect of BPTrack as measured by the Adherence to Refills and Medications scale was negligible and not significant (baseline 23.7 points, follow-up 23.1 points, \( P = .45 \)). During this trial, 3 of our 13 participants had hypertension medications either removed from their treatment plan or had dosages lowered. Changes in systolic and diastolic blood pressure were not significantly associated with app utilization measures. There was a significant correlation between the number of hypertension-related encounters (\( r = 0.77, P = .002 \)) and the number of encounters with the clinical pharmacist (\( r = 0.65, P = .02 \)) and change in systolic blood pressure. In both instances, individuals with more encounters saw a greater reduction in their systolic blood pressure. There was no correlation with the number of encounters that were not hypertension-related (\( r = 0.47, P = .11 \)), nor was there an association with change in diastolic blood pressure and any of the health care utilization measures.

**Participant Perceptions of Effectiveness**

The majority of patients reported that using BPTrack was a benefit to their overall health (92.3%; 12/13), that BPTrack helped them to get their blood pressure under control (69.2%; 9/13), and helped them remember to take their medications (61.5%; 8/13).

Findings from our semistructured patient interviews confirmed that patients perceived BPTrack as useful in a variety of ways. Specifically, patients indicated that BPTrack helped raise their awareness of their hypertension and helped them to make behavior changes, such as eating healthfully, managing medications, and reducing stress.
Patients discussed how awareness helped them to consider what they were eating and make adjustments:

> When I saw the different times of days and, and how that, how it varied across the day, um, you know, which got me thinkin’ about what I, maybe what I was eating throughout the day and then the types of food.

A specific example was sodium intake:

> It created an awareness within me to really pay attention to my diet, my salt intake, the types of food and, and become more involved with my overall health.

Despite some of the suggestions to go beyond medication reminders, some patients reported the program was helpful for medication management:

> Helped me remember to take my medication for one thing.
> Um, just heavy monitored. [The pharmacist] was able to make some adjustments, and we were able to delete some medication and increase some medication and get everything to a nice manageable level.

Other patients used the data to recognize the causes of stress by taking readings more frequently than office visits:

> It’s very telling, I thought. I was able to… uh… distinguish a difference in my blood pressure, uh, based on my stress at work. (Um-hm) You know, when, when my work was more stressful, my blood pressure was definitely hanging out higher area, than it was, uh, when my work was less stressful… I never would have found out if I was taking my blood pressure manually or waited until I came to a doctor to have it taken.

Another patient explained being able to act more quickly to reduce stress:

> It gave me the information [Systolic Blood Pressure] was 140, so I need to relax. It will be better after I get some rest. It kept me alerted as to what I should be doing. As opposed to not knowing at all what the blood pressure was. ‘Cause I felt the same the whole time through. I could never tell if my blood pressure was up or not.

**Stakeholder Perceptions of Effectiveness**

The physician and pharmacist both thought that BPTrack would have definite benefits when integrated into routine practice; however, both noted that solutions such as BPTrack cannot stand alone and need to be used in conjunction with standard care. While the physician felt it could be helpful, a concern was over-reliance on BPTrack to manage hypertensive patients:

> Using this BP method, I worry that they won’t be seen for long periods of time. Or that we’ll… start throwing too many meds without having an adequate follow-up.

The physician also explained that regular visits are necessary and help the patient to feel more open to talking:

> I still think patients should come in and be seen and, even if everything’s fine […] just a regular physical, making sure they’re taking their meds appropriately, that they’re not having any side effects, sometimes these things you won’t, they won’t tell you over the phone.” […] They’ll be more… likely to talk about their side effects or issues that they’re struggling with in person.

The pharmacist focused on how the application lent itself to improved patient education:

> I liked that it graphs the numbers out for them, that it color-codes them. I think it helps patients learn, um, what’s good and what’s not good in terms of blood pressure control.

**Healthcare Utilization**

Throughout the 12-week intervention, the 15 participants had 122 points of contact with their primary care clinic or the emergency department (mean 8 points of contact; range 4-20 points of contact). Of these points of contact, one involved a patient who presented to the emergency room experiencing symptoms associated with high blood pressure due to medication nonadherence and was treated accordingly. Most of the points of contact (78.7%; 96/122) included a hypertension-related focus (provider-initiated follow-ups to monitor BP, medications, symptoms, side effects, etc). These hypertension-related points of contact were conducted predominantly via phone (64.6%; 62/96), with in-person (33.3%; 32/96) and email (2.1%; 2/96) contacts occurring less frequently. Many of these points of contact are attributed to the increased blood pressure management oversight by our study pharmacist, as 76.0% (73/96) were contacts with our study pharmacist. Moreover, during the 12-week intervention, a total of 20 hypertension medication adjustments were made across our 15 participants (range 0-5 medication changes per participant), 70% (14/20) of which were made by the study pharmacist. Reasons for medication changes included adding or removing medications and dose adjustments.

The number of contacts with the study pharmacist (r=0.65, P=.02), number of hypertension-related encounters (r=0.77, P=.002), and number of encounters resulting in hypertension medication changes (r=0.68, P=.01) were all positively correlated with a change in systolic blood pressure. Given the high level of collinearity between clinical scientists and hypertension-related encounters and med changes as well as the small sample size adjusted analyses were not feasible.

**Discussion**

Our pharmacist-led, mHealth supported approach to hypertension management shows great promise for helping to reduce blood pressures among uncontrolled hypertensive patients within primary care, as we have found this approach to be feasible, acceptable, and effective among patient and stakeholder participants.
Feasibility

Like other recent digital health interventions for hypertension that use home blood pressure monitors, patients found BPTrack relatively easy to learn and use [19]. Complaints noted by patient participants largely related to issues that could be easily addressed through refining the app itself, as well as usage protocol. These issues include refinements to the BPTrack interface, documentation and protocols for the app and blood pressure cuff syncing, and the in-app messaging. Despite the burden placed on patient participants for self-monitoring, adherence to a minimum of daily self-monitoring was surprisingly high in this pilot, with participants self-monitoring their blood pressure at least once a day on 75% of the days in the study; however, criticism from patient participant concerning the self-monitoring protocol, which required three separate measurements twice daily, were common. Participants found the self-monitoring protocol to be laborious and time-consuming. Our decision to include such a rigid monitoring protocol was made because these were the monitoring guidelines in place at the University of Michigan at the time the study took place and followed guidance commonly recommended to patients by other institutions [20,21]. Interviews with health care providers revealed that despite those monitoring guidelines, they did not see the need to have that much data available, and the protocol would be likely laborious to patients. In reality, both providers agreed independently that self-monitoring blood pressure three times per week was sufficient. Furthermore, both providers noted concerns about the accuracy of home blood pressure cuffs, and regular calibration or comparison against clinic blood pressure cuffs was important to ensure the data was useful, with the pharmacist also noting that ensuring proper fit was essential. These are issues that have been established in the literature with clinicians expressing concern about home blood pressure monitoring and the use of inaccurate devices, adherence to protocols, or patient ability to interpret data [14]. As the use of remote blood pressure monitoring becomes more common within a clinical context, health systems should look to professional organizations such as the American Medical Association, for recommendations on how to engage patients in a way that maximizes data quality and patient care [22].

Providers were also united in their belief that tools such as BPTrack must integrate with other health information technology (IT) systems, namely the EHR, to be truly useful. As noted in several other studies, when systems contain patient data but do not integrate with the EHR, their usability is severely limited due to incompatibility with workflow [23-25]. In an ideal world, future research would seek to evaluate the efficacy of BPTrack or a BPTrack-like intervention, that is seamlessly integrated with the EHR to promote continuity of care and to leverage the collected data within the full care team.

As noted, the two participating providers suggested several concerns about the long-term feasibility of incorporating BPTrack or similar interventions into routine clinical practice. Our current clinical environment, and existing clinical workflows, are not designed to utilize digital interventions such as these. Most primary care practices in the United States do not have embedded clinical pharmacists, let alone the technological infrastructure needed to support this type of intervention.

In addition to reimagining workflow to support the expansion of digital health, well-designed protocols to address the inherent ethical concerns need to be established by health systems. For example, the pharmacist in the present pilot study expressed concerns about response times to concerning blood pressure values and a lack of a consistent alert system embedded in the EHR. Although the data was available to view, the pharmacist was unable to allocate time to review blood pressure values consistently. Integration into the workflow will become increasingly essential as mHealth interventions are scaled up. Also of concern is identifying the correct health care professional to review and respond to incoming patient-generated data. In the present study, we utilized a clinical pharmacist, but perhaps a medical assistant or personnel hired and trained to interact with this type of data specifically would be better suited [26].

Acceptability

Qualitative and quantitative data reveal that patients found BPTrack to be acceptable for use. As noted, participants had high degrees of satisfaction with the program and would like to continue using the program. In particular, participants report that they found it valuable to see their blood pressure data, both daily as it was measured, and as a longitudinal trend. These observations are consistent with constructs such as self-regulation theory (on which this intervention is built) [17], which suggests that individuals engage in a dynamic feedback loop where they synthesize information about past behavior and integrate that information into goals and motivation to change future behaviors. Self-monitoring and self-reflection are key components of this dynamic feedback loop and are directly supported by the BPTrack intervention [27].

In addition to general thoughts on the acceptability of BPTrack, participants expressed their sense of satisfaction and safety in knowing their blood pressure measurements were being monitored by a health care professional who could make changes to their medication regimens. For some, this was noted as increasing satisfaction with the actual treatment plan, which may have downstream consequences for medication adherence [28]. For reasons of logistics, cost, reimbursement, and liability, many mHealth apps circumvent the health care system by focusing solely on consumer-facing apps; however, this pilot study demonstrates that individual patients have a real appetite to engage with their health care team through tools such as BPTrack rather than basic patient portals or EHRs. Likewise, on the whole, the two providers we spoke with agreed that there were benefits to engaging with patients through BPTrack for issues such as guiding treatment, although they were quick to point out concerns with an overreliance on the tool. Concerns were largely focused on implementation concerns (how to fit BPTrack into existing clinical workflow and health IT systems) as well as ethical considerations (issues related to liability and the responsibility to patients and their data). Regardless, expanded use of digital tools is likely to feature prominently in the future of health care, and implementation factors (including
developing proper protocols to address ethical concerns) have been noted as the biggest hurdle facing expansion [26].

**Effectiveness**

After 12 weeks, patients exhibited significant reductions in both systolic and diastolic blood pressure, both of which are considered clinically meaningful. Our finding of efficacy in this pilot study is supported by literature demonstrating the benefit of pharmacist-led [6,29-32] and self-monitoring interventions [32,33] for hypertension management. Not only were blood pressure outcomes improved at the end of 12 weeks, but patients’ perceptions of the effectiveness of BPTrack were noted in qualitative interviews.

Despite improvements in blood pressure and the presence of medication reminders within the BPTrack app, it is particularly interesting to note that our patients exhibited no significant improvements in medication adherence, which contributes to the already mixed literature on the effectiveness of mobile medication reminders [34-37]. Our adherence measures may not be sensitive enough to identify changes, which is a potential limitation of this study. It is also possible that medication adherence did not change, as we noted, but that participants engaged in other behavior changes that were not assessed as a result of their participation in BPTrack (increased physical activity or improvements in diet). Without knowing the mechanism through which participants managed to lower their blood pressure, it is difficult to identify how BPTrack led to improved blood pressure outcomes at 12 weeks, which is typical of black box interventions such as this.

**Limitations**

This study was not without limitations. Given that the BPTrack intervention was available only to participants with smartphones, there are inherent digital-divide concerns. It should be noted though that smartphone adoption is exceedingly high (about 81% of American adults) and increasing; however, smartphone adoption is still lagging among individuals 65+ years of age (53%), with less than a high school education (66%), with annual household incomes <$30,000 (71%), and who live in rural areas (71%) [16]. Moreover, in the present study, our participants were quite heterogeneous in terms of socioeconomic status. Future work should seek to identify how this type of intervention fares with more disparate groups. Members of the study team are conducting a large randomized controlled trial of a home-based blood pressure self-monitoring intervention among uncontrolled hypertensive African Americans recruited from urban emergency departments and community settings (NCT02955537). Although this is not a pharmacist-led intervention, it does target a population that typically suffers from great health disparities, and who are more apt to be negatively impacted by the digital divide. This study was also limited by the research design, which was a simple one-group, pre-post design with no control group, as well as a short-term follow-up (12 weeks).

Moreover, the small sample size of both patients and stakeholders limits our findings. Future work should seek to look at longer-term implications, with larger sample sizes of patients and stakeholders, of a digital health intervention embedded within clinical care to determine whether the positive effects might be sustained over time. Finally, as with all packaged interventions, it is not clear which intervention components may have individually, or as a set, contributed to the positive reductions in patient participant blood pressure. Given that pharmacist-led interventions are efficacious [38-40], we do not know what the value add of the BPTrack app was. As we all desire to keep health care costs in check, future work should seek to understand whether the technology component added benefit above and beyond pharmacist-led interventions for managing hypertension that did not include technology, as well as to conduct cost-effectiveness studies of interventions like BPTrack, as well as pharmacist-led interventions without technology.

**Conclusions**

Our results demonstrate that a pharmacist-led mHealth intervention that promotes home blood pressure monitoring and clinical pharmacist management of hypertension can be effective at reducing systolic and diastolic blood pressure in primary care patients with uncontrolled hypertension. Our data also support the idea that these types of interventions are feasible and acceptable to patients and providers and are effective at improving health outcomes. There is a need for more robust trials of digital health interventions integrated into routine clinical care to more robustly determine potential effectiveness, as well as guided investigations to more fully understand how to implement these types of interventions into clinical practice thoughtfully.
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Abstract

Background: Chronic fatigue syndrome/myalgic encephalomyelitis (CFS/ME) in adolescents is common and disabling. Teenagers in the United Kingdom are more likely to recover if they access specialist care, but most do not have access to a local specialist CFS/ME service. Delivering treatment remotely via the internet could improve access to treatment.

Objective: This study aims to assess (1) the feasibility of recruitment and retention into a trial of internet-delivered specialist treatment for adolescents with CFS/ME and (2) the acceptability of trial processes and 2 web-based treatments (to inform continuation to full trial).

Methods: This study is an internal pilot for the initial 12 months of a full randomized controlled trial (RCT), with integrated qualitative methods (analysis of recruitment consultations and participant and clinician interviews). Recruitment and treatment were delivered remotely from a specialist pediatric CFS/ME treatment service within a hospital in South West United Kingdom. Adolescents (aged 11-17 years) from across the United Kingdom with a diagnosis of CFS/ME and no access to local specialist treatment were referred by their general practitioner to the treatment center. Eligibility assessment and recruitment were conducted via remote methods (telephone and on the web), and participants were randomized (via a computer-automated system) to 1 of 2 web-based treatments. The trial intervention was Fatigue in Teenagers on the InterNET in the National Health Service, a web-based modular CFS/ME-specific cognitive behavioral therapy program (designed to be used by young people and their parents or caregivers) supported by individualized clinical psychologist electronic consultations (regular, scheduled therapeutic message exchanges between participants and therapist within the platform). The comparator was Skype-delivered activity management.
with a CFS/ME clinician (mainly a physiotherapist or occupational therapist). Both treatments were intended to last for up to 6 months. The primary outcomes were (1) the number of participants recruited (per out-of-area referrals received between November 1, 2016, to October 31, 2017) and the proportion providing 6-month outcome data (web-based self-report questionnaire assessing functioning) and (2) the qualitative outcomes indicating the acceptability of trial processes and treatments.

Results: A total of 89 out of 150 (59.3% of potentially eligible referrals) young people and their parents or caregivers were recruited, with 75 out of 89 (84.2%) providing 6-month outcome data. Overall, web-based treatment was acceptable; however, participants and clinicians described both the advantages and disadvantages of remote methods. No serious adverse events were reported.

Conclusions: Recruiting young people (and their parents or caregivers) into an RCT of web-based treatment via remote methods is feasible and acceptable. Delivering specialist treatment at home via the internet is feasible and acceptable, although some families prefer to travel across the United Kingdom for face-to-face treatment.

Trial Registration: ISRCTN 18020851; http://www.isrctn.com/ISRCTN18020851

International Registered Report Identifier (IRRID): RR2-10.1186/s13063-018-2500-3

(J Med Internet Res 2020;22(8):e17768) doi:10.2196/17768
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Introduction

Between 1% and 2.4% of children and teenagers are estimated to have chronic fatigue syndrome or myalgic encephalomyelitis (CFS/ME) [1,2]. Affected children and teenagers can have severe disability [3,4], and most of them have no access to specialist treatment in their locality. This situation forces children and teenagers to either remain untreated or travel long distances to access specialist care, which may exacerbate symptoms.

One solution is to provide specialist treatment remotely to enable all families in the United Kingdom to access treatment and remove the need for travel. A Dutch trial of a web-based CFS/ME-specific cognitive behavioral therapy (CBT) called Fatigue in Teenagers on the InterNET (FITNET) showed promising results [5]. Two-thirds of young people offered the intervention recovered at 6 months compared with just 8% in the control (usual care) arm.

However, the United Kingdom has a different system of health care provision, and further testing is required to investigate whether FITNET is effective and cost-effective in the United Kingdom. This meant that many families had to travel long distances to access specialist care, which may exacerbate symptoms.

This pilot study aimed to assess the feasibility of the remote recruitment of adolescents (and their parents/caregivers) into a randomized controlled trial (RCT) of a UK-adapted version of the Dutch CBT program—FITNET-NHS—compared with a version of usual care—AM (delivered via Skype), and to assess the acceptability of the 2 web-based interventions.

Methods

Ethics

The pilot and full RCT protocol and all associated documents were reviewed and approved by the South West-Frenchay Research Ethics Committee (reference 16/SW/0268).

Design and Recruitment

This study presents the findings of the initial 12-month internal pilot phase of the FITNET-NHS RCT, which used entirely remote methods to recruit, randomize, and treat adolescents who were referred to a specialist pediatric CFS/ME treatment service within a hospital in South West United Kingdom between November 1, 2016, to October 31, 2017.

The eligibility criteria included the following: (1) young people aged between 11 and 17 years, with (2) a diagnosis of CFS/ME, and (3) no access to local specialist pediatric CFS/ME treatment (defined as more than 1 hour’s journey to their closest specialist treatment center or >6 months’ waiting list). Exclusions were as follows: (1) patients whose fatigue was due to another cause or was not disabling, (2) patients who would be unable to complete video calls or web-based modules (eg, due to developmental problems, lack of literacy, or lack of internet access), or (3) patients who were pregnant at the time of assessment.

The young person’s parent/caregiver was asked to provide consent for the study. Additionally, participants aged between 11 and 15 years provided assent, whereas those aged between 16 and 17 years provided their consent to participate in the study.

The South West United Kingdom specialist pediatric CFS/ME treatment center has always accepted out-of-area (as well as local) referrals of children and young people from general practitioners (GPs) across the United Kingdom for both diagnosis and treatment of CFS/ME. This meant that many families had to travel long distances to the center for treatment.
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The FITNET-NHS trial was launched with a message to GPs in the United Kingdom that out-of-area referrals could now receive treatment without travel.

A detailed description of the study methods is presented elsewhere [6]. In brief, all referrals from GPs were screened by administrative staff, and those potentially eligible for FITNET-NHS were contacted by research nurses. The research nurses conducted an initial brief telephone discussion with the families of potentially eligible adolescents and provided information about the trial (including emailing patient information leaflets). For interested families, a second call by a research nurse was arranged to conduct full eligibility assessment, recruitment discussion, and take consent (via a web-based form). After consenting, participants were randomly allocated (individually via an automated web randomization service, set up and managed by Bristol Randomised Trials Collaboration to maintain allocation concealment) on a 1:1 ratio (using minimization to facilitate balance by age and gender) to 1 of the 2 interventions. Due to the nature of the interventions, it was not practical to blind the participant, family, or clinical service to treatment allocation. Participants and parents/caregivers completed a web-based (emailed) self-report set of baseline questionnaires, and all were followed up with (emailed) web-based questionnaires at 3, 6, and 12 months after recruitment. A subsample was invited to be interviewed (qualitative recruitment details are provided under Integrated Qualitative Methods below). The 6-month web-based self-report Short Form Health Survey Physical Function Subscale (SF-36-PFS) 10-item questionnaire [7] is the primary outcome for the full trial. The SF-36-PFS measures disability, an important outcome for children with CFS/ME [8], and is sufficiently sensitive in this patient group.

Outcome Measures

The primary outcomes for this pilot study were the number of eligible adolescents (and their parents/caregivers) recruited compared with the number referred before October 31, 2017, and the proportion of those providing 6-month web-based self-report outcome data (completion of SF-36-PFS). Key qualitative outcomes were acceptability of trial processes and treatments, identified through thematic analysis of interview data.

Intervention Descriptions

FITNET-NHS

This is a web-based modular CFS/ME-specific CBT program designed to be used by young people and their parents or caregivers. It is supported by individualized clinical psychologist e-consultations (with messages sent separately to the young person and their parent or caregiver) delivered within the program itself. Each participant and their parent or caregiver are set up on the platform by the therapist once allocated to this treatment. The participant and parent or caregiver then each set up an independent password-protected log-in. There are up to 19 chapters for young people to work through, which are unlocked by the psychologist on completion of the previous chapter. Some chapters are optional and are only unlocked if the psychologist thinks they are relevant for the young person (eg, a chapter looking more closely at mood problems). The earlier chapters include explanations of the links between thoughts, feelings, and behavior that form patterns contributing to the maintenance of CFS/ME symptoms. The chapters include questions for young people to complete, designed to identify unhelpful patterns and help with problem-solving. Young people are encouraged to monitor their activity, establish a manageable baseline, and build on this gradually. There are diaries included in the program for young people to record their sleep, activity levels, and helpful thoughts, which they can then discuss with therapists. Parents or caregivers can read the content of the chapters but not the answers to the questions. Therapists can view participants’ question responses and diaries and they use tailored e-consultations (via message function within the platform) to help the young person through the course. Therapists request that the patient responds before an arranged appointment date within which the therapist will deliver their next detailed and tailored message. Treatment was designed to last approximately 6 months.

AM Via Skype

This is the comparison treatment, delivered by a CFS/ME clinician (usually a physiotherapist/occupational therapist). AM is a standard behavioral treatment offered within the specialist service and recommended by the National Institute for Health and Care Excellence [9]. It involves assessment of the young person’s activity level and begins with establishing a manageable baseline of activity to be maintained daily (usually reduction of activity) from which to build gradually and safely at a pace that the patient can manage. The AM intervention offered within the trial is protocolized and explicitly prohibits detailed engagement with cognitions, keeping it as a behavioral treatment. A total of 3 AM sessions were offered as a version of usual care for comparison with the FITNET-NHS intervention. However, in response to feedback, this was increased to 6 sessions from November 2017 onward. Although standard care is usually delivered face-to-face, Skype delivery of at least some of the AM sessions is becoming more routine within the service. For this trial, every aspect was delivered remotely. Treatment was designed to last approximately 6 months.

Integrated Qualitative Methodology

We undertook one-off in-depth interviews with participants and their parents to understand their experiences and views of trial processes. The interviews assessed the provision and acceptability of patient information, treatment preferences, and acceptability of both the content and the delivery of treatments. Participants were purposively selected for maximum variation (intervention, age, and gender) [10]. Families were given a choice of being interviewed over Skype or telephone, together or alone.

Trial staff (recruiters and therapists) for both treatment arms were also interviewed to ascertain their views on the provision of trial information, how the trial treatment compares with standard care, the feasibility of delivering the intervention to children, their view of treatment effectiveness, and potential changes to the interventions offered. Interviews followed a checklist of topics to ensure that key areas were explored but...
were sufficiently flexible to allow new issues of importance to the participants to emerge. All interviews were audio recorded with consent using encryption software, transcribed verbatim, and anonymized.

We additionally audio recorded (with consent) the recruitment consultations (second call from research nurses) to identify areas for improvement to optimize recruitment and informed consent in the trial via research nurse training (results to be presented in a separate publication) [11,12].

Qualitative Data Analysis

Qualitative data analysis was ongoing and iterative, commencing soon after data collection to inform further data collection [13]. Audio recordings were transcribed verbatim, imported into NVivo (QSR International) software, systematically assigned codes, and analyzed thematically using techniques of constant comparison [14]. For the in-depth interviews with families and therapists, the data were examined for patterns and themes, comparing accounts between different participants, and refining the coding framework as interviews progressed. To check coding reliability, one-fourth of the transcripts were double coded by other members of the team, and the findings were compared. Sources of difficulties identified through the qualitative data were discussed with the trial management group to improve aspects of the design, conduct, organization, or training of recruiters.

Results

Recruitment and Retention

A total of 193 out-of-area patients aged between 11 and 17 years were referred within the internal pilot phase (between November 1, 2016, and October 31, 2017). Of these, 150 out of 193 patients (77.7%) were potentially eligible, and 89 out of 150 patients (59.3%) were recruited into the trial: 44 were randomized to FITNET-NHS and 45 to AM treatment (Figure 1). Those recruited came from a wide range of locations across England. A total of 76 out of 89 patients (85.3%) provided their 6-month outcome data, and 75 out of 89 patients (84.2%) provided their 12-month outcome data. A total of 2 out of 89 patients (2.2%) actively chose to withdraw from the trial.

Figure 1. Consolidated Standards of Reporting Trials flow diagram. AM: activity management; FITNET-NHS: Fatigue in Teenagers on the InterNET in the National Health Service.

Adverse Events

No serious adverse events were reported by the 89 participants referred during the pilot phase of the trial. Nonserious health events were reported by 10 of these participants while taking part in the study, and these were reviewed by the principal investigator, sponsor, and an independent data safety monitoring committee. Only 1 adverse event was assessed as possibly related to the trial treatment, where a family felt that some CFS/ME symptoms worsened when following treatment...
recommendations. The family took a break from treatment and then returned to it.

**Exclusions and Declines**

Of the 193 referrals, 43 (22.2%) were excluded at eligibility assessment, of whom 20 had a local specialist service; 12 did not have a confirmed CFS/ME diagnosis (including patients referred to be diagnosed by the South West United Kingdom center); 5 had not had the diagnostic blood tests necessary to rule out other causes of fatigue (4 due to needle phobia and 1 was unresponsive to requests by the research nurses to arrange blood tests); 2 were not disabled by their fatigue; 1 was unable to complete web-based modules due to learning difficulties; and 3 had individual exclusion reasons (clinically complicated requiring face-to-face assessment, in treatment with pain services primarily, and already completed trial treatment and were referred to the service). After these exclusions and declines, 150 potentially eligible referrals remained.

Within the initial period after trial launch, 6 out of 150 (4.0%) potentially eligible patients were incorrectly excluded (by the clinical team) before reaching eligibility assessment by a research nurse. These patients were offered face-to-face clinical treatment as for the normal treatment pathway (outside of the trial). On discovering this, the clinical team was offered extra training, and standard operating procedures for the administrative handling of out-of-area referrals were improved, which ensured no further incorrect exclusions. A total of 5 out of 150 potentially eligible patients (3.3%) were referred by GPs in Wales, where treatment funding arrangements (between the Welsh Health Boards and the CFS/ME center) prevented these patients from entering the trial.

Of the 150 potentially eligible patients, 50 declined to participate. The main reason was that they wanted to be seen face-to-face, with 24 out of 150 (16.0%) potentially eligible patients preferring to travel to the hospital in South West United Kingdom for standard clinical treatment instead of taking part in the trial. Others declined because of symptom improvement (8/150, 5.3% patients), perceived study burden (3/150, 2.0% patients), unwillingness to use Skype (3/150, 2.0% patients), unwilling to wait for the local pediatrician to confirm CFS/ME diagnosis (3/150, 2.0% patients), or other individual reasons/unknown (9/150, 6.0% patients).

**Comparison With Recruitment Projections**

In advance of study launch, recruitment projections estimated 286 out-of-area referrals by the end of the first 12 months, expecting 19.9% (57/286) of these to be ineligible and to recruit 67.8% (194/286) of potentially eligible referrals, which would be 156 recruits.

Projections included an initial lag phase leading up to 35 out-of-area referrals per month. National media coverage at study launch resulted in a surge of referrals (well above projected figures), which waned 6 months later, reducing to under half of the projected out-of-area referrals per month (Figure 2). This had a knock-on effect on recruitment, which suffered a lag of 6 months into the trial (Figure 2).

As described, funding pathway issues prevented patients from Wales from accessing the trial. Similar funding pathway issues existed with other devolved nations (Scotland and Northern Ireland). Due to the distance from the center, these nations were not likely to refer patients for routine (face-to-face) clinical treatment at the service, and because of funding pathway issues, plans to promote the remote treatment opportunity across these regions to gain referrals were not able to proceed, which reduced the pool for potential referrals.

**Figure 2.** Target versus actual referrals and recruits within the 12-month pilot phase. Note: 6 of the patients who were referred within the pilot phase were recruited later - 5 in November 2017 and 1 in January 2018 (presented in consort, not depicted here as the trial was ongoing).
Qualitative Results

Within the pilot phase, interviews were conducted with 20 families (between February 1, 2017, and October 31, 2017; Table 1): 12 families were in the FITNET-NHS arm and 8 were in the AM arm. This included 18 children (12 females and 6 males, ranging in age from 12 to 17 years) and 22 parents (19 mothers and 3 fathers; 2 interviews included both parents). As all adult interviewees were parents, we refer to them as parents (rather than parents or caregivers) in this section. Children and their parent(s) were given the choice of being interviewed alone or together; 14 were interviewed together; 4 separately; and, for 2 families, only the parent was interviewed. A total of 10 families chose to be interviewed via Skype and 10 over the telephone. In all, 4 families canceled interviews as they were unavailable on the day. Six families contacted declined to be interviewed: 3 were too busy because of school, 1 was too ill at the time, and 2 did not wish to participate. A total of 10 interviews were undertaken with trial staff in person on hospital premises: 2 recruiters, 4 AM therapists, and 4 FITNET-NHS therapists.

Table 1. Details of the children and parents interviewed.

<table>
<thead>
<tr>
<th>ID code</th>
<th>Child age group (years)</th>
<th>Treatment arm (AM(^a); 3 Skype calls; FITNET-NHS(^b); 19 web-based modules)</th>
<th>Interview mode</th>
<th>Parent interviewed</th>
<th>Child/parent interviewed (together/separately)</th>
</tr>
</thead>
<tbody>
<tr>
<td>072</td>
<td>11-12</td>
<td>AM (2nd Skype call)</td>
<td>Skype</td>
<td>Mother</td>
<td>Separately</td>
</tr>
<tr>
<td>029</td>
<td>13-15</td>
<td>FITNET-NHS (module 15)</td>
<td>Telephone</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>064</td>
<td>13-15</td>
<td>AM (2nd Skype call)</td>
<td>Skype</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>082</td>
<td>16-17</td>
<td>FITNET-NHS (module 5)</td>
<td>Telephone</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>093</td>
<td>13-15</td>
<td>FITNET-NHS (module 12)</td>
<td>Telephone</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>155</td>
<td>13-15</td>
<td>FITNET-NHS (module 15)</td>
<td>Telephone</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>198</td>
<td>13-15</td>
<td>FITNET-NHS completed</td>
<td>Skype</td>
<td>Mother and father</td>
<td>Together</td>
</tr>
<tr>
<td>209</td>
<td>11-12</td>
<td>AM completed</td>
<td>Skype</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>254</td>
<td>13-15</td>
<td>FITNET-NHS (module 17)</td>
<td>Telephone</td>
<td>Mother</td>
<td>Separately</td>
</tr>
<tr>
<td>292</td>
<td>16-17</td>
<td>FITNET-NHS (module 15)</td>
<td>Skype</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>313</td>
<td>16-17</td>
<td>AM (2nd Skype call)</td>
<td>Telephone</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>345</td>
<td>13-15</td>
<td>FITNET-NHS (module 15)</td>
<td>Telephone</td>
<td>Mother and father</td>
<td>Together</td>
</tr>
<tr>
<td>373</td>
<td>11-12</td>
<td>AM (2nd Skype call)</td>
<td>Skype</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>399</td>
<td>13-15</td>
<td>AM (2nd Skype call)</td>
<td>Telephone</td>
<td>Mother</td>
<td>Parent only</td>
</tr>
<tr>
<td>401</td>
<td>11-12</td>
<td>FITNET-NHS (module 10)</td>
<td>Skype</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>417</td>
<td>11-12</td>
<td>FITNET-NHS (module 15)</td>
<td>Skype</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>493</td>
<td>16-17</td>
<td>FITNET-NHS (module 15)</td>
<td>Telephone</td>
<td>Mother</td>
<td>Together</td>
</tr>
<tr>
<td>642</td>
<td>16-17</td>
<td>FITNET-NHS (module 14)</td>
<td>Telephone</td>
<td>Father</td>
<td>Together</td>
</tr>
<tr>
<td>727</td>
<td>13-15</td>
<td>AM (2nd Skype call)</td>
<td>Skype</td>
<td>Mother</td>
<td>Separately</td>
</tr>
<tr>
<td>079</td>
<td>13-15</td>
<td>AM (2nd Skype call)</td>
<td>Skype</td>
<td>Mother</td>
<td>Separately</td>
</tr>
</tbody>
</table>

\(^a\)AM: activity management.

\(^b\)FITNET-NHS: Fatigue in Teenagers on the InterNET in the National Health Service.

Reasons for Participating in the Trial

Families were positive about taking part in the trial, referring to it as a “lifeline,” and felt they were “lucky” in the context of “absolutely no treatment” elsewhere. They reported problems before the trial: getting a diagnosis, long waiting lists, funding cuts, and only receiving general advice or self-directed treatments with little improvement. Not having to travel to an appointment was seen as beneficial. Families also wanted to “help other future sufferers”.

Well the GP has been absolutely awful, basically saying “Oh nobody knows what chronic fatigue is” and sending him away all the time. [Mother 064]

I was willing to try anything. [Child 029]

We liked the idea it was online so that we didn’t have to travel. [Mother 313]

Provision and Acceptability of Patient Information and the Recruitment Process

The written patient information leaflets were found to be clear, thorough, and acceptable. However, some children were too ill to read them, with parents often explaining the study, and some families felt there was too much information. Shorter leaflets or links to a website with more images were suggested as an additional source of information. The Frequently Asked
Questions (FAQ) section of the FITNET-NHS website was developed to help this.

...we were drip-fed in the appropriate way; so, we had the written stuff, we could ask questions remotely, and we could ask questions when they called us up. It was done very-very well, the layers of information were appropriate. [Mother 029]

I didn’t manage to read through all of it but I did read enough and I understood it and I thought that it would be good to try. [Child 254]

Families were particularly happy with telephone recruitment and described the research nurses as “positive,” “understanding,” “empathic,” and “helpful,” allowing them to ask questions. Although some families expressed preferences for treatments, they were often “willing to try anything.” Most participants accepted randomization as part of the research process and understood the need for a “fair” comparison. However, some would have liked to choose their treatment, and a few families did not seem to understand randomization, which was fed back into research nurse training for recruitment calls. Participants preferred web-based consenting and data collection as it was “easy” and there was no need to post paper forms.

Yeah, I think it explained it all and explained it was two different treatments would be available and you’d just be randomly selected for one, pretty straightforward. [Mother 082]

I think because [child] has had absolutely no treatment at all or help really from anywhere, she saw this as an opportunity so she was going to take it whichever she was given. [Mother 292]

The Acceptability (Satisfaction and Adherence) of Interventions

Participants valued individually tailored advice from a specialist CFS/ME health professional offered in both treatment arms as they had not had the support before. Families and clinicians commented on both the advantages and disadvantages of web-based treatment.

The good thing is that you do have somebody to be in touch with us more often, because I felt with [child]’s illness that we were sort of left alone, and we see the paediatrician every six months...and there’s no treatment that you can have. [Mother 254]

Acceptability of AM Skype Calls

Skype was found to be easy to use once set up. Some participants felt Skype was as good as being in a face-to-face appointment. They liked that they did not have to travel and felt being in the home environment was beneficial. Therapists also felt that some patients were more comfortable in their home environment. However, some technical difficulties were often encountered with Skype calls. Skype was felt to work less well for shy children, and some families would have preferred to talk to a health professional in person rather than on Skype. Therapists indicated that a face-to-face appointment in a clinic offered a neutral “safe space” for participants to raise issues of importance and that they are more able to pick up on emotions face-to-face. Issues with confidentiality were also discussed, as it was not always clear to therapists “who is in the room” during a Skype call. Therapists also described how some younger children were harder to engage on Skype.

Its [Skype] kinda like face to face...it worked really well and then we didn’t have to travel. [Child 209]

Yeah, I mean I think it would better a doctor in person. [Mother 064]

Because they are at their home, they are feeling more relaxed. They haven’t had to turn out and travel somewhere, alien environment, being uptight with the traffic. The poor child being exhausted with the travelling, so in many ways you can get a better view of exactly what’s going on for them at home. [Therapist 70005]

Sometimes in clinic you’re able to pick up on things that might be a little bit more personal. You see that they’re very upset about something... It’s a little bit more of a safe space to talk about things when they come into clinic, whereas when they’re sitting at home, and it’s just them two and then me, and sometimes that can be a frozen computer screen or just a black screen because Skype hasn’t worked. [Therapist 70008]
Changes to the Trial Treatments Based on Qualitative Feedback

**AM**

The qualitative interviews indicated that most participants did not feel 3 Skype calls were enough. Clinicians did not feel that the 2 treatment arms were equal and failed to match the current standard for usual care, which had increased to 6 calls per patient since the trial was designed. In response to this feedback, the AM arm was changed to allow up to 6 sessions (submitted as a substantial amendment, gaining ethical approval in October 2017; Multimedia Appendix 1). Other small changes to treatment were made based on feedback, such as splitting the first Skype (assessment) call into 2 shorter sessions and sending a summary email of the Skype call to families to summarize agreed actions.

> I personally think there should be more [AM sessions] because obviously you are just getting going. [Mother 373]

> I do worry a little bit about how equal the two arms are. It does feel like people do FITNET for good or ill really, have a lot more to do...the activity management arm is three Skype sessions...But it feels like they don’t feel comparable in terms of therapist input, which can be a factor in itself in terms of outcomes I would imagine. [Therapist 70004]

**FITNET-NHS**

Several smaller changes were made to the platform based on feedback received during the pilot phase of the trial (Multimedia Appendix 2). For example, a time-out function existed within the platform for data protection, although this meant that the platform often timed out while a participant was writing a lengthy message (because of remaining on 1 page). Changes were made to warn participants of this. Changes to wording on the platform to clarify meaning were made and clearer instructions accompanied the diaries.

> [Session] timed out so I had to write the whole email again. [Child 642]

> You almost need instructions to understand it [diaries]. [Child 401]

---

**Discussion**

**Principal Findings**

This is the first pilot of specialist web-based treatments for CFS/ME in young people in the United Kingdom, representing the first 12 months of an ongoing large, full national RCT. We demonstrated that it is feasible to recruit children with CFS/ME (and their parents or caregivers) remotely (via telephone screening and web-based consent) and retain them in a trial providing web-based specialist treatment for pediatric CFS/ME.

**Strengths and Limitations**

A major strength of this study is its use of entirely web-based treatment to enable families across the United Kingdom to gain treatment at home delivered from 1 specialist service. Many families appreciated the opportunity to gain access to treatment, especially when they otherwise would have no access to specialist care. In contrast to the Dutch study, the FITNET-NHS trial used an active specialist treatment comparison group (AM via Skype), rather than treatment as usual or waiting list control, as specifically recommended for this trial by the funders. This is likely to have implications for the results of the full-scale trial (in terms of relative treatment effectiveness) and may also have contributed to the families’ willingness to enter the trial, as all recruited participants were offered specialist treatment. The recruitment rates were good, and the families were positive about the remote recruitment processes.

Another strength is the integration of qualitative methods into this RCT to improve recruitment and optimize the interventions in the pilot phase [12,15,16]. These methods helped us understand issues relevant to children and young people and make changes for the full study, including increasing AM sessions in line with usual care and facilitating training of research nurses to improve the recruitment processes. A range of young people of different ages were interviewed from both arms; however, fewer males and fathers were interviewed, which decreased the ability to explore any differences in acceptability [10]. Although we did not interview those declining the trial (which may have been useful to illuminate the reasons), we kept records of the main reasons for declining.

A limitation is the lower recruitment compared with projections. We planned to recruit 156 participants in the in-pilot phase, representing 68% of the potentially eligible patients (expected n=229) identified from out-of-area referrals aged between 11 and 17 years (expected n=286). We recruited 89 out of 150 participants, representing 59% of the potentially eligible young people identified from 193 referrals. The potentially eligible denominator included 11 referred patients who were excluded due to funding issues or in error (omitting these from the denominator gives us 89 participants recruited out of 139, representing 64% uptake, which is closer to the original projections). The main issue with achieving recruitment targets was the lower than expected number of out-of-area referrals received. Although the CFS/ME service has always accepted out-of-area referrals, most were local referrals. Recruitment projections were based on reaching national pediatric CFS/ME populations at high volumes, made possible by our innovative methodology using remote processes for recruitment and...
treatment delivery. Increasing out-of-area referrals was dependent upon maintaining clinician awareness of the trial across the United Kingdom, which proved to be more challenging than expected. The loss of the devolved nations as potential referral sites was part of this picture. In response, detailed plans to increase awareness of the trial across England were put into place to boost referral rates (including drawing on the National Institute for Health Research [NIHR] Clinical Research Network support to publicize the research across the United Kingdom, developing a clinician-facing video to disseminate, and presenting at national GP and pediatrician meetings). These plans, together with evidence of the acceptability of treatments and good retention were reviewed by the independent oversight groups (Trial Steering Committee [on October 3, 2017] and Data Safety Monitoring Committee [on September 5, 2017]) and the funding body (NIHR Health Technology Assessment [HTA]). These groups recommended that the study proceed to full trial after the end of the pilot phase (from November 1, 2017).

**Results in the Context of Previous Literature**

Recruitment rates of families referred to the service were good, with over half of potentially eligible referrals enrolled in the trial. Of the families declining to take part, approximately half opted to travel for face-to-face treatment rather than accepting web-based treatment. This is in line with other research in adults, which had similar rates of uptake [17]. By comparison, not having to travel for treatment was perceived as a benefit by those who took part. Retention at 6 months was good (76/89, 85%) and was maintained up to 12 months, with only 2 participants requesting withdrawal from the trial.

The 2 web-based treatment options—FITNET-NHS (web-based CBT) and Skype-delivered AM—are acceptable to young people with CFS/ME and their parents/caregivers. Access to tailored advice from a specialist CFS/ME health professional was particularly valuable to participants, and therapist support has been found to be important for increasing engagement and adherence to digital interventions in mental health [18]. Both advantages (eg, less travel and home environment) and disadvantages (eg, technical problems with Skype and preference for face-to-face contact) were discussed by participants. Other research identified a similar mix of positive and negative patient experiences of CFS/ME treatment delivery via videoconferencing [19].

This study builds on the promising results of the Dutch trial of the FITNET program [5] by demonstrating the potential for the UK-adaptation of the web-based CBT intervention to be used within the NHS. The full RCT is currently ongoing, with recruitment due to be completed by October 31, 2020 (with follow-up data collection to continue for 12 months beyond this). The results of the full trial will indicate whether the FITNET-NHS treatment is effective and cost-effective when compared with web-based AM, which will inform treatment recommendations going forward.

**Conclusions**

It is possible to recruit and retain families in a CFS/ME treatment trial using telephone and web-based methods. Many families are willing to accept web-based treatment. This supports the potential for remote delivery of treatment and trials for different clinical populations who cannot access local services where such an approach could benefit patients.
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Abstract

Background: Strategies to improve medication adherence are widespread in the literature; however, their impact is limited in real practice. Few patients persistently engage long-term to improve health outcomes, even when they are aware of the consequences of poor adherence. Despite the potential of mobile phone apps as a tool to manage medication adherence, there is still limited evidence of the impact of these innovative interventions. Real-world evidence can assist in minimizing this evidence gap.

Objective: The objective of this study was to analyze the impact over time of a previously implemented digital therapeutic mobile app on medication adherence rates in adults with any chronic condition.

Methods: A retrospective observational study was performed to assess the adherence rates of patients with any chronic condition using Perx Health, a digital therapeutic that uses multiple components within a mobile health app to improve medication adherence. These components include gamification, dosage reminders, incentives, educational components, and social community components. Adherence was measured through mobile direct observation of therapy (MDOT) over 3-month and 6-month time periods. Implementation adherence, defined as the percentage of doses in which the correct dose of a medication was taken, was assessed across the study periods, in addition to timing adherence or percentage of doses taken at the appropriate time (±1 hour). The Friedman test was used to compare differences in adherence rates over time.

Results: We analyzed 243 and 130 patients who used the app for 3 months and 6 months, respectively. The average age of the 243 patients was 43.8 years (SD 15.5), and 156 (64.2%) were female. The most common medications prescribed were varenicline, rosuvastatin, and cholecalciferol. The median implementation adherence was 96.6% (IQR 82.1%-100%) over 3 months and 96.8% (IQR 87.1%-100%) over 6 months. Nonsignificant differences in adherence rates over time were observed in the 6-month analysis (Fr(2)=4.314, P=.505) and 3-month analysis (Fr(2)=0.635, P=.728). Similarly, the timing adherence analysis revealed stable trends with no significant changes over time.

Conclusions: Retrospective analysis of users of a medication adherence management mobile app revealed a positive trend in maintaining optimal medication adherence over time. Mobile technology utilizing gamification, dosage reminders, incentives, education, and social community interventions appears to be a promising strategy to manage medication adherence in real practice.

(J Med Internet Res 2020;22(8):e17834) doi:10.2196/17834
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Introduction

Strategies to manage medication adherence, which is defined as the process by which patients take their medications as prescribed [1], are widespread in the literature and are reported to be modestly effective [2]. Most likely due to the multidimensional nature of medication-taking behavior and numerous determinants of nonadherence [3], multicomponent interventions with both technical and educational aspects have shown the most success [4]. However, these strategies have failed to find success in the real world; patient adherence levels tend to decrease in the long term and stay consistently at around 50% [5]. These strategies are limited not only by the capacity of the health care system delivering them but also by low levels of patient engagement. Even when patients are aware of the risks and consequences of diseases, few engage persistently in therapies to improve health outcomes [6-8].

Cognitive biases resulting in irrational and unhealthy behavior may be a key contributor to patient engagement in preventative health strategies. In contrast with traditional economic models of rational choice, modern insights have suggested that human behavior is highly influenced by the context or environment of our decision-making process rather than by price signals or factual information [9]. The field of behavioral economics combines psychology and neoclassical economics to shed light on the errors in mental processing that prevent patients from making rational and beneficial decisions to improve their health [10]. Some health behaviors may require high levels of self-control, meaning that a patient may need to endure “certain and immediate inconveniences in return for uncertain and distant benefits” [11].

Obvious behaviors that create this paradigm are healthy food choices and exercise [12]. However, medication adherence, or the act of taking a medication at a certain time each day, creates inconvenience by disrupting the patient’s daily lifestyle or causing adverse effects; meanwhile, this behavior is only rewarded with uncertain and distant future health outcomes.

Strategies to influence cognitive biases include incentives and rewards. Incentives and rewards not only impact motivation but also create an immediate benefit to counteract inconvenience [13]. In previous literature, financial incentives showed success in improving medication adherence but were limited by long-term viability and capacity of resources, with economic incentives often eroding the potential economic gain [13-19]. The use of lottery-based incentives has also shown success in sustainment of adherence and long-term engagement [20,21]. Frequent lotteries with small rewards can engage patients based on regret aversion, namely the understanding that the emotional cost of regret (ie, missing a reward by not taking a medication dose) is significant [21].

Methods of gamification or use of nonfinancial extrinsic motivators, such as accruing “points,” can be feasible and practical ways to create similar senses of gratification and motivation [22]. Gamification is the application of game elements for purposes other than their expected use for entertainment [23]. An individual’s choice to engage in an activity is affected by extrinsic and intrinsic motivation. Medication adherence requires intrinsic motivation driven by internal rewards; this sense of motivation can often be difficult to achieve for behavior that has uncertain and distant health benefits. Through the use of gamification, extrinsic motivators such as earning points and monetary rewards can create and trigger internal motivation [23]. Gamification is not only able to use both extrinsic and intrinsic motivation to create consistent engagement through rewards, such as points or daily streaks, but can also create a sense of achievement [23]. Both gamification and rewards appear to be promising strategies to potentiate the effects of frequently used adherence management approaches, such as educational components and reminders.

Currently, over 300,000 mobile health (mHealth) apps are available; they have become common and instrumental tools for health behavior change in modern times [24,25]. Success has already been demonstrated with using mobile phone apps to support health behavior changes, ranging from constructing a healthy diet to managing chronic pain or improving physical activity [26-28]. Despite the potential of mobile phone apps as a tool to manage medication adherence, there is limited evidence of the effectiveness of these innovative interventions [29-31].

Real-world evidence, which refers to health care information gathered outside clinical research settings, can help minimize this evidence gap. Generated through the analysis of multiple sources, including electronic health records and mHealth apps, real-world evidence can be used to test how health interventions work in usual practice [32]. Observational studies of real-world data can assist in evaluating the potential impact of implemented health interventions in real world settings, such as interventions delivered through mobile phone apps [33].

The objective of this study was to use real-world data to analyze the impact over time of a previously implemented digital therapeutic mobile app on medication adherence rates in adults with any chronic condition. The impact on timing adherence rates was also analyzed.

Methods

Study Design

This was a retrospective observational study using real-world data. The implementation adherence of people in Australia using a commercially available smartphone application, Perx, was evaluated. The ESPACOMP Medication Adherence Reporting Guideline (EMERGE) and STRengthening the Reporting of OBservational Studies in Epidemiology (STROBE) Statement were used [1,34].

Intervention: Perx Digital Therapeutic

Perx is a digital therapeutic that uses different components within a mobile app to improve adherence to medications. These include technical components (through dosage reminders based on the individual patient’s dosing regimen and individualized visual adherence feedback), educational components (through the use of educational materials on the disease and medications used), incentives and rewards (lottery-style delivery of gift cards), a social community (through a chat forum and collaborative competition dynamics), and gamification (through the use of point-earning and minigames to enhance the
For the subanalysis, timing adherence was assessed with doses recorded timestamps to the dosing schedules inputted within the scheduled per 30-day period. This included doses taken outside of a 1-hour time period and was verified by comparing the recorded timestamps to the dosing schedules inputted within the app.

For the subanalysis, timing adherence was assessed with doses taken at the correct time (±1 hour) over total doses scheduled per 30-day period. This additional analysis was performed to understand the effects of the incentives, as users could only redeem incentives if the medication was taken within the ±1 hour time threshold. Both adherence measures are presented as percentages. Rates were compared to an optimal adherence level of 80%, which is the most commonly used cutoff point in the literature [36,37].

Data Analysis

Data were analyzed by integrating the PROC SQL (SAS University Edition 9.4) and Python (Jupyter Lab 1.0) language programs and Microsoft Excel 2019 (Microsoft Corporation) to organize and retrieve the results. The analysis was conducted in 30-day time periods. Study variables were summarized using mean (SD) and median (IQR). Adherence variables were verified for normal distribution using the Shapiro-Wilk test. Due to the distribution of the data, the Friedman test was used to compare differences in adherence rates over time. A $P$ value <.05 was considered to indicate statistical significance.

Ethics Statement

The University of Technology Sydney Human Research Ethics Committee (HREC) approved this study (ETHH19-3622). All users recruited into the program were required to actively accept and consent to the Terms of Use and Privacy Policy, which stated that de-identified data in aggregated form may be used by third parties for research and other purposes. No personal or confidential data were included in the database; therefore, informed patient consent was not required.

Results

Study Sample

A total of 130 users were included in the 6-month analysis, and 243 users were included in the 3-month analysis. For the timing adherence subanalysis, 111 users and 221 users were included in the 6-month and 3-month analyses, respectively.

6-Month Analysis Group

The distribution of users according to gender was 36/130 male (27.7%) and 88/130 (67.7%); 6/130 users (4.6%) did not disclose their gender. The average age was 45.8 years (SD 17.2). The most common medications prescribed were rosuvastatin, cholecalciferol, and atorvastatin; the mean number of medications prescribed per patient was 4.3 (SD 3.1).

3-Month Analysis Group

The distribution of users according to gender was 80/243 male (32.9%) and 156/243 female (64.2%); 7/243 users (2.9%) did not disclose their gender. The average age was 43.8 years (SD 15.5). The most common medications prescribed were varenicline, rosuvastatin, and cholecalciferol; the mean number of medications prescribed per patient was 4.0 (SD 2.9).

Implementation Adherence

Adherence rates across the 6-month time period are shown in Table 1. The overall median implementation adherence was 96.8% (IQR 87.1%-100%) across 6 months. A small decreasing trend was observed from month 4 to month 6. However, the
Friedman test revealed non-significant differences in adherence rates over time ($F_{r}(2)=4.314$, $P=.505$) (Figure 1).

Adherence rates across the 3-month time period are shown in Table 1. The overall median implementation adherence was 96.6% (IQR 82.1%-100%) across 3 months. A slight decreasing trend was seen from month 1 to month 3 (Figure 2). Similarly to the 6-month analysis, nonsignificant differences in adherence rates over time were found ($F_{r}(2)=0.635$, $P=.728$).

Table 1. Adherence rates across the 6-month and 3-month time periods.

<table>
<thead>
<tr>
<th>Study period</th>
<th>Mean (SD)</th>
<th>Median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>6-month analysis (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month 1</td>
<td>88.6 (21.5)</td>
<td>96.8 (88.0-100)</td>
</tr>
<tr>
<td>Month 2</td>
<td>88.0 (20.3)</td>
<td>96.8 (82.5-100)</td>
</tr>
<tr>
<td>Month 3</td>
<td>89.5 (18.5)</td>
<td>97.1 (87.1-100)</td>
</tr>
<tr>
<td>Month 4</td>
<td>88.6 (20.9)</td>
<td>98.3 (86.5-100)</td>
</tr>
<tr>
<td>Month 5</td>
<td>87.0 (24.0)</td>
<td>97.1 (85.7-100)</td>
</tr>
<tr>
<td>Month 6</td>
<td>83.9 (26.9)</td>
<td>96.8 (83.9-100)</td>
</tr>
<tr>
<td>Overall</td>
<td>87.6 (16.9)</td>
<td>96.8 (87.1-100)</td>
</tr>
<tr>
<td><strong>3-month analysis (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month 1</td>
<td>87.3 (21.1)</td>
<td>96.1 (86.1-99.6)</td>
</tr>
<tr>
<td>Month 2</td>
<td>84.1 (24.7)</td>
<td>96.8 (79.9-100)</td>
</tr>
<tr>
<td>Month 3</td>
<td>82.5 (27.5)</td>
<td>96.7 (80.6-100)</td>
</tr>
<tr>
<td>Overall</td>
<td>84.6 (20.9)</td>
<td>96.6 (82.1-100)</td>
</tr>
</tbody>
</table>

Figure 1. Mean implementation adherence rates of 130 users of the Perx app over 6 months. The shaded area below 80% indicates less than optimal adherence based on the literature.
Timing Adherence Subanalysis

Timing adherence rates across study time periods can be found in Table 2. For the 111 users included in the 6-month timing adherence analysis, their adherence remained unchanged, with medians of 77.3% (IQR 52.0%-93.1%) in month 1 and 77.4% (IQR 36.2%-94.4%) in month 6. The median value across the time periods was 79.0% (IQR 50.8%-92.9%). Overall, there were no significant changes over time ($F_1(2)=5.465$, $P=.362$) (Figure 3).

In the 3-month timing adherence analysis, 221 users’ adherence remained stable (Table 2), with nonsignificant changes across time periods ($F_1(2)=2.125$, $P=.346$) (Figure 4).

Table 2. Timing adherence across the 6-month and 3-month time periods.

<table>
<thead>
<tr>
<th>Study period</th>
<th>Mean (SD)</th>
<th>Median (IQR)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>6-month analysis (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month 1</td>
<td>68.4 (27.9)</td>
<td>77.3 (52.0-93.1)</td>
</tr>
<tr>
<td>Month 2</td>
<td>70.5 (28.4)</td>
<td>82.3 (54.8-91.9)</td>
</tr>
<tr>
<td>Month 3</td>
<td>69.2 (27.7)</td>
<td>79.8 (50.3-93.5)</td>
</tr>
<tr>
<td>Month 4</td>
<td>69.8 (28.8)</td>
<td>81.7 (51.4-93.5)</td>
</tr>
<tr>
<td>Month 5</td>
<td>68.7 (28.9)</td>
<td>80.6 (52.8-92.7)</td>
</tr>
<tr>
<td>Month 6</td>
<td>63.4 (33.7)</td>
<td>77.4 (36.2-94.4)</td>
</tr>
<tr>
<td>Overall</td>
<td>68.5 (29.1)</td>
<td>79.0 (50.8-92.9)</td>
</tr>
<tr>
<td><strong>3-month analysis (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Month 1</td>
<td>63.7 (28.2)</td>
<td>71.0 (46.4-85.9)</td>
</tr>
<tr>
<td>Month 2</td>
<td>64.0 (30.8)</td>
<td>74.2 (41.9-90.3)</td>
</tr>
<tr>
<td>Month 3</td>
<td>61.4 (32.3)</td>
<td>71.0 (34.7-88.7)</td>
</tr>
<tr>
<td>Overall</td>
<td>61.1 (28.5)</td>
<td>72.0 (41.8-88.3)</td>
</tr>
</tbody>
</table>
Figure 3. Mean timing adherence rates of 111 users of the Perx app over 6 months. The users were considered to be adherent to the dose if it was taken within ±1 hour of the scheduled time.

Figure 4. Mean timing adherence rates of 221 users of the Perx app over 3 months. The users were considered to be adherent to the dose if it was taken within ±1 hour of the scheduled time.

Discussion

Principal Findings

Retrospective analysis of the medication adherence of users receiving a multicomponent adherence management intervention that includes reminders, educational components, incentives, gamification, and social community components demonstrated that this intervention is a successful approach to maintaining optimal medication adherence. To our knowledge, this is the first study investigating a comprehensive multicomponent mobile intervention to maintain medication adherence across different chronic conditions.

Trends observed from the users of the mobile app showed high rates of adherence across the study periods. The adherence rates of Perx users averaged over 85% across six months. This was significantly higher than previously observed dispensing data adherence rates in Australian patients, which were found to be between 50.2% and 66.9% [38]. While a slight decrease in adherence was observed over 6 months, the long-term rates remained above 80%, which is often considered to be an optimal threshold for medication adherence [36]. The decrease in adherence rates was found to be statistically insignificant [36][39]. The gradual decrease was less pronounced than that in previous literature examining the long-term effects and multidimensional, dynamic nature of medication adherence; in a previous study, average adherence was estimated to decrease by 1.1% per month [40]. This suggests that the addition of gamification and incentive components to more traditional management interventions (eg, educational components and reminders) is a viable option to inspire long-term motivation and adherence to medications.
A recent network meta-analysis examined the impact of adherence interventions across time and identified multicomponent interventions as the most effective long-term solution [4]. Although there is limited evidence, interventions that include incentives and technical aspects (ie, dosage reminders) have been shown to be the most effective in sustaining long-term results [4]. The Perx digital therapeutic presents an advantageous alternative to existing medication adherence interventions due to its incorporation of multiple and innovative components into one platform to continuously motivate and empower users. A main component of the Perx app, medication reminders, has long been identified as a successful intervention component to improve adherence [41,42]. However, although medication reminders help to enhance adherence, they only affect one dimension of the multiple nonadherence determinants and are frequently used in combination with additional interventions, such as education [4]. Educational interventions are also a common long-term strategy to improve adherence to medications [2,43]. Delivered by numerous methods, these interventions can be moderately effective; however, they are not a sole solution to improve adherence for all patients [44]. When combined with technical and attitudinal components such as motivational interviewing, education-based strategies are found to be even more successful [4].

Motivation is another common determinant of medication adherence [3]. Patients can be fully aware of the positive health benefits medications provide as well as the consequences of poor health behavior; however, some patients consistently make poor health choices [11]. Present-biased preferences explain the “human tendency to grab immediate rewards and to avoid immediate costs in a way that our ‘long-run selves’ do not appreciate [10].” An individual may analyze immediate costs or immediate rewards to make a decision; such decisions often result from impatience or immediate gratification and place greater value on achieving gratification in the present moment than obtaining the same reward in the future. Positive and negative health outcomes remain too distant of a reward and consequence, respectively [45]. The Perx digital therapeutic aims to create instant gratification through gamification elements. Through receiving instant praise and reward after each medication dose taken on time, users may be motivated to continue to be adherent. Motivation can additionally be created through intrinsic forces, as stated by the self-determination theory. The self-determination theory suggests that the nature of perceptible motivational types determines the predictability and force of how people behave, rather than the amount of motivation [46,47]. Therefore, it is necessary for gamified systems to promote a sense of autonomy, competence, and relatedness to create the intrinsic motivation needed to continue the value of the extrinsic motivating factors [46,48]. The Perx digital therapeutic intervention may be successful because it meets the users’ need for competence, autonomy, and relatedness. Competence and autonomy are created by setting challenging yet manageable goals, where adherence is the challenge and financial incentives are the goals. Users can also follow their progress through points, leaderboards, and personal visualized feedback graphs on their individual adherence. This feedback provides additional positive reinforcement and has been proven to be a successful component of interventions to improve medication adherence; it is estimated that adherence increases 8.8% for interventions where feedback is included compared to those that do not include feedback [40,49]. The social community component meets the need for relatedness by fostering a feeling of belonging to a community that shares the common goal of better health [46].

While gamification is a main force in creating motivation in the app, the impact of rewards and incentives cannot be dismissed. The use of incentives in public policy has long been used as an extrinsic force to influence behavior and intrinsic motivation [9,50,51]. However, the use of incentives to encourage health behaviors is relatively new, and more research is needed in this area. Financial incentives have proven to improve medication adherence in certain populations; however, their long-term viability can be questioned due to the resources needed [13-19]. Although incentives can be critiqued on their superficial nature or short-term viability, they may be a powerful motivating factor in creating habit-based behavior, a proven successful key in improving medication adherence, and an intrinsic source of motivation [51,52]. In the case of Perx, the extrinsic nature of the incentives may create habit-based adherence behavior in addition to intrinsic motivation to improve health outcomes. Additionally, the Perx app uses lottery-based incentives rather than predictable rewards. These incentives can enhance health behavior based on regret aversion or the human tendency to place a significant cost on regret [20]. If users believe that missing a medication dose can prevent them from winning a reward, they are still likely to improve their adherence, even without a guaranteed instant reward [21].

Limitations
Although our analysis proved that the Perx digital therapeutic is an effective intervention in managing medication adherence, it does have some limitations. First, the number of app users with available data was limited, did not extend past 6 months for the majority of users, and did not include information on the users’ clinical conditions. Due to this, we were unable to perform subanalyses based on patient age, gender, medication, or condition. Second, we could not establish baseline adherence rates before the intervention was implemented or evaluate a control group due to the retrospective nature of the study. Third, while we believe that our sample reflects an accurate sample of patients who would be likely to use a mobile app to manage medications, the users who downloaded the app may also have been likely to adhere to their medications without the app. Conversely, it could also be argued that patients who need adherence management support would be more likely to download the app. Finally, while we could measure the number of active days per patient, it was not possible to determine full user engagement of the intervention in this analysis to understand the extent to which the intervention was used by each user.

Strengths
One strength of our study is our measure of adherence, self-reporting with MDOT [35]. Similar to electronic methods such as the Medication Event Monitoring System (MEMS), MDOT enables objective measurement while simultaneously...
Future Work
A 12-month clinical trial is currently being conducted with the objective of assessing the efficacy of the Perx intervention in adherence and clinical outcomes. Future research should aim to assess the effectiveness of this intervention in improving adherence to medications and other gamification- or incentive-based strategies in addition to observing the impact on clinical health outcomes. Furthermore, a longer analysis period of 12 to 24 months would be beneficial in observing the long-term effects to determine if these types of interventions can sustain gold-standard adherence rates above 80% for longer than 6 months. It would additionally be useful to analyze the impact of the intervention across different points in the medication-taking process, such as initiation of medication, implementation and persistence adherence, and time to discontinuation of medication [1]. Finally, the opinions of stakeholders, specifically users, regarding the app and intervention components are vital to understand the main motivating factor in promoting adherence. A full engagement analysis identifying the components of the app on which the most time is spent as well as a user survey analysis are required to obtain a complete understanding of the success of the intervention.

Conclusion
Retrospective analysis of a digital therapeutic mobile app that merges gamification, education, reminders, a social community, and incentive-based components indicates that this intervention is successful in maintaining optimal medication adherence over time. Extrinsic external monetary motivators combined with fundamental game mechanics and other common behavioral change components may be a key force to promote intrinsic motivation and habit-based behavior, which can spark long-term changes in health behavior. Future research should evaluate the long-term impact of mobile apps using these components over a longer time period using experimental designs.
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Abstract

Background: Mental ill-health is the leading cause of disability worldwide. Moreover, 75% of mental health conditions emerge between the ages of 12 and 25 years. Unfortunately, due to lack of resources and limited engagement with services, a majority of young people affected by mental ill-health do not access evidence-based support. To address this gap, our team has developed a multimodal, scalable digital mental health service (Enhanced Moderated Online Social Therapy [MOST+]) merging real-time, clinician-delivered web chat counseling; interactive user-directed online therapy; expert and peer moderation; and peer-to-peer social networking.

Objective: The primary aim of this study is to ascertain the feasibility, acceptability, and safety of MOST+. The secondary aims are to assess pre-post changes in clinical, psychosocial, and well-being outcomes and to explore the correlations between system use, perceived helpfulness, and secondary outcome variables.

Methods: Overall, 157 young people seeking help from a national youth e-mental health service were recruited over 5 weeks. MOST+ was active for 9 weeks. All participants had access to interactive online therapy and integrated web chat counseling. Additional access to peer-to-peer social networking was granted to 73 participants (46.5%) for whom it was deemed safe. The intervention was evaluated via an uncontrolled single-group study.
Results: Overall, 93 participants completed the follow-up assessment. Most participants had moderate (52/157, 33%) to severe (96/157, 61%) mental health conditions. All a priori feasibility, acceptability, and safety criteria were met. Participants provided mean scores of ≥3.5 (out of 5) on ease of use (mean 3.7, SD 1.1), relevancy (mean 3.9, SD 1.0), helpfulness (mean 3.5, SD 0.9), and overall experience (mean 3.9, SD 0.8). Moreover, 98% (91/93) of participants reported a positive experience using MOST+, 82% (70/93) reported that using MOST+ helped them feel better, 86% (76/93) felt more socially connected using it, and 92% (86/93) said they would recommend it to others. No serious adverse events or inappropriate use were detected, and 97% (90/93) of participants reported feeling safe. There were statistically significant improvements in 8 of the 11 secondary outcomes assessed: psychological distress (d=−0.39; P<.001), perceived stress (d=−0.44; P<.001), psychological well-being (d=0.51; P<.001), depression (d=−0.29; P<.001), loneliness (d=−0.23; P=.04), social support (d=−0.30; P<.001), autonomy (d=0.36; P=.001), and self-competence (d=0.30; P<.001). There were significant correlations between system use, perceived helpfulness, and a number of secondary outcome variables.

Conclusions: MOST+ is a feasible, acceptable, and safe online clinical service for young people with mental ill-health. The high level of perceived helpfulness, the significant improvements in secondary outcomes, and the correlations between indicators of system use and secondary outcome variables provide initial support for the therapeutic potential of MOST+. MOST+ is a promising and scalable platform to deliver standalone e-mental health services as well as enhance the growing international network of face-to-face youth mental health services.

(J Med Internet Res 2020;22(8):e17155) doi:10.2196/17155
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Introduction

Background

Mental ill-health is the number one cause of disability worldwide [1] and accounts for 8 million deaths annually [2]. Mental illness strikes the young, with 75% of all mental disorders having their onset before the age of 25 years [3], and for many, it follows a relapsing course [4,5]. The timing and course of mental illness disrupts the attainment of critical developmental milestones for young people, such as completing their education, entering the job market, and developing intimate relationships [6]. This can result in devastating lifelong consequences, including increased risk of chronic unemployment, lower income and living standards, homelessness, social isolation, suicide, and early mortality [7-9].

Despite the prevalence and impact of mental illness, between 35% and 57% of people with mental health disorders do not access treatment in high-income countries [1]. The corresponding range for low- and middle-income countries is 76% to 85% [1]. The mismatch between the prevalence of mental illness and the rate at which treatment is accessed is the greatest for young people. The most recent Australian national survey of young people’s mental health revealed that only 13% of men and 31.2% of women aged 16-24 years who had experienced a mental disorder in the preceding 12 months received professional help [10]. The reasons for low rates of treatment access among young people include low help-seeking due to fear of stigma and embarrassment, confidentiality concerns, negative prior experiences of treatment, poor mental health literacy, lack of knowledge of available resources, a preference for self-reliance, and social isolation [11-13]. Additional structural and logistical barriers include geographical distance, poverty, out-of-pocket expenses associated with treatment, and lack of availability of services [14].
innovation (eg, novel intervention models harnessing mobile technology to provide intensive, real-time support) [24]. Second, these interventions were developed as separate products [24], with little consideration as to how they fit in with existing clinical services, resulting in an overall lack of integration of web-based support with clinical services [25].

The number of mobile apps targeting mental health has grown exponentially over the past few years. According to a 2017 report, almost 500 unique apps were targeting mental health disorders in 2017 [26]. More recently, a systematic search of mobile apps focused on wellness and stress management found over 1000 publicly available apps [27]. However, although mental health apps are flooding the consumer market, very few studies have examined their effectiveness [28], and many apps do not follow evidence-based guidelines and principles [29]. For example, of the apps focused on psychosocial wellness and stress management, only 1% involved therapist support, and less than 2% were designed to supplement in-person treatment and 2% had any research publications (with most of these being a single feasibility or efficacy study) [27]. Examining the existing evidence, two meta-analyses found significant but small effects for reductions in anxiety [30] and depression [31] from smartphone interventions as compared with control conditions. However, a more recent meta-analysis including only mobile apps designed to treat mental health symptoms found small significant effects on depression, with no significant effects on anxiety, suicidal ideation, self-injury, or alcohol use [32]. It must be noted that the effects of mental health apps (g=−0.14 to 0.18) were significantly smaller than those of web-based mental health interventions [23,33-35] (g=0.84-1.09). These smaller effects may be explained by the lack of human support in most mental health apps; poor adherence, which is considered to be a major pitfall of mental health apps [36], or low use of key app features; and possibly a lack of sustained and structured attention to content and features that may be needed for an intervention to yield significant benefits [32]. To date, most mobile mental health apps have been designed in academic labs or by commercial companies, usually outside of clinical services, resulting in an overall lack of integration with existing clinical services [37].

A growing number of online peer support groups and social networking sites (SNS) exist for people with mental health problems. Overall, the extant evidence suggests that online peer support groups can foster a sense of social connectedness, empowerment, and improved quality of life as well as reduce depression and emotional distress [38-40]. That said, the type and function of online peer support groups and SNS appear to have a significant effect on their outcomes. For example, unmoderated forums and SNS can lead to increased contagion, distress, and collusion among users [39]. Conversely, SNS interventions that have been moderated, ideally by professionals, have been found to be safe, engaging, supportive, and useful [39,41-44]. This is in keeping with the findings that young people with mental ill-health have a strong preference for purpose-built, moderated, social media–based interventions enabling peer-to-peer contact as well as clinician support [45]. Despite this emerging evidence, the majority of available peer support groups do not provide professional moderation and clinical support or incorporate evidence-based, user-directed web-based therapy.

The third main type of digital support is web-based counseling (ie, real-time web chat with clinicians). There is initial evidence that web chat is an effective way to deliver mental health support [46], with recent trials showing comparable levels of effectiveness [47], therapeutic alliance [48], and perceived helpfulness with face-to-face therapy [48]. Recent studies also indicate that young people are increasingly turning to web chat to receive mental health support [49]. However, these web-based services are also constrained by capacity and scalability due to their reliance on one-to-one web-based support.

Our group has developed a novel and evolving model of web-based behavioral interventions entitled Moderated Online Social Therapy (MOST). The MOST model merges (1) interactive web therapy, (2) peer-to-peer web-based social networking, (3) peer, and (4) clinical moderation. Successive iterations and evolutions of MOST have been successfully adapted for, and trialed with, young people with psychosis [42,50], at clinical risk of psychosis [43], suicidal risk [51], depression [44,52], and social anxiety [53], as well as relatives of young people with psychosis [54] and depression [55]. To respond to the crisis in access to care by young people who experience mental ill-health, our group has developed a new model of web-based clinical support entitled Enhanced Moderated Online Social Therapy (MOST+). MOST+ fully merges the effective components of web-based interventions, online peer support groups, and web-based counseling into a single platform. As such, MOST+ combines (1) a wide range of evidence-based, interactive, user-directed web-based interventions; (2) secure and supportive peer-to-peer web-based social networking; (3) peer moderator support; (4) clinical moderation; and (5) on demand web chat with registered clinicians. Thus, MOST+ was designed to deliver an accessible and scalable web-based mental health service catering to the varying needs and preferences of young people by flexibly integrating multiple modes of effective web-based support.

**Objectives**

The overarching aim of this study (trial registration: ACTRN12617003703033) was to determine the feasibility, acceptability, and safety of MOST+ for young people seeking online mental health support. The secondary aims of the project were (1) to assess changes in psychological distress, well-being, depression, stress, social support, loneliness, basic psychological needs (self-competence, relatedness, and autonomy), strengths usage, and mindfulness skills from the point of engagement to post intervention and (2) to explore the associations between system usage, perceived helpfulness, and secondary outcome variables. We hypothesized that MOST+ would be regularly used, favorably received, and safe against a priori established criteria (described in detail in the Results section) [56].

**Methods**

**Study Design and Setting**

The methods of this study have been described in detail elsewhere [56]. Briefly, this study employed an uncontrolled
single-group design [57]. The MOST+ intervention was embedded within eheadspace services, a national web counseling service funded by the federal government for young people aged 12 to 25 years in Australia [49]. Eheadspace is staffed by qualified and supervised mental health clinicians providing synchronous web chat, email support, and telephone-based mental health support. For this study, 27 eheadspace clinicians were trained to deliver online support using the MOST+ platform. Two of these clinicians, based at the eheadspace operation center, provided web chat support via MOST+ from 4 PM to 12 AM every day. They were registered with mental health clinicians with prior specialist training and experience in the delivery of mental health support to young people in distress. The MOST+ platform was available for a period of 9 weeks, including a 5-week recruitment period (ACTRN12617000370303).

Participants and Recruitment
The sample included 157 young people recruited via an opt-in process at the point of entry to eheadspace through a link on the home page. The inclusion criteria were as follows: (1) help-seeking young people with concerns about their own mental health, (2) people aged 16 to 25 years, and (3) people with the ability to provide informed consent and comply with study procedures. The participants who indicated on the web that they understood and consented to the study procedures were recruited into the study.

To ensure the safety of the online social network, some participants were excluded from access to the social networking component of MOST+ (defined as partial access; see under Web Counseling). These exclusions were (1) acute risk of self-harm requiring urgent intervention (ie, suicidal ideation with a current plan and intent) indicated by a young person on web chat or by endorsing predetermined screening questions; (2) participation in the MOST+ social network was deemed likely to interfere with appropriate clinical management of mental health symptoms (eg, psychosis) or increase the risk of harm to self or others by an eheadspace clinician; and (3) inability to confirm age and conduct induction via a research assistant telephone contact (Multimedia Appendix 1). Participants with partial access could access all other components of MOST+ (ie, web chat and interactive web-based therapy). This design feature enabled us to compare outcomes across these 2 levels of access.

The mean age of the participants was 19.1 (SD 2.3) years, with 77% female participants. A total of 87% (137/157) of the participants were born in Australia and 11% (17/157) spoke languages other than English. Moreover, 70% (110/157) of the participants were from metropolitan areas, 28% (44/157) from rural areas, and 2% (3/157) from remote areas. In addition, 3% (5/157) of the participants identified themselves as Aboriginals and/or Torres Strait Islanders. Furthermore, 59% (93/157) of the participants had not previously used youth mental health services and 37% (58/157) had never received any mental health support. A total of 57% (89/157) of the participants were engaged in paid work and 77% (121/157) were studying part-time or full-time. The main reasons for seeking help included sadness (38%: 60/157) and anxiety (22%:35/157), followed by feelings of distress (9.6%:15/157). Baseline clinical measures indicated that the majority of participants had mental ill-health. Specifically, the mean baseline Kessler 10 (K10) score was 32.03 (SD 7.72), with 61% (57/93) scoring 30 (indicative of a severe mental health disorder) and 33% (31/93) scoring 25-29 (indicative of a moderate mental health disorder) [58] (Table 1). Similarly, the mean baseline Patient Health Questionnaire-9 (PHQ-9) score (measuring depression) was 15.76 (SD 6.32), with 59% (55/93) scoring 15 (indicative of moderately severe depression) and 24% (22/93) scoring 10-14 (indicative of moderate depression) [59] (Table 1 [60-71]).
## Table 1. Mean (SD) and within-group effect sizes (Cohen d) for outcome measures (N=93).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Baseline, mean (SD)</th>
<th>Follow-up, mean (SD)</th>
<th>P values</th>
<th>Cohen d (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>K10a</td>
<td>32.03 (7.680)</td>
<td>29.43 (8.119)</td>
<td>&lt;.001</td>
<td>−0.39 (−0.68 to −0.10)</td>
</tr>
<tr>
<td>WEMWSb</td>
<td>6.58 (2.174)</td>
<td>7.60 (2.232)</td>
<td>&lt;.001</td>
<td>0.51 (0.21 to 0.80)</td>
</tr>
<tr>
<td>PSSc</td>
<td>10.65 (2.483)</td>
<td>9.52 (2.940)</td>
<td>&lt;.001</td>
<td>−0.44 (−0.72 to −0.14)</td>
</tr>
<tr>
<td>PHQ-9d</td>
<td>15.76 (6.322)</td>
<td>13.98 (6.514)</td>
<td>.008</td>
<td>−0.29 (−0.57 to −0.01)</td>
</tr>
<tr>
<td>UCLAe</td>
<td>9.23 (1.984)</td>
<td>8.83 (2.224)</td>
<td>.04</td>
<td>−0.23 (−0.52 to −0.06)</td>
</tr>
<tr>
<td>Competencef</td>
<td>20.69 (6.449)</td>
<td>22.27 (6.494)</td>
<td>.005</td>
<td>0.30 (0.01 to 0.60)</td>
</tr>
<tr>
<td>Relatednessg</td>
<td>35.61 (8.900)</td>
<td>36.85 (7.412)</td>
<td>.08</td>
<td>0.17 (−0.12 to 0.46)</td>
</tr>
<tr>
<td>Autonomyh</td>
<td>25.68 (6.663)</td>
<td>27.61 (7.148)</td>
<td>.001</td>
<td>0.36 (0.07 to 0.65)</td>
</tr>
<tr>
<td>FSIi</td>
<td>10.06 (5.303)</td>
<td>11.28 (4.935)</td>
<td>.004</td>
<td>0.30 (0.01 to 0.59)</td>
</tr>
<tr>
<td>SUSj</td>
<td>54.20 (16.621)</td>
<td>56.40 (17.361)</td>
<td>.21</td>
<td>0.13 (−0.15 to 0.42)</td>
</tr>
<tr>
<td>FMIh</td>
<td>28.77 (6.513)</td>
<td>30.08 (7.184)</td>
<td>.08</td>
<td>0.20 (−0.10 to 0.48)</td>
</tr>
</tbody>
</table>

aK10: Kessler 10.
bWEMWS: 3 items from the Warwick-Edinburgh Mental Well-being Scale.
cPSS: Perceived Stress Scale.
dPHQ-9: Patient Health Questionnaire-9.
eUCLA: UCLA Loneliness Scale (Version 3).
fCompetence: subscale of the Basic Psychological Need Satisfaction Scale.
gRelatedness: subscale of the Basic Psychological Need Satisfaction Scale.
hAutonomy: subscale of the Basic Psychological Need Satisfaction Scale.
iFS: Friendship Scale.
jSUS: Strengths Use Scale.
kFMI: Freiburg Mindfulness Inventory-Short Form.

### Intervention: MOST+

A large multidisciplinary team of researchers, clinical psychologists, programmers, creative writers, graphic artists, and experts in human-computer interaction worked in collaboration with end users to iteratively develop the MOST+ platform [42,45]. MOST+ merged (1) interactive user-directed web-based therapy (Steps), (2) peer-to-peer online social networking, (3) peer moderator support, (4) expert moderation, and (5) on demand web chat with clinicians.

MOST+ was conceived as an accessible web-based youth mental health service delivering immediate, short-term, flexible, and evidence-based support to help-seeking young people with mental ill-health. MOST+ was designed to be scalable through the integration of multiple modes of web-based support, thus enabling varying levels of direct support by peer moderators and clinicians.

### MOST+ Intervention Components

#### Interactive, User-Directed Psychosocial Interventions

MOST+ adopted a strengths-based approach [42] through which users were guided and prompted to identify (via an interactive card-sort game) and exercise their core personal strengths to foster psychological well-being, including social connectedness and self-efficacy. Each strength included behavioral prompts or *do its* designed to support young people in applying their core strengths (eg, courage) for specific purposes (eg, dealing with social anxiety).

Psychosocial interventions in MOST+ took the form of brief web-based comics called *Steps*. Comics have been used in physical health interventions as a nonthreatening, easy-to-understand medium for patient education [72]. We chose to use comics in MOST+ because of their ability to merge persuasive metaphors and character-driven narratives [73], potentially making therapeutic concepts more accessible, engaging, and compelling for young people. Comics were developed by clinical psychologists, professional novelists, and comic artists in partnership with young people (Figure 1). This process included focus groups with young people to identify salient therapeutic themes as well as continual feedback and co-design sessions involving artists, novelists, psychologists, and young people across all phases of comic development (from initial scripting to comic drawing and coloring) [74,75]. MOST+ included 52 discrete, interactive therapy comics designed to address the main concerns for helping young people to access web counseling at eheadspace, including managing immediate distress, low mood, anxiety, social anxiety, relationship issues, and difficulties at school or work [49]. The comics were informed by evidence-based psychological therapies including CBT [76-78], mindfulness [79,80], self-compassion [81], and positive psychology interventions [82]. The comics were...
Web-Based Social Networking
Participants with full access were able to communicate with one another and the peer moderators in the Café and Talk it Out sections to foster social support and problem-solving skills. The Café included a newsfeed where participants and moderators were able to create posts to share thoughts, information, pictures, and videos and respond to other users’ posts by commenting, liking, or reacting to content. The reactions were designed to facilitate social support (eg, I get you and thinking of you). Each participant could personalize their own profile with images and a bio and could visit the wall of fellow users, where their posts and general activities were displayed.

Talk it Out was designed as a collaborative problem-solving feature informed by the evidence-based problem-solving framework [83,84]. Participants could suggest topics (eg, how to make new friends at a new school in year 11?) and discuss solutions with trained peer moderators and other young people. Peer moderators encouraged young people to define the problem, brainstorm possible solutions, identify the pros and cons, and summarize possible solutions. Previous problems and group solutions were stored in the system, providing an easily accessible solution wiki for all young people.

Web Counseling
The web chat was fully integrated within MOST+. Young people using the system could request access to a clinician-delivered web chat between 4 PM and 12 AM. This included real-time web counseling focused on reducing immediate distress, supporting positive self-care, and facilitating referral to additional support where appropriate. Following a web chat session and based on the context of the consultation, MOST+ clinicians suggested specific, relevant content from MOST+ (eg, web-based comic, Talk it Out, or do it) to the young person. These suggestions appeared in the users’ notifications sections as well as in the chat window. Web chats were classified based on the level of risk, with chat requests indicating that suicidal ideation and psychotic symptoms were prioritized.

Partial Versus Full Access to MOST+
Participants who consented to the study completed a 15-min web-based survey [56]. Following this survey, all young people were granted partial access to MOST+ consisting of real-time, clinician-delivered web chat as well as user-directed psychosocial interventions. Full access to MOST+, which additionally included peer-to-peer web-based social networking, was granted based on a three-tiered screening process designed to ascertain the safety and appropriateness of this component for each young person (Multimedia Appendix 1).

Duration of Access to MOST+
Irrespective of the level of access, all participants were enrolled in the MOST+ intervention for 1 week, with the option to extend their enrollment on a weekly basis over the duration of the intervention period (ie, a minimum of 1 week to a maximum of 9 weeks). The participants were shown a count-down watch depicting the time left before their account deactivation. Following account deactivation, all information and activity pertaining to the participant’s account (eg, profile, posts) were hidden from the MOST+ system. However, the participants were able to reactivate an expired account at any time during the study intervention period. Multimedia Appendix 2 provides examples of the participants’ enrollment timelines, with each colored line representing a different potential timeline over the duration of the pilot. This feature was implemented to protect the privacy of the large group of one-time users of eheadspace services [49] while ensuring a lively and safe online social network for regular users. Specifically, based on the patterns of usage of eheadspace, we anticipated that a significant proportion of users would only use MOST+ for a short period. By automatically hiding their activity following their short-term use of MOST+, we aimed to protect their privacy in the long term, while maintaining the currency and dynamism of the social network and facilitating the safety management of the social network at scale.

Moderation
MOST+ incorporated clinician as well as peer moderation. Clinical moderation primarily focused on ensuring the safety of maximizing their cultural, sexuality, and gender acceptance. The steps further incorporated do its to help participants exercise therapeutic skills (eg, empathy) in a real-life context (eg, school). Young people were able to store any do it they wanted to complete in the future in a playlist. Finally, the participants had the ability to rate, like, comment on, and share any step or do it with others via the social networking newsfeed.
of the social network. Specifically, MOST+ clinicians monitored new contributions to the network for indicators of clinical risk. The social network was moderated by an on-duty MOST+ clinician daily. Safety checks (ie, monitoring any indications of risk on the social network) were undertaken a minimum of 2 times per week day and once daily on weekends and public holidays (see Safety Protocol details below). The clinicians were regularly supervised throughout the trial by their usual eheadspace shift supervisors.

The Cafe was led and moderated by trained young people with the experience of having lived with mental illness (Peer workers). Peer workers were peer moderators who facilitated social learning using MOST+ in desired ways (eg, self-disclosing, using therapy content to deal with difficulties) [85]. Drawing on the growing evidence for peer support having a positive impact on the levels of hope, empowerment, and quality of life [86], peer workers also provided general guidance and peer-to-peer support. In addition, peer workers guided the problem-solving discussions in Talk it Out and posted links to relevant therapeutic resources and tips. Finally, peer workers seeded discussion threads and icebreakers to enable useful, enjoyable conversations and facilitate meaningful relationships. Peer moderators were supervised weekly by members of the research team (clinical psychologists and peer support coordinators).

Safety Protocol

The safety protocol comprised 3 levels of security: (1) system and privacy protection, (2) web safety, and (3) clinical safety. MOST+ had built-in security and data protection to prevent unauthorized access to the platform, which has been described elsewhere [56]. These measures conform to industry best practices as defined by the Open Web Application Security Project. Privacy and web safety were managed in accordance with the Australian Communications and Media Authority. Specifically, the participants were informed of, and were required to accept, the terms of use of MOST+, which included clauses on protecting their privacy and that of others as well as guidelines on proscribed behavior (ie, disrespectful behavior or offensive comments).

The MOST+ clinical safety protocol included manual and automated procedures. First, information related to clinical risk (posts or messages) was screened by clinical moderators twice each weekday and daily on weekends and public holidays. Second, MOST+ incorporated an automatic alert system that monitored self-harm–related terms posted on the social feed. Any detected increased risk or inappropriate use activated the safety protocol (Multimedia Appendix 3). Finally, a report function enabled the participants to alert the moderators to inappropriate use of the system (eg, discriminatory comments posted on the social network).

Participants’ Data Management

The participants were able to control the extent to which they could be identified by other users within the social network, including whether they used their first name or a nickname and whether their profile picture included a photo. As noted above, following account deactivation, the participants’ accounts and activities were hidden from MOST+. The participants could also choose to switch off their profiles to hide all past posts and comments and anonymize their contributions to Talk it Out. The participants were informed that any records of user activity hidden from the social network were retained by the researchers for the purpose of analysis. Specifically, all user-generated data were encrypted and retained in the MOST+ database throughout the trial. Upon completion of the trial, MOST+ was decommissioned and the database was exported and stored in a deidentified format on an Orygen server for research purposes.

Outcome Measures

The primary outcome variables were intervention feasibility, acceptability, and safety. All outcomes were assessed at baseline and at follow-up. Baseline assessments were conducted on the web as part of the onboarding process. Follow-up assessment occurred approximately 4 days after the initial account deactivation (ie, 4 days after a participant opted not to renew their account for an additional week). For those participants who maintained active enrollment across the intervention period, follow-up occurred as soon as possible following the conclusion of the pilot. The participants received a short message service notification indicating that their web follow-up survey was due and that they were able to complete survey items either via the web or telephone.

A self-report user feedback questionnaire was developed based on the user experience approach [87] assessing the following themes: (1) acceptability, (2) helpfulness, and (3) safety. Acceptability was determined against the following a priori indicators: (1) participants provided ratings of the MOST+ platform averaging above three out of five across feedback questions regarding ease of use, relevancy, helpfulness, and overall experience; (2) at least 60% (56/93) of the participants reported that the MOST+ intervention provided relevant and helpful support; and (3) at least 80% (74/93) of the participants would recommend MOST+ to other young people experiencing similar difficulties (Table 2). In addition, the MOST+ intervention was considered safe if (1) at least 90% (84/93) of the participants reported the MOST+ web-based intervention to be safe, (2) none of the participants experienced a serious adverse event as a result of their engagement with the system, and (3) there were no unlawful entries into the MOST+ system detected by study programmers during the 8-week pilot.

Secondary outcome measures included self-report measures of psychological distress, well-being, depression, stress, social support, loneliness, basic psychological needs (self-competence, relatedness, and autonomy), strengths usage, and mindfulness skills (Table 3).
### Table 2. Acceptability, safety, and perceived helpfulness ratings using Enhanced Moderated Online Social Therapy (N=93).

<table>
<thead>
<tr>
<th>Questions</th>
<th>Mean (SD)</th>
<th>Median</th>
<th>Values, n (%)&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Overall acceptability</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>How would you describe your overall experience on MOST+&lt;sup&gt;b&lt;/sup&gt;&lt;sup&gt;c&lt;/sup&gt;</td>
<td>3.9 (0.8)</td>
<td>4</td>
<td>91 (98)</td>
</tr>
<tr>
<td>Please rate the helpfulness of using MOST+&lt;sup&gt;d&lt;/sup&gt;</td>
<td>3.5 (0.9)</td>
<td>4</td>
<td>80 (86)</td>
</tr>
<tr>
<td>Please rate how quickly you were able to find what you needed on MOST+ (ease of use)&lt;sup&gt;e&lt;/sup&gt;</td>
<td>3.7 (1.1)</td>
<td>4</td>
<td>80 (86)</td>
</tr>
<tr>
<td>Please rate how relevant you found the content on MOST+&lt;sup&gt;f&lt;/sup&gt;</td>
<td>3.9 (1.0)</td>
<td>4</td>
<td>82 (88)</td>
</tr>
<tr>
<td><strong>Safety and support</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Has using MOST+ helped you to better access support from others?&lt;sup&gt;g&lt;/sup&gt;</td>
<td>3.59 (1.125)</td>
<td>4</td>
<td>79 (85)</td>
</tr>
<tr>
<td>Please rate whether using MOST+ helped you feel better&lt;sup&gt;h&lt;/sup&gt;</td>
<td>3.38 (1.03)</td>
<td>3</td>
<td>76 (82)</td>
</tr>
<tr>
<td>Please rate whether using MOST+ helped you feel more socially connected&lt;sup&gt;h&lt;/sup&gt;</td>
<td>3.18 (1.15)</td>
<td>3</td>
<td>70 (86)</td>
</tr>
<tr>
<td>Please rate whether you felt safe using MOST+&lt;sup&gt;i&lt;/sup&gt;</td>
<td>4.43 (0.82)</td>
<td>5</td>
<td>90 (97)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Number of cases responding in the positive range (3 or higher) based on complete responses.

<sup>b</sup>MOST+: Enhanced Moderated Online Social Therapy.

<sup>c</sup>Items rated from 1=not at all positive to 5=very positive.

<sup>d</sup>Items rated from 1=not at all helpful to 5=very helpful.

<sup>e</sup>Items rated from 1=not at all quickly to 5=very quickly.

<sup>f</sup>Items rated from 1=not at all relevant to 5=very relevant.

<sup>g</sup>Items rated from 1=not at all to 5=very much.

<sup>h</sup>Items rated from 1=not at all safe to 5=very safe.

<sup>i</sup>Items rated from 1=not at all confidential to 5=very confidential, asked of participants will full access only.
Table 3. Overview of secondary outcomes and measures used.

<table>
<thead>
<tr>
<th>Outcomes of interest</th>
<th>Measures</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Psychological distress</td>
<td>K10a</td>
<td>10-item, widely recommended measure of psychological distress; validated in adolescents [1]</td>
</tr>
<tr>
<td>Psychological well-being</td>
<td>WEMWSb</td>
<td>3 items of the WEMWS are included in the eheadspace Minimum Data Set and assessed in this study: “I’ve been interested in new things,” “I’ve been feeling useful,” and “I’ve been feeling good about myself” [2]</td>
</tr>
<tr>
<td>Perceived stress</td>
<td>PSSc</td>
<td>10-item measure of the degree to which situations in one’s life are appraised as stressful. Widely used, with acceptable psychometric properties [3]</td>
</tr>
<tr>
<td>Depression</td>
<td>PHQ-9d</td>
<td>9-item measure of severity of depression. Validated in psychiatric and primary care populations [4,5]</td>
</tr>
<tr>
<td>Loneliness</td>
<td>UCLAc</td>
<td>20-item measure assessing how often the respondent feels disconnected from others. Highly acceptable reliability and validity [6]</td>
</tr>
<tr>
<td>Basic psychological needs of competence, relatedness, and autonomy</td>
<td>BPNSf</td>
<td>21-item measure with 3 subscales (competence, autonomy, and relatedness), drawing from self-determination theory [7]. Widely used [8,9]</td>
</tr>
<tr>
<td>Social support</td>
<td>FSg</td>
<td>6-item measure of perceived social isolation, with acceptable psychometric properties in the older adult population [10]</td>
</tr>
<tr>
<td>Strengths use</td>
<td>SUSh</td>
<td>14-item measure assessing the extent to which respondents use their strengths, drawing from positive psychology literature [11]</td>
</tr>
<tr>
<td>Mindfulness skills</td>
<td>FMIi</td>
<td>14-item measure of mindfulness. Appropriate for use in contexts where little experience or knowledge of mindfulness can be expected. Acceptable reliability and validity, including in clinical samples [12]</td>
</tr>
</tbody>
</table>

aK10: Kessler 10.
bWEMWS: 3 items from the Warwick-Edinburgh Mental Well-being Scale.
cPSS: Perceived Stress Scale.
dPHQ-9: Patient Health Questionnaire-9.
eUCLA: UCLA Loneliness Scale (Version 3).
fBPNS: Basic Psychological Need Satisfaction Scale.
gFS: Friendship Scale.
hSUS: Strengths Use Scale.
iFMI: Freiburg Mindfulness Inventory-Short Form.

Analyses
The patterns of intervention use were tracked in real time. Aggregated data from the user feedback questionnaire were compared with the a priori acceptability and safety criteria to determine the success of the pilot. Paired samples t tests were conducted and within-group effect sizes (Cohen d) were reported for changes in the baseline and posttest study measures. To estimate Cohen d, Morris and DeShon’s [88] equation was applied to correct for dependence among the means in within-group designs. Parametric and nonparametric correlations were performed as appropriate to explore the associations between the usage of MOST+, acceptability ratings, and changes in secondary outcome measures.

Results
Feasibility, Acceptability, and Safety
A total of 93 of the 157 participants recruited for the study were contactable and assessed at follow-up. There were no statistically significant differences in any baseline demographic or clinical variables between those who completed the follow-up assessment and those who were lost to follow-up. All a priori indicators of acceptability were met (Table 2). The participants provided positive ratings of their experience using MOST+, with mean scores of 3.5 or more (out of 5) on each of the core domains of ease of use (mean 3.7, SD 1.1), relevancy (mean 3.9, SD 1.0), helpfulness (mean 3.5, SD 0.9), and overall experience (mean 3.9, SD 0.8). In addition, 98% (91/93) of participants reported a positive experience using MOST+, 86% (80/93) considered it easy to use, 88% (88/93) reported that MOST+ was relevant to their needs, 86% (80/93) considered it helpful, 82% (76/93) reported that using MOST+ helped them feel better, 86% (70/93) felt more socially connected using it, and 92% (86/93) said that they would recommend it to other young people experiencing similar difficulties. Moreover, 46% (72/157) of the participants had full access to MOST+ and 53% (83/157) had partial access (ie, excluded from the web-based social networking). The reasons for partial access included high clinical risk either detected by the system (automatically triggering a web chat; 18%: 28/157 (of all participants) or based on the clinician’s assessment (4%: 6/157) and not being able to contact eligible participants to verify age (31%: 49/157). Participants with full access to MOST+ reported a significantly more positive overall experience (mean 4.1, SD 0.7) compared with those with partial access (mean 3.7, SD 0.8; two-tailed t(91)=-2.89; P<.001). The follow-up retention rate was also significantly higher in participants with full access (57/73, 78%)
than in those with partial access (43%; $X^2_{155}=20.1; P<.001$). There were no other significant differences in any demographic or outcome variable at baseline or acceptability ratings at follow-up between participants with full versus partial access.

A priori set safety criteria were also met. Specifically, no adverse events, inappropriate use, reports by participants, or unlawful entries pertaining to MOST+ were detected during the study. A total of 97% (90/93) of the participants reported feeling safe using MOST+. Moreover, all clinical measures showed a trend toward improved clinical status at follow-up (Table 1). There were no significant differences in safety indicators between those with full versus partial access.

Regarding the overall use of MOST+, there were a total of 1058 log-ins during the 9-week study, with 45.2% (71/157) logging in once, 14% (22/157) logging in twice, and 40.8% (64/157) logging in 3 or more times (Table 4). A total of 585 steps and 244 do its were completed during the study. All indicators of system usage were significantly higher in those with full access to MOST+ compared with those with partial access (Table 5). In terms of the duration of access to MOST+, 66.2% (104/157) of participants did not extend their initial default period of 7 days of enrollment, 14% (22/157) requested one extension, and 19.7% (31/157) requested 2 or more extensions. Finally, 41% (64/157) of participants did not request any chats with eheadspace clinicians, 34% (53/157) requested 1 chat, and 24% (38/157) requested 3 or more chats (including automatic web chats triggered by screening items indicating possible acute risk on initial registration into MOST+; Multimedia Appendix 1).

**Table 4.** Log-ins and individual usage of the main components of Enhanced Moderated Online Social Therapy (N=157) during the pilot study.

<table>
<thead>
<tr>
<th>Site component</th>
<th>Characteristics</th>
<th>Full sample</th>
<th>Percentage, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>Range</td>
<td>Percentage, n (%)</td>
<td></td>
</tr>
<tr>
<td>Log-ins</td>
<td>6.74 (15.21)</td>
<td>1-103</td>
<td>86 (54.8%)</td>
</tr>
<tr>
<td>Posts and comments</td>
<td>1.14 (4.69)</td>
<td>0-45</td>
<td>21 (14%)</td>
</tr>
<tr>
<td>Steps</td>
<td>3.73 (9.88)</td>
<td>0-87</td>
<td>78 (49.7%)</td>
</tr>
<tr>
<td>“Do its”</td>
<td>1.55 (6.53)</td>
<td>0-74</td>
<td>49.9 (31.8%)</td>
</tr>
</tbody>
</table>

Table 5. Comparison of log-ins and individual use of the main components between participant groups with full access (n=73) and participant group with partial access (n=84).

<table>
<thead>
<tr>
<th>Variables</th>
<th>Participants with full access (n=73)</th>
<th>Participants with partial access (n=84)</th>
<th>t test (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>Range</td>
<td>Participants, n (%)</td>
<td>Mean (SD)</td>
<td>Range</td>
</tr>
<tr>
<td>Log-ins</td>
<td>12.34 (18.75)</td>
<td>1-103</td>
<td>58 (79.5b)</td>
<td>1.87 (2.23)</td>
</tr>
<tr>
<td>Post and comments</td>
<td>2.46 (6.66)</td>
<td>0-45</td>
<td>22 (30.1a)</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Steps</td>
<td>6.52 (13.55)</td>
<td>0-87</td>
<td>49 (67.1a)</td>
<td>1.30 (3.35)</td>
</tr>
<tr>
<td>“Do its”</td>
<td>2.78 (9.36)</td>
<td>0-74</td>
<td>31 (42.5a)</td>
<td>0.49 (1.30)</td>
</tr>
</tbody>
</table>

Secondary Outcome Variables

There were statistically significant improvements between baseline and follow-up assessments, with a small to medium size, in psychological distress ($d=−0.39; P<.001$), perceived stress ($d=−0.44; P<.001$), psychological well-being ($d=0.51; P<.001$), depression ($d=−0.29; P=.008$), loneliness ($d=−0.23; P=.04$), social support ($d=0.30; P<.001$), autonomy ($d=0.36; P=.001$), and self-competence ($d=0.30; P<.001$; Table 3). Moreover, the proportion of participants with K10 and PHQ-9 scores indicative of severe mental health disorder (K1030) or moderately severe depression (PHQ-915) was significantly lower at follow-up (72% for K10; 53% for PHQ-9) compared with baseline (82% for K10; 58% for PHQ-9; $X^2_{8} = 18.8; P<.001$ for K10; $X^2_{8} = 19.7; P<.001$ for PHQ-9).

For those with full access, a secondary analysis revealed that there were significant improvements in psychological distress ($d=−0.38; P<.001$), perceived stress ($d=−0.37; P=.01$), psychological well-being ($d=0.38; P<.001$), loneliness ($d=−0.33;
P=0.02), social support (d=0.25; P=0.05), and autonomy (d=0.50; P<0.001). Similarly, for those with partial access to MOST+, there were significant improvements in psychological distress (d=−0.40; P=0.03), perceived stress (d=0.55; P<0.001), psychological well-being (d=0.72; P<0.001), depression (d=−0.40; P=0.03), social support (d=0.39; P=0.03), and self-competence (d=0.42; P<0.001).

**Exploratory Correlations Between System Use, Acceptability Ratings, and Outcome Variables**

Given the significantly lower system usage and overall retention rate in participants with partial access compared with those with full access, we reported exploratory correlations between system usage, acceptability ratings, and secondary outcome variables for participants who had full access to MOST+. In terms of system usage and acceptability ratings, there were significant correlations between (1) participants reporting that MOST+ helped them feel better and the number of web-based messages between clinicians and young people (Spearman rho, r_s=0.53; P<0.01) and the number of weeks logging in (r_s=0.42; P<0.01) and (2) participants reporting feeling more socially connected and the number of contributions posted on the newsfeed (r_s=0.42; P<0.01) as well as the number of contributions to *Talk it Out* (r_s=0.32; P=0.01). With respect to system usage and secondary outcome variables, there were statistically significant correlations between increased relatedness and the number of log-ins (r_s=0.28; P=0.03), number of steps completed (r_s=0.37; P<0.01), as well as the combined number of *do its* and steps completed (r_s=0.40; P<0.01). Increased social support also correlated positively with the number of completed steps (r_s=0.30; P=0.02) and combined number of *do its* and steps. Moreover, increased strengths usage correlated positively with the number of completed *do its* (r_s=0.27; P=0.03). Finally, there was a nonsignificant correlation in the expected direction between lower loneliness and the number of log-ins (r_s=−0.25; P=0.06).

**Discussion**

To the best of our knowledge, this is the first study to develop and test a multimodal nationwide web-based mental health service for young people experiencing mental ill-health. As such, MOST+ was designed to be an all-in-one digital mental health app merging engaging, evidence-based therapy modules with expert clinician guidance, peer support, social networking, and real-time clinical support. Baseline clinical measures indicated that the majority of participants using MOST+ had moderate (52/157, 33%) to severe mental health conditions (96/157, 61%) and moderate to severe depressive symptoms (130/157, 83%). The results of this study showed that MOST+ was feasible, acceptable, and safe, with all acceptability and safety indicators exceeding the a priori established criteria. The high level of overall satisfaction and perceived helpfulness provided strong support for the relevance of the intervention content and features for help-seeking young people experiencing significant mental ill-health.

Secondary outcome variables showed significant improvements, with small to medium effect sizes, in 8 of the 11 outcomes assessed. These included psychological distress, perceived stress, psychological well-being, depression, loneliness, social support, autonomy, and self-competence. Similarly, the proportions of participants with severe mental health disorders and moderate to severe depression (as indicated by the K-10 and PHQ-9) were significantly lower at follow-up. Although the uncontrolled design of this study did not allow any causal inferences, it was worth noting that there were a number of significant correlations in the expected direction between several indicators of system usage (ie, number of log-ins, number of steps completed, number of *do its* completed, and number of posts made on the social network) and both perceived helpfulness (ie, participants reporting that MOST+ made them feel better and more socially connected) as well as secondary outcome variables (ie, relatedness and loneliness, strengths usage, and social support). These initial findings provide proof of concept for MOST+ and lend preliminary support to the potential therapeutic effects of the intervention.

MOST+ was designed as a scalable and efficient online youth mental health service integrating multiple modes of digital therapy, available 24/7, thus catering to individual needs and preferences of young people. The combination of treatment modalities integrated by MOST+ was reported in previous research [38,47,48,89-91]. Specifically, recent studies have found that web e chat can be as effective as face-to-face interventions and even out-perform face-to-face treatment, possibly via increased focus on essential treatment goals [47,48].

Writing in web chats can also have significant advantages, such as enabling users to re-read and reflect on the therapist’s responses and their own emotions and promote a sense of control of the pace, content, and depth of disclosure [48]. Moreover, online chat integrated with a web-based intervention was shown to increase clinical effects compared with web-based support alone [89]. Finally, online peer support showed promise in improving mental health outcomes [38,90], potentially improving intervention adherence and satisfaction [45,92], although some studies found no additional therapeutic effect of peer support compared with traditional online interventions [91]. The patterns of use of MOST+, with different young people interacting with different features (ie, steps, web chat with clinicians, and web-based social network) over different timeframes (ie, one-time usage vs multiple extensions) coupled with the finding that 88% (81/93) of the participants reported that the intervention was relevant to their needs, provide support to this approach. Furthermore, the fact that 41% (64/157) of young people did not request a web chat while using MOST+ indicated that this model could increase the efficiency and scalability of traditional web chat services by reducing their reliance on real-time clinician-delivered web chat. Although promising, the cost-effectiveness of MOST+ against traditional web chat services needs to be established via controlled studies.

With the purpose of ensuring the safety of a (potentially) population-level social network, participants could be granted either full or partial access (excluded access to web-based social networking) to MOST+. This provided an opportunity to examine the differences in satisfaction levels, perceived safety, usage, and secondary outcomes in relation to the level of access to the system. Interestingly, participants with access to the social
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network reported significantly higher levels of overall satisfaction, showed higher levels of usage of MOST+, and were more likely to be interviewed at follow-up (60/73, 78%) compared with their counterparts in the partial access group (36/84, 43%). Moreover, although loneliness and autonomy improved significantly in the group with full access, these domains remained unchanged in the partial access group. Taken together, these findings suggested that limiting access to the social network may have thwarted the sense of autonomy and the motivation to use the system and remained in the study in those with partial access. Conversely, having full access to the system and social network may lead to increased autonomy and reduced loneliness, irrespective of whether young people posted or not. It must be noted that there were no significant differences in any baseline variables (including clinical severity and basic psychological needs) between those with partial access and those with full access. These findings were in keeping with the self-determination theory, which posited that environments that addressed the basic psychological needs of autonomy (ie, sense that one’s own behavior is freely chosen and of one’s own volition), relatedness (ie, feelings of safety, belonging, and connectedness in their social interactions), and self-competence enhanced intrinsic motivation [93,94] as well as engagement in web-based interventions [95]. Alternatively, it could have been that participants with partial access were more difficult to contact because they were less motivated to use the system and participate in the study in the first place. Taken as a whole, these findings highlighted that, when designing web-based social media–based interventions, safety considerations should be weighed against potential negative effects on engagement or lack of positive effects on social outcomes. For example, future iterations of MOST+ could include an opt-in feature whereby young people decide whether they want to participate in the social network, thus preserving their sense of autonomy. In addition, less burdensome procedures could be introduced to verify age, which accounted for 57% (48/84) of all participants with partial access (eg, uploading an ID card picture via mobile phone as part of the onboarding process or linking their MOST+ account to the existing national web health records to automatically verify age). For those at increased clinical risk, additional safety measures (eg, enhanced automatic and manual monitoring of posts; personalized, detailed information on the purpose and terms of use of the social network) could be implemented to ensure clinical safety while including them in the social network. We successfully implemented this approach in a recent study of a social media–based intervention for young people with elevated suicidal ideation [96].

Web-based social media interventions provide a unique opportunity to address the pervasive rates of social isolation and lack of social support among young people with mental ill-health. For example, young people with psychosis report an average of three lonely days per week [97]. Come adulthood, 75%-94% will experience significant loneliness [98,99]. Unfortunately, recent studies have shown that frequent use of social media among young people is linked to lower self-esteem and increased anxiety, depression, and psychological distress [100,101], with young people with lower well-being being more vulnerable to experience adverse effects when using social media [102]. Against this backdrop, it is essential to develop evidence-based social media–enabled interventions that promote social support while ensuring safety and diminishing harmful consequences. A number of studies from our research lab [42-44,55] and others [39] have shown that carefully designed moderated web-based social media interventions can be safely implemented and are not associated with harmful effects. This study adds to this growing body of evidence by demonstrating that web-based social media interventions can be safely deployed to help-seeking young people via a national web counseling service. That said, the optimal size, functioning, and operations of social media–based interventions remain uncertain. For example, what level of engagement or participation is needed for participants to benefit from these interventions? What is the optimal balance between messages of distress and requests for help (which may lead to contagion [103]) versus messages of hope and positivity (which may alienate some participants [104])? Can web-based social networks provide a safe and transitional training environment that leads to real-world improvements? These and other questions will need to be examined in future research using mixed methods, including qualitative studies as well as novel methodologies and analytic techniques such as machine learning and natural language processing.

This study has several limitations. First, the uncontrolled design precluded any causal inferences about the efficacy of MOST+. Second, given that the study was implemented nationally and all assessments were conducted remotely, there was a 40% attrition rate at follow-up, which may have positively biased the results (ie, young people who felt more positively about the intervention may be more likely to be assessed at follow-up). That being said, the reported attrition rate is among the lowest reported by studies evaluating web-based interventions of the equivalent duration via remote assessments (35%-74%) [105-107], and there were no differences in any baseline demographic or clinical variables between those who completed the follow-up assessment and those who did not. Moreover, it is worth noting that MOST+ was not designed to promote sustained engagement, and it did not implement any strategies to foster engagement over time. On the basis of the purpose and function of the eheadspace web counseling service, MOST+ was intended to provide immediate short-term support to help-seeking young people and, where appropriate, redirect young people with long-term needs to youth mental health services. Third, multiple correlations were estimated, which is likely to increase the number of type I errors. Given the exploratory nature of these analyses, we did not adjust for multiple comparisons. Thus, these findings should be considered to be exploratory and interpreted with caution. Fourth, the short-term duration of the study precluded the examination of long-term outcomes. However, this design was considered appropriate, given the purpose of the intervention (ie, addressing immediate psychological distress) and the typically short-term engagement of young people with eheadspace. Finally, the multimodal nature of MOST+ precludes the examination of the effectiveness of the specific elements of MOST+, leading to improved outcomes. Although these research questions were outside the scope of this study, future research adopting novel approaches (eg, rapid A/B testing) will need to determine the optimal combination of features, therapeutic content, and level
of usage to improve technological markers (e.g., penetration rate, satisfaction, and perceived helpfulness) as well as clinical (e.g., symptoms) and social (e.g., loneliness, social support) outcomes. Moreover, further research should determine whether MOST+ is effective in fostering help-seeking in, and addressing the needs of, young people with lower socio-economic status or young people at the risk of social exclusion.

Conclusions and Future Research
The results of this pilot investigation demonstrated that MOST+ is a highly promising and relevant web-based clinical service for young people with clinically significant mental ill-health as it yielded high satisfaction, safety, and perceived helpfulness as well as encouraging improvements in a wide range of clinical and social outcomes. These initial findings provide proof of concept for MOST+ and lend support to the multimodal, integrated approach of the intervention.

The effectiveness and cost-effectiveness of MOST+ will need to be established via controlled evaluations addressing the limitations of this study. For example, MOST+ could be implemented as a national service and evaluated through hybrid trial designs that blend components of clinical effectiveness and implementation research [108]. Alternatively, the national deployment of MOST+ would enable fast, well-powered, efficient randomized controlled trials evaluating the effectiveness of the different components of the intervention (e.g., dismantling trials) as well as successive iterations of the service. The results and innovations of these trials could be rapidly assimilated into the mainstream service, thereby breaking the current divide and long-term delays between research and clinical implementation [109].

The results from this study indicate that MOST+ is a scalable web-based mental health service that enhances the capacity of traditional web counseling services. Future iterations of MOST+ will incorporate artificial intelligence (AI) and machine learning technologies to further enhance the efficiency of the service (e.g., via triaging human support as required) as well as the personalization of the intervention [110]. This could also include chatbots harnessing natural language processing and AI to support participants in finding relevant content within the system, delivering basic therapeutic counseling, and initiating human involvement as needed. Finally, optional built-in video conferencing capabilities may enable faster therapeutic sessions while being able to assess nonverbal cues when necessary.

Finally, in addition to providing mental health support to young people who are not able to access face-to-face care, MOST+ could be integrated with the growing international network of youth mental health services to address wait-list issues, provide continuity of care in between therapy sessions, and offer relapse prevention support after initial treatment response. Meanwhile, MOST+, in its current form, stands to deliver an accessible and scalable web-based mental health service, providing multiple and integrated modalities of web-based support, to cater to the needs of an increasingly growing number of young people with mental ill-health.
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Multimedia Appendix 1
Study procedure. MOST+: Enhanced Moderated Online Social Therapy.
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Multimedia Appendix 2
Example participant timelines through the Enhanced Moderated Online Social Therapy (MOST+) intervention.
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Enhanced Moderated Online Social Therapy (MOST+) intervention safety algorithm.
[ PNG File , 288 KB - jmir_v22i8e17155_app3.png ]

References


95. Alvarez-Jimenez et al. JOURNAL OF MEDICAL INTERNET RESEARCH


Abbreviations

AI: artificial intelligence
CBT: cognitive behavioral therapy
K10: Kessler 10
MOST: Moderated Online Social Therapy
MOST+: Enhanced Moderated Online Social Therapy
NHMRC: National Health and Medical Research Council
PHQ-9: Patient Health Questionnaire-9
SNS: social networking sites
Text Messaging Adherence Intervention for Adolescents and Young Adults with Chronic Kidney Disease: Pilot Randomized Controlled Trial and Stakeholder Interviews

Cyd Eaton¹, PhD; Margaret Comer¹, BA; Cozumel Pruette², MD, MHS; Kevin Psoter³, PhD; Kristin Riekert¹, PhD

¹Pulmonary & Critical Care Medicine, Johns Hopkins University School of Medicine, Baltimore, MD, United States
²Division of Pediatric Nephrology, Johns Hopkins University School of Medicine, Baltimore, MD, United States
³Division of General Pediatrics, Johns Hopkins University School of Medicine, Baltimore, MD, United States

Corresponding Author:
Cyd Eaton, PhD
Pulmonary & Critical Care Medicine
Johns Hopkins University School of Medicine
5501 Hopkins Bayview Circle
Baltimore, MD, 21224
United States
Phone: 1 410 550 3988
Email: ceaton4@jhmi.edu

Abstract

Background: Up to one-third of adolescents and young adults (11-21 years old) with chronic kidney disease exhibit suboptimal rates of adherence to renal-protective antihypertensive medications. Mobile health interventions may promote higher adherence to these medicines in these individuals, but empirical research is needed to inform best practices for applying these modalities.

Objective: In this multiphase investigation, we developed and tested a theoretically informed text messaging intervention based on the COM-B model, a well-established health intervention framework stating that capability, opportunity, and motivation interactively modify health behaviors, to improve participants’ antihypertensive medication adherence in a pilot randomized controlled trial. Qualitative data on user experiences were obtained.

Methods: In phase 1, intervention messages (Reminder+COM-B Message) were developed via stakeholder engagement of participants and pediatric nephrologists. In phase 2, the Reminder+COM-B Message intervention was tested against a Reminder-only Message active control condition in an 8-week pilot randomized controlled trial. The primary outcome was daily electronically monitored antihypertensive medication adherence and secondary outcomes included pre-post participant surveys of adherence self-efficacy, adherence barriers, outcome expectancies for taking medicine, and motivation for and importance of taking medicine. In phase 3, qualitative interviews related to user experiences were conducted with participants in the Reminder+COM-B Message intervention group.

Results: Following phase 1, 34 participants (mean age 16.59 years, 41% female, 38% African American/Black, 35% hypertension diagnosis) completed the phase 2 pilot randomized controlled trial (n=18 in the Reminder+COM-B Message intervention group, n=16 in the Reminder-only Message active control group). All participants in the Reminder+COM-B Message intervention group completed a phase 3 qualitative interview. Overall, study procedures were feasible and the Reminder+COM-B Message intervention was acceptable to the participants (eg, 15/18 participants reported reading the majority of messages sent to them, 0/18 reported that the messages reduced their desire to take medicine). Prerandomization, there were no significant group differences in the rate of change in daily adherence over time. However, postrandomization, there was a significant group by time interaction (B=.01, P=.04) in which daily adherence decreased significantly over time in the Reminder-only Message active control group but remained stable in the Reminder+COM-B Message intervention group. There were no significant differences between groups in pre-post changes in survey responses. Qualitative interviews revealed participants’ perceptions of how the Reminder+COM-B Message intervention changed adherence behavior and highlighted several areas for improving the intervention (eg, adapt messaging timing, intensity, and content to match daily adherence, send praise when medicine is taken).

Conclusions: The Reminder+COM-B Message intervention was feasible and acceptable to adolescents/young adults and demonstrated potential to promote participants’ daily medication adherence beyond simple reminders. Further research is needed
to determine the Reminder+COM-B Message intervention’s mechanisms of adherence behavior change and to incorporate qualitative participant feedback into a modified version of this intervention to enhance its acceptability.

**Trial Registration:** ClinicalTrials.gov NCT03651596; https://clinicaltrials.gov/ct2/show/NCT03651596
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### Introduction

Several antihypertensive medications serve as renal protective agents by lowering blood pressure or decreasing urinary protein excretion with the goal of slowing disease progression in children with chronic kidney disease (CKD) [1,2]. However, up to one-third of adolescents and young adults (AYAs) with CKD do not consistently take these medicines [3]. AYAs with CKD could benefit from behavior intervention to improve antihypertensive medication adherence, which in turn could improve long-term health outcomes. Adherence interventions exist for AYAs with other chronic medical conditions [4], but typically involve face-to-face visits, thereby limiting efficient dissemination and patient access [5]. Mobile health (mHealth) interventions offer solutions to these barriers by delivering the intervention to nearly anyone with a smartphone, including 95% of adolescents in the United States [6]. However, to date, there has been very little rigorous empirical investigation of mHealth adherence intervention efficacy or the application of mHealth approaches for AYAs with CKD [7,8].

mHealth interventions have been developed for medication adherence in children and AYAs with other medical conditions (eg, sickle cell disease, asthma, type 1 diabetes, migraine). However, these interventions have primarily relied on daily dose reminders [9-11], which show short-term effects on adherence and have barriers to long-term practicality (eg, repeated reminders could be viewed as intrusive instead of helpful) [12,13], or involve self-tracking daily adherence (eg, self-reported logs or video recordings of taking medicine), which have low engagement and completion rates [14,15]. Other limitations to existing interventions include no evidence for their efficacy on objective adherence behavior [10,16], no theoretical basis to an a priori outline of the intervention’s mechanisms of behavior change [17], relying on components with barriers to long-term sustainability (eg, monetary incentives for taking medicine) [15], or not actively involving stakeholders in intervention development and refinement, which is essential for AYA engagement and intervention uptake [18].

The aim of the current study was to address these limitations of prior interventions by developing and testing a theoretically informed antihypertensive medication adherence-promoting mHealth messaging intervention for AYAs with CKD using objective adherence outcomes and qualitative stakeholder feedback. Our messaging intervention was based on the COM-B model, a well-established health intervention framework stating that capability (ie, skills, knowledge, and ability to complete a behavior), opportunity (ie, environmental factors prompting a behavior), and motivation (ie, conscious, reflective, and learned reasons for engaging in a behavior) interactively modify health behaviors, including adherence [19]. Opportunity is often targeted in mHealth interventions via medicine reminder messages. Longitudinal research involving AYAs with CKD has shown that higher capability and motivation to adhere to medications is associated with higher objective antihypertensive medication adherence [20]. Hence, it was expected that sending a reminder message (adherence opportunity) with additional messaging aimed at improving AYAs’ adherence capability (eg, teach skills to reduce barriers and improve adherence self-efficacy) and motivation (eg, highlight the benefits of adherence to activate desire to take medicine) would improve medication adherence, which formed the basis for the design of our Reminder+COM-B Message intervention.

In the current study, we conducted a mixed methods investigation, which involved (1) developing the Reminder+COM-B Message intervention for antihypertensive medication adherence in AYAs with CKD (Phase 1), (2) preliminarily evaluation of the Reminder+COM-B Message intervention against a Reminder-only Message active control condition in an 8-week pilot randomized controlled trial (RCT; Phase 2), and (3) obtaining poststudy qualitative feedback from AYAs randomized to the Reminder+COM-B Message intervention (Phase 3). We hypothesized that (1) study procedures would be feasible (few to no technical issues implementing study procedures, low cost), and acceptable and engaging to the majority of AYAs (ie, few to no AYA-reported issues with study procedures in either group, majority of AYAs in the Reminder+COM-B Message intervention group would report reading or noticing the messages sent, <10% of AYAs would report that the Reminder+COM-B Message intervention reduced their desire to take medicine); (2) postrandomization (Phase 2), daily adherence (dose taken or not) would show a faster rate of improvement in the Reminder+COM-B Message intervention group compared to the Reminder-only Message active control group; and (3) pre-post survey scores representing AYA perceptions of adherence motivation and capability would show greater improvement in the Reminder+COM-B Message intervention group compared to the Reminder-only Message active control group (Phase 2). Given conventions for analyzing adherence as an overall mean, we also examined overall mean changes in adherence from baseline to postrandomization according to group allocation (Phase 2). During qualitative interviews (Phase 3), we probed AYAs’ perceptions on the Reminder+COM-B Message intervention’s mechanisms of behavior change and suggestions for improving its acceptability.

http://www.jmir.org/2020/8/e19861/
Methods

Procedure

Recruitment

The Johns Hopkins School of Medicine Institutional Review Board approved all study procedures prior to recruitment, which occurred at a single pediatric nephrology clinic from October 2018 to November 2019. Trained study staff identified potentially eligible AYAs via clinic roster and electronic medical record review. Inclusion criteria were: aged 11-21 years old, CKD diagnosis, current antihypertensive medication prescription (pill form only), and access to a mobile phone that received text messages. Exclusion criteria were: underwent solid organ transplantation, received dialysis, had a sibling participating in the study, unable to understand spoken English, had a developmental delay or significant cognitive impairment precluding their ability to complete study procedures, or declined to use the electronic adherence monitoring device or to be audio-recorded during qualitative interviews. Potentially eligible AYAs were mailed or emailed a letter describing the study and providing the opportunity to opt out of recruitment. AYAs who did not opt out were contacted by telephone to provide study details, conduct further eligibility screening, and, if eligible and interested in enrolling, coordinate informed consent/assent procedures. Informed consent/assent procedures were conducted with participants during a telephone call with study staff (AYAs ≥18 years old provided consent for themselves; for AYAs <18 years old, a primary caregiver provided informed consent for their child and the AYA provided informed assent for themselves).

Phase 1: Reminder+COM-B Message Intervention Development

Message content was developed by the study team (experts on AYA medication adherence, behavior change theory, and pediatric nephrology) to target COM-B model components [19] and incorporate effective public health communication strategies; specifically, framing messages based on what the AYA could gain by taking their medicine as opposed to what they could lose by not taking their medicine, minimizing use of fear appeals, and incorporating novelty and relevance to the intended audience [21-24] (eg, providing different content each day, gearing content toward AYAs with CKD taking antihypertensive medicine, writing content at reading level and style appropriate for age group). Poor framing of health messages can have iatrogenic effects by reducing engagement in the targeted behavior [25]. Messages were written at the ≤5th-grade reading level and contained <140 characters. Messages targeting the COM-B model’s capability and motivation components were based on validated self-report measures of AYA adherence barriers and beliefs [26,27]. The COM-B model’s opportunity component was targeted with a simple medicine reminder message. Pediatric nephrologists (N=6) at the study site provided feedback on the messages’ medical accuracy.

The initial intervention message pool was presented to 10 AYAs with CKD (mean age 16.50, SD 3.41, range 12-21 years) during a semistructured telephone interview (~60 minutes; audio-recorded). AYAs rated messages on acceptability, effectiveness, helpfulness, and comprehension, and provided open-ended suggestions for improving content. AYAs received US $20 each for completing the interviews.

Messages rated by <85% of AYAs as acceptable, effective, helpful, or understood were excluded or revised before inclusion in the final pool tested in Phase 2. Messages were revised based on interview responses and suggestions, including adjusting the message wording for enhanced comprehension and age appropriateness, and adding new content generated by AYAs. The final Reminder+COM-B Message pool included 14 messages targeting adherence capability (eg, “Tip: Put your medication in a safe place you look each day [like the kitchen counter or by your bed] to help remember to take them!”), 14 messages targeting adherence motivation (eg, “Think about your future goals and how being healthier by taking your medicine may help you achieve them!”), and a simple reminder targeting adherence opportunity (“Please remember to take your medicine”). The Reminder+COM-B Message intervention involved sending AYAs a daily message bundle, which included the opportunity message (simple reminder) and a capability or motivation message (alternated each day) at the time(s) when the AYA reportedly took their antihypertensive medicine. All participants in this group received the same Reminder+COM-B Message bundle in the same order (eg, opportunity+capability message bundle on day 1, opportunity+motivation message bundle on day 2). If the participant was prescribed a twice-a-day antihypertensive medication regimen, they received the Reminder+COM-B Message bundle with their first dose and the Reminder-only Message with their second dose.

Reminder-Only Message Active Control Condition

The Reminder-only Message active control condition involved sending AYAs the daily opportunity message only (the same simple reminder). Reminder messages were sent at the time(s) when each AYA reportedly took their antihypertensive medicine. If the participant’s antihypertensive medication regimen was twice a day, they received a separate reminder message when each expected dose was due.

Phase 2: Pilot RCT

AYAs were mailed electronic pill bottles for monitoring adherence (see Objective Medication Adherence section). After the bottle was delivered, study staff conducted a telephone call with the AYA to describe how the bottle worked, transfer any refills to the study bottle, and answer AYA or caregiver questions. AYAs were instructed to use the study bottle for their antihypertensive medicine during the 8-week pilot RCT and to finish any refills in the study bottle during this period. AYAs were informed that the study text messages would be sent to their mobile phone at some point during the pilot RCT but were not provided with a specific date. Text messages (all one-way) containing the Reminder+COM-B Message intervention or Reminder-only Message active control content were sent from a single study number via REDCap’s Twilio interface (research team costs included US $1/month for the phone number and US $0.007/outgoing text message; participants used their personal cellular devices and plans). A
brief demographic survey was sent to AYAs ≥18 years old and caregivers of AYAs <18 years old via REDCap. AYAs completed online surveys (Qualtrics) at baseline and after the pilot RCT ended.

The first 4 weeks of the pilot RCT (baseline) evaluated AYA adherence without sending any messages. AYAs were randomized to the Reminder+COM-B Message intervention or Reminder-only Message active control group and received their respective group’s messages for the last 4 weeks of the pilot RCT. AYAs were randomized at a 1:1 basis to either group at the end of baseline. A random number generator was used for simple randomization and AYAs were assigned consecutively to a group. Blinding the study team to group assignment was not possible; however, the messages were delivered remotely via text message rather than face to face. At the end of the 8 weeks, AYAs in the Reminder+COM-B Message intervention group completed a qualitative interview (see Qualitative Interviews section). AYAs in both groups received US $40 each for completing the pilot RCT and pre and postsurveys.

**Objective Medication Adherence**

AdhereTech bottles electronically assessed daily antihypertensive medication adherence via a cellular-connected cap that recorded the date and time when the bottle cap was opened and closed. Timestamps were automatically transferred to AdhereTech’s secure online portal. If more than one antihypertensive medication was prescribed, AYAs selected which medicine they wanted to monitor in the AdhereTech bottle. At the end of the monitoring period, the study team debriefed with participants to query for major problems when using the AdhereTech bottle (eg, issues that led them to stop using the device) and whether the monitored medicines were taken from a container other than the AdhereTech bottle during the study period [28]. Daily adherence was coded as whether the bottle was opened that day (1) or not (0). If the AYA took the monitored medicine twice a day, daily adherence was coded as whether the bottle was opened twice that day (1) or not (0). Overall mean adherence was calculated as the number of bottle cap openings recorded divided by the total number of expected openings based on the prescribed regimen and days in the monitoring period.

**Surveys of Adherence Capability and Motivation**

**Adherence Capability**

To represent capability as defined in the COM-B model (eg, skills, knowledge, ability to take medicine) [19], the Riekert Self-Efficacy Scale [20] and the Adolescent Medication Barriers Scale (AMBS) [26] were administered.

The Riekert Self-Efficacy Scale (12 items) asked AYAs to rate their ability to take medicine in different situations on a 5-point Likert scale ranging from “not at all sure” to “completely sure” (eg, “How sure are you that you can take your blood pressure medicine the way your doctor said when you want to do something else?”). Ratings were summed and divided by 12 for a scaled score ranging from 1 to 10 (higher scores indicate higher self-efficacy). Internal consistency (Cronbach α) in this study ranged from .94 to .95.

The AMBS (17 items) assessed AYAs’ adherence barriers. AYAs rated each item using a 5-point Likert scale ranging from “strongly disagree” to “strongly agree” (eg, “I find it hard to stick to a fixed medication schedule”). The AMBS contains subscales but only the total score was analyzed in this study (ratings were summed and divided by 17 for a scaled score ranging from 1 to 5; higher scores indicate higher adherence barriers). Internal consistency in this study ranged from .81 to .89.

**Adherence Motivation**

To represent motivation as defined in the COM-B model (conscious, reflective, and learned reasons for taking medicine as prescribed) [19], several scales from the Beliefs About Medication Scale [27,29,30] were administered.

The Positive Outcome Expectancies (POE; 20 items) and Negative Outcome Expectancies (NOE; 13 items) scales assessed AYAs’ expectations of favorable/unfavorable outcomes for taking medications as prescribed (eg, “When I take my medicine the way I should, I feel well enough to do things I enjoy”) [POE]; “Taking my medicine the way I should makes me miss out on doing fun things” [NOE]). Items are rated on a 7-point Likert scale ranging from “definitely do not agree” to “definitely agree.” Item ratings were summed and divided by the number of scale items to obtain scaled scores ranging from 1 to 7 (higher scores indicate more positive expectations [POE] or more negative expectations [NOE]). Internal consistency in this study ranged from .85 to .87 for POE and from .90 to .92 for NOE.

The Adherence Motivation and Importance scales (3 items each) assessed AYAs’ perspectives on the importance of taking medicine (eg, “How important do you think it is for you to take your blood pressure medication the way the doctor said when you feel just fine?”) and motivation to do so (eg, “How much do you want to take your blood pressure medication the way the doctor said everyday?”) on a 10-point Likert scale. Item ratings were summed and divided by 3 to obtain scaled scores (higher scores indicate higher importance or motivation). Internal consistency in this study ranged from .76 to .96 for Importance and from .84 to .96 for Motivation.

**Phase 3: Qualitative Interviews**

Following Phase 2 completion, AYAs in the Reminder+COM-B Message intervention group were invited to complete audio-recorded and transcribed qualitative interviews (~30 minutes) by telephone. The interviewer (CE) followed an iterative interview guide evaluating AYAs’ perceptions of the intervention, including perspectives on message acceptability and engagement (eg, “Did you read all of the messages?” “In what, if any, ways did the messages make you not want to take your medicine?”), mechanisms of behavior change, and suggestions for improving the intervention. Interviews lasted, on average, 31 minutes (SD 11). No repeat interviews were conducted. AYAs received US $20 for their time.

**Data Analysis**

The primary feasibility, acceptability, and engagement results are reported as proportions and percentages. Descriptive statistics (mean, SD, range) were calculated for primary study...
variables by randomization group and measurement time point. For hypothesis testing, statistical significance was assumed when $P < .05$. A linear mixed model (PROC MIXED; SAS 9.4 Software, Cary, NC, USA) was used to examine whether changes in daily adherence over time differed by group allocation, controlling for AYA age, gender, race, and hypertension diagnosis (covariates were based on variables commonly associated with pediatric adherence [4], including AYAs with CKD [20]). Change in daily adherence during both the baseline and postrandomization phases were initially examined to determine the functional form of the time variable (linear or quadratic) and whether to include an individual-level random slope. The best-fitting model for time was selected using the Akaike information criterion (AIC) values [31]. Based on this initial examination, time was modeled as a linear function with an individual-level random slope during baseline (AIC=750.6) and postrandomization (AIC=750.9). When time was modeled as a quadratic function with an individual-level random slope, the AIC value was 765.8 during baseline and during postrandomization. Models were fitted using restricted maximum likelihood estimation. An autoregressive covariance structure was used to account for expected correlations between repeated daily adherence assessments within participants. There were no investigator-identified or participant-reported technical problems when transmitting data. In instances when a participant reported taking their antihypertensive medicine from a different container than the electronic pill bottle with specific dates (n=3), these data were imputed; thus, missed doses were assumed to be medication nonadherence and not missing data.

Repeated-measures analysis of variance (IBM SPSS Statistics Version 26) with one within-subject factor (time point) and one between-subject factor (treatment group) was used to examine whether the change in overall mean adherence during baseline and postrandomization and pre-post mean survey scores differed by group (controlling for AYA age, gender, race, and hypertension diagnosis [4,20]). The magnitude of within-treatment group change between study time points was examined with Cohen $d$.

All qualitative interview transcripts were content-analyzed to identify major themes. The codebook was developed by the principal investigator and study team. Each interview was coded separately by two coders (CE and MC) in nVIVO Pro v.11 (QSR International). The coders identified, discussed, and resolved coding discrepancies in each transcript. The study authors reviewed final codes to identify the number of AYAs reporting that they read the messages, noticed the messages were sent and delivered (including AYAs who reportedly did not read the message content), and perceived the Reminder+COM-B Message intervention to reduce their desire to take their medicine, as well as AYA perceptions of the intervention’s mechanisms of behavior change and suggestions for improving it.

Results

Participants

Figure 1 shows the Consolidated Standards of Reporting Trials (CONSORT) diagram for screening, enrollment, and overall study participation. Of the potentially eligible AYAs, 34 declined to enroll. Of the 44 AYAs who were screened as eligible and initially expressed verbal interest in enrolling, 35 AYAs completed informed consent/assent procedures to enroll. There were no significant differences in age, gender, or race between those who enrolled and those who declined to enroll.

Of the 35 enrolled AYAs, one lost contact with the study team after enrolling and did not complete any further procedures. Hence, 34 AYAs (mean age 16.59, SD 3.26, range 11–21 years) were randomized in Phase 2 (Reminder+COM-B Message intervention group n=18, Reminder-only Message active control group n=16). The final sample was primarily male, White, without a hypertension diagnosis, and taking an angiotensin-converting enzyme inhibitor once a day (see Table 1 for detailed demographic characteristics). There were no statistically significant differences in demographic characteristics by randomization group allocation.
Figure 1. Consolidated Standards of Reporting Trials (CONSORT) flow diagram of screening, recruitment, and enrollment of potentially eligible participants and study procedure completion for enrolled adolescents and young adults (AYA). CKD: chronic kidney disease.

Table 1. Demographic characteristics of participants.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Overall Sample (N=34)</th>
<th>Reminder-only Message Active Control (n=16)</th>
<th>Reminder+COM-B Message Intervention (n=18)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>16.59 (3.26) (range 11-21)</td>
<td>16.13 (3.44)</td>
<td>17.00 (3.22)</td>
</tr>
<tr>
<td>Gender n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>14 (41)</td>
<td>7 (44)</td>
<td>7 (39)</td>
</tr>
<tr>
<td>Male</td>
<td>20 (59)</td>
<td>9 (56)</td>
<td>11 (61)</td>
</tr>
<tr>
<td>Race/ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>19 (56)</td>
<td>8 (50)</td>
<td>11 (61)</td>
</tr>
<tr>
<td>African American/Black</td>
<td>13 (38)</td>
<td>7 (44)</td>
<td>6 (33)</td>
</tr>
<tr>
<td>Other</td>
<td>2 (6)</td>
<td>1 (6)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Hypertension diagnosis, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>12 (35)</td>
<td>5 (31)</td>
<td>7 (39)</td>
</tr>
<tr>
<td>No</td>
<td>22 (65)</td>
<td>11 (69)</td>
<td>11 (61)</td>
</tr>
<tr>
<td>Hypertension medication, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACEa inhibitor</td>
<td>28 (82)</td>
<td>14 (87)</td>
<td>14 (78)</td>
</tr>
<tr>
<td>Otherb</td>
<td>6 (18)</td>
<td>2 (13)</td>
<td>4 (22)</td>
</tr>
<tr>
<td>Dose frequency, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Once a day</td>
<td>32 (94)</td>
<td>15 (94)</td>
<td>17 (94)</td>
</tr>
<tr>
<td>Twice a day</td>
<td>2 (6)</td>
<td>1 (6)</td>
<td>1 (6)</td>
</tr>
</tbody>
</table>

aACE: angiotensin-converting enzyme.
b"Other" hypertension medicines included calcium channel blocker or angiotensin II receptor blocker.
Feasibility, Acceptability, and Engagement

Only 9 AYAs were ineligible to be enrolled in the study due to not having a mobile phone. No AYAs were ineligible due to having a mobile phone that did not receive text messages. No AYA declined to participate due to concerns about the expense of receiving study text messages on their mobile phone. All AYAs in the final sample (34/34, 100%) completed the Phase 2 pilot RCT procedures and all AYAs in the Reminder+COM-B Message intervention group (18/18, 100%) completed a Phase 3 qualitative interview. The decline rate for study enrollment was relatively high (34/106, 32.1%), although the primary reason for declining was lack of interest in research participation generally (23/34, 68%). For AYAs who declined for reasons related to this study, the primary reason was discomfort discussing topics related to having a medical condition during qualitative interviews (n=3); one person cited concerns with privacy related to text messaging and one person reported that they did not want their adherence to be monitored (the concern was specific to adherence monitoring, not the monitoring device itself). However, retention was high for AYAs who enrolled and began the pilot RCT in Phase 2 (34/34, 100%).

All AYAs (34/34, 100%) reportedly used the electronic pill bottles without indicating major problems that led them to stop using the device. The research team did not identify any technical issues with data transmission from the electronic pill bottles to the data collection portal. The text messaging plan cost the research team up to US $0.59 per AYA for 1 month plus US $1.00/month for the dedicated phone number used to send text messages to all participants.

No AYAs in either group (0/34) asked for the messages to stop or reported that the messages bothered them. The majority of AYAs in the Reminder+COM-B Message intervention group reportedly read the messages sent to them (15/18, 83%) and all AYAs in this group (18/18, 100%) reportedly noticed that the messages were sent and received (even if they did not read the content). No AYAs in the Reminder+COM-B Message intervention group (0/18) reported that the messages reduced their desire to take their medicine.

Changes in Daily Adherence by Group Over Time During the Phase 2 Pilot RCT

Detailed linear mixed model results are shown in Table 2. In the final models accounting for covariates, daily adherence did not significantly change over time during baseline and there was no significant group by time interaction. As no significant group by time interaction was observed for adherence slopes during baseline, the decision was made to report changes in daily adherence separately during baseline and postrandomization.

Postrandomization, daily adherence significantly decreased over time in the overall sample but there was a significant group by time interaction. Specifically, the Reminder-only Message active control group showed a higher initial response to receiving the text messages and then a steeper decline in daily adherence over the postrandomization phase compared to the Reminder+COM-B Message intervention group’s daily adherence, which remained relatively stable with some improvement over time (see Figure 2).

Table 2. Changes in adolescent/young adults’ daily objective medication adherence by randomization group over time.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Baseline phase (4 weeks)</th>
<th>Postrandomization phase (4 weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimate (SE)</td>
<td>95% CI b</td>
</tr>
<tr>
<td>Fixed effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>.91 (.08)</td>
<td>.75-1.06</td>
</tr>
<tr>
<td>Time (Day)</td>
<td>−.003 (.003)</td>
<td>−.01-.003</td>
</tr>
<tr>
<td>Group c</td>
<td>.03 (.08)</td>
<td>−.12-.18</td>
</tr>
<tr>
<td>Age</td>
<td>.002 (.01)</td>
<td>−.02-.02</td>
</tr>
<tr>
<td>Gender d</td>
<td>−.07 (.07)</td>
<td>−.21-.07</td>
</tr>
<tr>
<td>Hypertension diagnosis e</td>
<td>−.10 (.07)</td>
<td>−.25-.05</td>
</tr>
<tr>
<td>Race f</td>
<td>−.003 (.07)</td>
<td>−.14-.14</td>
</tr>
<tr>
<td>Group × Time</td>
<td>−.002 (.004)</td>
<td>−.01-.01</td>
</tr>
<tr>
<td>Random effects</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercept</td>
<td>.03 (.01)</td>
<td>2.60</td>
</tr>
<tr>
<td>Random slope</td>
<td>&lt;.001 (&lt;.001)</td>
<td>2.29</td>
</tr>
</tbody>
</table>

a Estimate is beta for fixed-effects models and is variance for random-effects models.
b 95% CI for fixed-effects variables and z for random-effects variables.
c Randomization group was coded as Reminder-only Message active control=0, Reminder+COM-B Message intervention=1.
d Gender was coded as male=0, female=1.
e Hypertension diagnosis was coded as no hypertension=0, hypertension=1.
f Race was coded as White=0, non-White=1.
Figure 2. Daily objective medication adherence by randomization group during the baseline and postrandomization phases. The y-axis refers to the percentage of the sample who were recorded as having taken their medicine dose(s) each day.

Posthoc Sensitivity Analysis for Baseline Adherence

A posthoc sensitivity analysis was conducted to exclude the first 7 days of adherence data due to potential Hawthorne effects of knowing one’s adherence was being electronically monitored. Results were similar whether the first 7 days of baseline data were excluded or included (adherence demonstrated a nonsignificant decline over time, with no significant group by time interaction).

Changes in Overall Mean Adherence and AYA Pre-Post Surveys During the Pilot RCT

During baseline, overall mean adherence was 80.60% (SD 22.47) in the Reminder-only Message active control group and was 79.46% (SD 22.62) in the Reminder+COM-B Message intervention group. During postrandomization, overall mean adherence was 76.76% (SD 27.31) in the Reminder-only Message active control group and 76.00% (SD 27.00) in the Reminder+COM-B Message intervention group. There were no significant differences between treatment groups in changes in overall mean adherence by measurement time point (no group by time interactions) or in mean survey scores. The magnitudes of within-group mean changes between time points were small (all Cohen $d<.25$). Table 3 shows the mean scores for survey responses by group allocation and measurement time point.

Posthoc Sensitivity Analysis for Mean Baseline Adherence

A posthoc sensitivity analysis was conducted to exclude the first 7 days of adherence data from the baseline mean scores due to potential Hawthorne effects of knowing that one’s adherence was being electronically monitored. Results were similar whether the first 7 days of baseline adherence data were excluded or included (no significant group by time interactions).
Table 3. Descriptive data for mean medication adherence and adolescent/young adult survey scores by group allocation and time point.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Baseline</th>
<th>Postrandomization</th>
<th>P value(^a)</th>
<th>Cohen (d)^b</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Range</td>
<td>mean (SD)</td>
<td>Range</td>
<td></td>
</tr>
<tr>
<td>Overall medication adherence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active control</td>
<td>80.60 (22.47)</td>
<td>32.14-100</td>
<td>76.76 (27.31)</td>
<td>21.43-100</td>
</tr>
<tr>
<td>Intervention</td>
<td>79.46 (22.62)</td>
<td>35.71-100</td>
<td>76.00 (27.00)</td>
<td>7.14-100</td>
</tr>
<tr>
<td>Medication self-efficacy</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active control</td>
<td>7.90 (1.74)</td>
<td>4.08-9.75</td>
<td>8.03 (1.88)</td>
<td>3.83-9.83</td>
</tr>
<tr>
<td>Intervention</td>
<td>7.95 (1.95)</td>
<td>3.33-9.67</td>
<td>7.83 (2.36)</td>
<td>2.92-10.00</td>
</tr>
<tr>
<td>Positive outcome expectancies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active control</td>
<td>5.81 (0.56)</td>
<td>5.05-6.75</td>
<td>5.85 (0.40)</td>
<td>5.30-6.80</td>
</tr>
<tr>
<td>Intervention</td>
<td>5.70 (1.00)</td>
<td>4.00-7.00</td>
<td>5.94 (0.90)</td>
<td>3.85-7.00</td>
</tr>
<tr>
<td>Negative outcome expectancies</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active control</td>
<td>2.07 (1.12)</td>
<td>1.00-4.31</td>
<td>2.19 (1.24)</td>
<td>1.00-5.31</td>
</tr>
<tr>
<td>Intervention</td>
<td>1.72 (0.94)</td>
<td>1.00-4.62</td>
<td>1.91 (1.09)</td>
<td>1.00-5.46</td>
</tr>
<tr>
<td>Barriers to adherence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active control</td>
<td>2.23 (0.55)</td>
<td>1.35-3.41</td>
<td>2.25 (0.69)</td>
<td>1.12-3.65</td>
</tr>
<tr>
<td>Intervention</td>
<td>1.94 (0.56)</td>
<td>1.18-2.94</td>
<td>1.92 (0.66)</td>
<td>1.00-3.35</td>
</tr>
<tr>
<td>Motivation for adherence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active control</td>
<td>7.88 (2.41)</td>
<td>2.00-10.00</td>
<td>8.44 (2.92)</td>
<td>1.00-10.00</td>
</tr>
<tr>
<td>Intervention</td>
<td>8.30 (2.44)</td>
<td>1.00-10.00</td>
<td>7.87 (2.71)</td>
<td>3.33-10.00</td>
</tr>
<tr>
<td>Importance of adherence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active control</td>
<td>9.25 (1.72)</td>
<td>3.33-10.00</td>
<td>8.81 (1.85)</td>
<td>3.33-10.00</td>
</tr>
<tr>
<td>Intervention</td>
<td>9.24 (1.58)</td>
<td>4.00-10.00</td>
<td>9.19 (1.98)</td>
<td>3.33-10.00</td>
</tr>
</tbody>
</table>

\(^a\)P values are for group by time interactions for changes in mean adherence or surveys.

\(^b\)Cohen \(d\) reflects the magnitude of change within randomization group from baseline to postrandomization.

\(^c\)Reminder-only Message active control group.

\(^d\)Reminder+COM-B Message intervention group.

Qualitative Interviews with AYAs in the Reminder+COM-B Message Intervention Group

Mechanisms of Adherence Behavior Change

The majority of AYAs tended to view all Reminder+COM-B Message bundles irrespective of content as cues to take medicine: “When I got the text, I would look at my phone and then remembered that it was time to take the medicine” (14-year-old male). However, a 17-year-old male pointed out that the different content helped him attend to the messages: “Because [the messages] are different every time, I thought, ‘I’m going to read this and then I’m going to take my medicine.’ So it did help that they were different.” Occasionally, AYAs recalled messages that provided helpful content regarding capability (skills) or motivation to maintain adherence. For example, an 18-year-old female discussed how the messages enhanced her adherence motivation: “I think [the messages] helped me by reading them and then thinking over that it is really important for me to take [my medicine] and it does motivate me to take it.” Other key quotes are shown in Textbox 1.

Textbox 1. Additional qualitative adolescent/young adults’ feedback about the Reminder+COM-B Message intervention.

<table>
<thead>
<tr>
<th>Theme 1: Mechanisms of behavior change</th>
</tr>
</thead>
<tbody>
<tr>
<td><em>Subtheme: Reminder+COM-B Message intervention bundles are cues to take medicine irrespective of content</em></td>
</tr>
</tbody>
</table>

When the messages were sent, it was a reminder to take my medicine. I looked at it and said, “I’ve got to go take my medicine.” [16-year-old male]

[The messages] gave me a reminder, like, “Oh, I need to take my medicine.” And I would usually do it after I got the text message. [19-year-old female]
Reminder+COM-B Message intervention was feasible, medication adherence in AYAs with CKD and obtained aimed to promote objectively measured antihypertensive messaging intervention based on the COM-B model [19].

The current study preliminarily investigated a new mHealth Principal Findings

Discussion

AYA Suggestions for Improving the Reminder+COM-B Message Intervention Acceptability

Tailoring message intensity, timing, and content to correspond to actual adherence behavior, current adherence barriers, or AYA availability, receptivity, and engagement could improve the intervention’s acceptability. A 21-year-old male suggested,

- **Theme 2: Suggestions to improve intervention acceptability**
  - Subthemes: Adjust Reminder+COM-B Message intensity, timing, and content to match adherence behavior, barriers, and adolescent/young adult availability, receptivity, and engagement

  - **Subtheme: Message content facilitated behavior changes to support adherence**

    *The messages are* [sort of like a reminder on your phone. [15-year-old male]

    - Subtheme: Message content facilitated behavior changes to support adherence

    *There was one [message] about planning ahead for me not being at home. That helped me a lot...because on the weekends and Fridays, I’m away from home. I made sure I set another reminder for the time when I knew I’d get home. That way, I’d get a reminder fairly quick that I should take my medicine. [14-year-old male]*

    When I got that message [about refilling the prescription], it actually made me do a double take and look and see how much medicine I had and if I needed to get a refill or not. [18-year-old male]

### Theme 2: Suggestions to improve intervention acceptability

- **Subthemes: Adjust Reminder+COM-B Message intensity, timing, and content to match adherence behavior, barriers, and adolescent/young adult availability, receptivity, and engagement**

  - **Subtheme: Message content facilitated behavior changes to support adherence**

    *The messages are* [sort of like a reminder on your phone. [15-year-old male]*

    - Subtheme: Message content facilitated behavior changes to support adherence

    *I think that you should send [the messages] twice because sometimes people don’t get them. [14-year-old female]*

    At first, I thought, “These are useful.” And then because it happened every day, I started getting a little bit annoyed - but [the messages] did help me on the weekends [when] I forget. [17-year-old male]*

    I forget to check my phone some of the time. When we would go to a friend’s house, I wouldn’t get [my phone] or bring it. And when we got home, I would be tired. Maybe we could set [the messages] at a different time or set more than one reminder to [take my medicine]. [11-year-old female]*

    *[Send messages] at a time when the person is up and able to look at their phone. [18-year-old female]*
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Discussion

Principal Findings

The current study preliminarily investigated a new mHealth messaging intervention based on the COM-B model [19] that aimed to promote objectively measured antihypertensive medication adherence in AYAs with CKD and obtained qualitative stakeholder feedback on user experiences. The Reminder+COM-B Message intervention was feasible, acceptable, and subjectively engaging to participants. Our pilot RCT results suggest that this intervention had stabilizing effects on daily adherence compared to a Reminder-only Message active control group. Qualitative interviews provided insight into the Reminder+COM-B Message intervention’s mechanisms of behavior change and avenues for improving its acceptability.

Our feasibility, acceptability, and engagement hypotheses were largely supported. Specifically, few AYAs were ineligible due to not owning a mobile device, we did not encounter major technical or AYA-reported problems with our electronic pill bottles or our low-cost text messaging approach, and our retention rate for enrolled participants was high. The majority of AYAs in the Reminder+COM-B Message intervention group reportedly read the messages or acknowledged receiving and noticing the messages (even if they did not read the content). Further, no AYAs in the Reminder+COM-B Message intervention group reported iatrogenic effects of the messages reducing their desire to take medicine. These findings suggest that using an electronic pill bottle to monitor adherence while receiving daily text messages with content designed to promote adherence is a feasible and acceptable intervention approach for AYAs with CKD taking daily antihypertensive medicine. Our qualitative results highlighted ways to improve message engagement, which may help enhance content interest for AYAs who reportedly did not read the majority of the Reminder+COM-B messages. Future researchers may consider adapting our approach to designing and testing messaging-based mHealth interventions for AYAs with CKD and obtaining objective engagement indices to bolster our subjective engagement findings from the current study.

Our Phase 2 pilot results showed that our primary outcome, daily postrandomization adherence, declined at a significantly faster rate in the Reminder-only Message active control group compared to the Reminder+COM-B Message intervention group.
No significant group by time differences were observed for our secondary outcome, overall mean adherence, which likely reflected our sample size and statistical power for these analyses. Longitudinal research indicates that antihypertensive medication adherence is expected to decrease over time in AYAs with CKD [20], which was similarly observed in the Reminder-only Message active control group over the 4-week postrandomization phase. In contrast, the Reminder+COM-B Message intervention, which involved sending a bundled daily reminder message with an alternating capability or motivation message, appeared to stabilize daily adherence with some gradual improvements observed. Of note, during the first week of the postrandomization phase, the Reminder-only Message active control group demonstrated higher adherence than their baseline adherence and the Reminder-COM-B Message intervention group, which likely contributed to the significant group by time interaction observed during this monitoring period. It is possible that the Reminder-only Message active control group’s decline in adherence represented regression to their earlier baseline. Given that this was a pilot study, results of our pilot RCT should be interpreted with caution and understood as an important step in refining our new intervention and informing whether further testing is warranted, rather than evidence of its efficacy [32-34]. Our feasibility, acceptability, and preliminary Phase 2 results suggest that more rigorous future investigations of our Reminder+COM-B Message intervention could be a productive next step in developing efficacious mHealth approaches for improving AYA adherence.

There are several hypothesized reasons for why the Reminder+COM-B Message intervention group may have shown stable and gradually improved adherence during postrandomization. AYA qualitative interview results suggest the different daily Reminder+COM-B Message content may have been interesting to AYAs and helped them attend to messages as a cue to take their medicine. It is possible that the higher intensity of messaging compared to the Reminder-only Message active control group enhanced the impact on adherence. Further investigation with larger samples is needed to clarify the Reminder+COM-B Message intervention’s mechanistic effects on daily adherence in contrast to a daily simple reminder.

Unexpectedly, pre-post changes in AYAs’ perceptions of their adherence motivation and capability (survey responses) did not differ significantly by group and within-group changes were small in magnitude. The sample size was small, which limited statistical power to detect effects in these analyses. During qualitative interviews, some AYAs discussed how the Reminder+COM-B messages led to tangible behavioral and motivational changes that enhanced their adherence, but most viewed the message bundles as adherence cues. Considering the COM-B model upon which this intervention was designed [19], an alternative hypothesis is that the mechanism of change in daily adherence may be linked to improving opportunity (cue) to take medicine rather than changing AYAs’ perceptions of their adherence capability or motivation. This hypothesis is further supported by qualitative interviews suggesting that the Reminder+COM-B messages reminded AYAs to take their medicine regardless of message content. Further investigation is needed to elucidate how AYA perceptions of adherence capability and motivation can be modified via mHealth approaches to facilitate adherence behavior change.

In qualitative interviews about the Reminder+COM-B Message intervention, AYAs discussed suggested improvements to tailor message intensity, content, and timing to match adherence behavior and barriers, as well as AYA availability, receptivity, and engagement in the intervention. These major themes focused on behavioral components of the intervention and adherence and are suggestive of a just-in-time adaptive intervention (JITAI), which provides in-the-moment intervention exactly when AYAs need it most [35]. Adapting message intensity to match adherence (eg, send messages when medicine is missed) may enhance AYAs’ engagement by increasing message novelty, while more clearly demonstrating the link between intervention delivery and adherence behavior. Moving toward an adaptive format for message timing (eg, send messages when an AYA is available to read them) and content (eg, match message content to current barriers that could lead to nonadherence) may increase AYA receptivity to the intervention and enhance the likelihood that attending to message content will lead to adherence or implementing strategies to prevent nonadherence. Providing praise when medicine is taken may positively reinforce adherence behavior and enhance the probability that AYAs will take subsequent doses. These hypotheses await further testing in a modified version of our mHealth messaging intervention built within a JITAI framework.

Limitations

The Reminder+COM-B messages were bundled and sent at the same frequency and in the same order to all AYAs randomized to this condition; hence, it is unknown how individual components (eg, motivation messages only), different message intensities (sending bundled vs single messages), or ordering may have differential effects on adherence. Future investigations that adhere to the Multiphase Optimization Strategy framework [36] to systemically and iteratively conduct optimization trials using novel experimental designs (eg, microrandomized trials [37]) may help identify specific intervention components delivered at particular times and intensities that maximize intervention acceptability and efficacy for an individual and form the basis for decision rules applied in a JITAI-based version of our intervention.

Our technology was limited in that we were unable to objectively evaluate AYA engagement by confirming if text messages were read. A key future direction is to incorporate objective engagement measures in evaluating our intervention approach. The sample size was small, which limited statistical power. However, we rigorously measured daily adherence data over 8 weeks, which yielded a larger number of data points for our analyses involving changes in daily adherence over time. AYAs were recruited from a single site and we monitored one prescribed antihypertensive medication per AYA, which may limit generalizability of the findings. AYAs were only offered electronic pill bottles, although some people use pillboxes to manage multiple medications. Researchers should consider offering the option of electronic pill bottles or pillboxes as a strategy for improving the acceptability and sustainability of objectively measuring daily adherence. Although we probed...
for major problems using the electronic pill bottles after Phase 2 and identified no issues in transmitting data from the bottles to our data collection portal, we were unable to personally observe every participant at each expected medication dose to obtain additional verification of adherence behavior. We included AYAs irrespective of their baseline adherence levels, which may have limited opportunities to observe adherence improvements. Further, we did not assess the impact of removing text messages on adherence to see if there was a lasting protective effect of text messaging on adherence, which should be examined in future studies.

We included AYAs within a larger age range; a more limited age range could provide greater insight into the Reminder+COM-B Message intervention’s acceptability within specific developmental phases (eg, young adulthood). A higher number of AYAs declined to enroll in the study due to lack of interest in participating. Although AYA enrollment challenges are common in behavioral intervention trials, our approach to introducing the study may benefit from adjustments to improve acceptability and engagement. Specifically, recruitment may benefit from deeper discussion of the altruistic reasons for study participation to enhance AYA interest [38], given that the primary reason for declining participation was lack of interest in research in general. Only AYAs randomized to the Reminder+COM-B Message intervention group completed qualitative interviews; future investigators should obtain AYA perspectives on receiving daily reminders only, as in the Reminder-only Message active control group (eg, to probe whether declines in adherence reflected fatigue from receiving the same messages). Additionally, the 8-week monitoring period limited the ability to examine associations between group allocation and clinical outcomes (eg, changes in estimated glomerular filtration rate), which should be evaluated in future studies designed to follow AYAs for longer periods of time.

**Conclusions**

Our theoretically informed Reminder+COM-B mHealth messaging intervention appears to be feasible, acceptable, and promising for promoting objectively measured antihypertensive medication adherence in AYAs with CKD. Future research using similarly rigorous adherence outcome measures is needed to test refined versions of this intervention that incorporate AYA feedback and use study designs aimed at determining the most efficacious intervention components (eg, microrandomized trials [37]) to maximize the positive impact on AYAs’ medication adherence.
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Abstract

Background: Health care professionals are exposed to the psychological and physiological effects of stress, which is a well-known risk factor for various mental and physical health problems.

Objective: The aims of this study were to assess the adherence of female health care workers to use a web-based tool for improving and modifying lifestyle and to identify the potential factors influencing their adherence.

Methods: A prospective, observational study was performed. A total of 80 female health care workers (physicians and graduated nurses) from 2 university medical centers and female members of a family medicine society participated. Participants completed a questionnaire that inquired about their basic demographic data and physical fitness. Physical fitness was assessed by the Rockport Fitness Walking Test. Adherence to a web-based application (24@life) was followed for 3 months and the number of log-ins into the application was counted.

Results: The study was conducted from March to October 2019. Significantly high workload has been detected in all groups (P<.05), except in the general practitioner with normal workload group. The graduated nurse working in the surgery room group showed chronic stress with elevated S-cortisol levels (>690 nmol/L); activated cellular immune system with elevated concentrations of lymphocytes (reference 1.1-2.5 × 10⁹ cells/L), CD3 cells (reference 0.7-1.9 × 10⁹ cells/L), CD8 cells (reference 0.2-0.7 × 10⁹ cells/L), and HLA-DR/CD3 cells (reference 0.04-0.2 × 10⁹ cells/L); and the worst quality of sleep (mean 2.8 [SD 1.2]). Only 32 of 80 participants (40%) were adherent to the web-based application. Participants most frequently viewed web pages on areas of physical activity (497 times) and nutrition (332 times). No factors or participant’s characteristics such as weight (odds ratio [OR] 1.026, 95% CI 0.977-1.078), BMI (OR 0.993, 95% CI 0.834-1.184), age (OR 0.970, 95% CI 0.910-1.034), or stress level (OR 0.997, 95% CI 0.995-1.000) were identified to affect the adherence rates.

Conclusions: Female health care workers exposed to high workload did not find the web-based application useful for improving and modifying their lifestyle. Therefore, other strategies that might help health care workers facing stress and improve their lifestyle should be identified.

(J Med Internet Res 2020;22(8):e19500) doi:10.2196/19500
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Introduction

Occupational stress affects not only job satisfaction, but also personal and social life domains such as family, well-being, health, and friendships. Stress is a major health problem for both employees and employers, and can lead to illness or psychological distress, burnout, and labor turnover and absenteeism [1,2]. Work environments of health care professionals, especially those of nurses, have received increasing attention due to high absenteeism and staff shortages, augmented by dramatic cutbacks in funding and restructuring of health care services [3]. It was reported that 86% of nurses found their workplaces stressful and understaffed, 88% were under-resourced at work, and 91% experienced heavy workloads [4]. Healthy work environments are vital to the retention and recruitment of health care professionals and the sustainability of health systems [5]. Therefore, quality of work life (QWL) and the management of stress are extremely important for nurses [6].

It is well recognized that a healthy lifestyle can reduce the risk of morbidity and increase well-being and wellness. The key factors associated with this are healthy nutrition, exercise, and emotional well-being. Positive changes in lifestyle can have a wide range of health benefits, but ultimately change can only be implemented by the individual. Implementation of behavioral treatment and lifestyle management tools into the existing professional/health care system can ensure positive changes in lifestyle management. Many health care professionals describe lack of time and training as barriers to providing behavioral treatment. However, recent evidence suggests that intensive lifestyle interventions may not need to be performed in-person. Telephone- and internet-based treatment produced weight loss comparable to an in-person intervention [7]. Hybrid interventions that use technology and remote intervention components to the existing in-person treatment programs could prove even more effective. A promising way to promote physical activity and healthy diets worldwide is to implement interventions using electronic health (eHealth) and mobile health (mHealth) solutions. These interventions are primarily delivered via modern information and communication technologies such as the internet, mobile phones, and other wireless devices. In 2015, 90% of people owned a smartphone and various mobile apps are becoming part of our lives in every part of the world [7,8].

It is crucial that administrators and health policy makers foster environments that appreciate the realities of health care practice and uniquely affect the quality of work environments for health care professionals. Effective health policy should incorporate health, social contexts of occupational stress, and its relationship to QWL. Focusing on occupational stress followed by stress management interventions and their implications for QWL, we need to evaluate workplace interventions associated with healthy work environments and QWL, targeting the management of occupational stress and burnout [6].

As health care professionals are exposed to the psychological and physiological effects of stress, which is a well-known risk factor for a host of mental and physical health problems, the aims of this study were to assess the adherence of female health care workers to use a web-based tool for improving and modifying lifestyle and to identify the potential factors influencing their adherence.

Methods

Study Design

The was a prospective, observational study. Baseline data, data about the psychological and physical fitness, satisfaction with life, data about workload in 1 week (7 consecutive days), and participant’s 3-month adherence to a web-based tool for improving lifestyle were collected from March to October 2019. The intervention included 2 major components: a mobile device that provided feedback/coaching about the diet and activity and web-based software which allows information entered via mobile phone to be visible and also tracked on the web-based platform when users log in to their personal account that monitored the progression of participant’s selected program.

Settings and Participants

Female health care workers (physicians and graduated nurses) from 2 university medical centers and female members of the Slovenian Family Medicine Society were selected as participants. All participants were invited individually. Selected participants were needed to fulfill all the eligible criteria based on a first come, first served basis.

Inclusion criteria were female gender; working as an anesthesiologist, as a graduated nurse in an operating room, or as a family physician; and aged between 29 and 64 years. Exclusion criteria were pregnancy, physical conditions that prevent walking to a longer distance, unable to understand national language, and working only part time. Each participant signed an informed consent to participate in the study. Participants did not get any financial reimbursement for their participation. The study procedure was conducted according to the Declaration of Helsinki and approved by the departmental committee.

Blood was withdrawn from all participants in the morning. Immune status based on concentrations of immune cells from whole blood with EDTA (ethylenediaminetetraacetic acid) as anticoagulant was measured using flow cytometry. Serum samples were collected to measure serum levels of cortisol during the morning hours.

Data Collection

Data were collected between March and October 2019. Participants completed a questionnaire which collected the following data: basic demographics, satisfaction with life, and status of psychological fitness. Physical fitness was assessed using the Rockport test. Participants were then introduced to a web-based application/tool (24@life; RC IKTS). After registration to the application, a short training about the use of the application was provided. One week after the educational workshop, participants received a diary, on which they were needed to fill in data about their working hours, leisure time, and sleeping.
The number of log-ins into the web-based application and type of instruction selected were detected by the web-based software automatically. Based on the number of log-ins into the web-based application, the participants were divided into two groups: (1) adherent group, which logged into the application at least once a week and (2) nonadherent group, which logged into the application on average less than once a week over the period of 3 months.

**Instruments and Definitions of the Variables**

Several instruments were used to assess the psychological and physical fitness, quality of sleep, and overall satisfaction with life.

**Satisfaction With Life Scale (SWLS)**

The satisfaction with life was measured by accessing global cognitive judgment of participants’ view of their life on a 5-item scale (Satisfaction With Life Scale or SWLS [9]). There is a 7-point scale from strongly disagree to strongly agree with a score range of 5–35. A score of 20 represents the neutral point on the scale. Scores between 31 and 35 indicate extremely satisfied, 26-30 indicate satisfied, 21-25 slightly satisfied, 15-19 slightly dissatisfied, 10-14 dissatisfied, and 5-9 indicate extremely dissatisfied. The scale has strong internal reliability and moderate temporal stability.

**State-Trait Anxiety Inventory (STAI-X)**

The State-Trait Anxiety Inventory (STAI-X) measures anxiety as a stable personality trait, a persons’ disposition to be nervous, instead of the more prominent use of the term assessing an emotional state characterized by subjective feelings of tension, apprehension, nervousness, and worry, and by activation or arousal of the autonomic nervous system [10,11]. Form X of the STAI contains 20 state anxiety items and 20 trait anxiety items. The state anxiety items are each rated on a 4-point intensity scale, from 1 for not at all to 4 for very much so. The trait anxiety items are rated on a 4-point frequency scale (from almost never to almost always). Respondents are asked to indicate how they generally feel. Scoring is reversed for anxiety-absent items (eg, “I feel calm”). STAI was developed as a unidimensional self-report measure; 10 items are positively worded, and 10 items are negatively worded. Score range is from 20 to 80, with higher scores indicating greater levels of anxiety.

**Sleep Quality**

This is the self-report measure, in which participants rate their sleep quality on the 5-stage Likert scale: 1 being very bad and 5 very good in either last month or last night. We asked participants about the quality of sleep for the night before, in the last 3 days, and in the last month.

**Physical Ability Test**

Each participant underwent an aerobic power testing at our first meeting. The Rockport Fitness Walking Test is a maximal paced 1-mile walk test used to evaluate cardiorespiratory fitness through the estimation or prediction of maximal oxygen consumption (VO\textsubscript{2max}) in adults [12]. This test requires the participant to walk 1 mile (1609 m) as fast as possible. We measured time needed and heart rate at the time the participants finished their walk. Oxygen consumption was calculated based on the formula for VO\textsubscript{2max} (Multimedia Appendix 1).

**Workload**

We assessed workload from the number of working hours in an observed week based on the self-reports from the participant’s diaries. Then, we interpolated the number of working hours in an observed week to a 4-week period (ie, 1 month). We defined the required number of hours per month as 160. Considering the Slovenian law, which states that health care workers should be included in out-of-hour’s service, we accepted higher number of working hours as standard for workload. The highest number of out of hours which does not need the explicit permission of the workers is 32. The highest acceptable level of working hours was assessed to be 192 hours per week, and more than 192 hours per week was assessed as high workload. According to the law, 4 subgroups have been defined: (1) 169 or less hours per month, (2) between 170 and 188 hours per month, (3) between 189 and 201 hours per month; and (4) more than 201 hours per month.

**Adherence**

Adherence to drug treatment is generally defined as the extent to which patients take medications as prescribed by their health care providers. Good adherence to drug treatment is defined as taking at least 80% of drugs as prescribed. We defined adherence based on the number of log-ins into the web-based application. Good adherence was defined as log-in(s) into a web-based application at least one a week on average, meaning more than 12 times throughout the observation period. We divided participants into 2 groups: the adherent group, which includes those who logged into the application at least once a week; and the nonadherent group, which includes those who logged into the application on average less than once a week.

**Statistical Analyses**

Data analyses were performed using SPSS version 21 (IBM). A descriptive data analysis was performed. Distribution of the variables was measured by the Kolmogorov–Smirnov test. Correlations between the dependent variables were performed by one-way analysis of variance, whereas for estimating qualitative correlations between variables a Pearson chi-square test was used. In case of abnormally distributed variables a Kruskal–Wallis test was performed. Logistic regression was used to predict the adherence to the web-based application. The level of significance was set to P<.05 for all the tests.

**Results**

The basic characteristics of all participants at the time of their enrollment into the study are presented in the Table 1. The participants were divided into 5 groups: (1) general practitioner with normal workload, (2) general practitioner with high workload, (3) anesthesiologist, (4) graduated nurse working with an anesthesiologist, and (5) graduated nurse working in the surgery room. The characteristics of participants did not differ significantly. A statistical difference in age was detected between the graduated nurse working in the surgery room and general practitioner with normal workload (P=.025) and between the graduated nurse working in the surgery room and general practitioner with high workload (P=.031). A high workload was...
detected in all groups, except in the general practitioner with normal workload group, which differed from other groups with a statistical significance ($P<.05$). The graduated nurse working with an anesthesiologist and graduated nurse working in the surgery room groups also showed a statistically significant difference ($P=.028$ for both) when comparing workload, despite both working overtime. The worst quality of sleep was associated with the graduated nurse working in the surgery room group, which also showed elevated levels of serum cortisol (>690 nmol/L).

Besides elevated S-cortisol levels, the graduated nurse working in the surgery room group showed elevated concentrations of lymphocytes (reference 1.1-2.5 × 10⁹ cells/L), CD3 cells (reference 0.7-1.9 × 10⁹ cells/L), CD8 cells (reference 0.2-0.7 × 10⁹ cells/L), and HLA-DR/CD3 cells (reference 0.04-0.2 × 10⁹ cells/L), which imply an activated cellular immune system (Multimedia Appendix 2). HLA-DR/CD3 cells were elevated in the general practitioner with high workload group.

Participants logged into the application in an observational period of 3 months from 0 to 235 times (median 9.5 times), which is, in general, less than once per week. Based on our definition of adherence to the tool, only 32 of 80 participants (40%) were adherent to the web-based application. The number of log-ins into the web-based application is presented in Multimedia Appendix 3.

On average, the most logins were recorded by the anesthesiologist and general practitioner with high workload groups. These two groups also showed the highest adherence rates. Meanwhile, the graduated nurse working in the surgery room group and the graduated nurse with normal workload group had the lowest adherence rates (Table 2).

Participants most frequently logged in to the application to get recommendations for improving their lifestyle in the areas of physical activity (497 times) and nutrition (332 times) (Multimedia Appendix 4). There were no differences in adherence to the web-based application between groups ($F_2=1.744$, dfn=4, dfd=75, $P=.184$).

As the general practitioner with normal workload group showed the lowest rates of adherence, this group was chosen as the reference for comparison with other groups. Different workplaces of our study groups did not show any correlation with adherence to the web-based application. Except for factors listed in Table 3, no other participant’s characteristics affected the adherence rates. Moreover, a negative correlation with $\text{VO}_{2\text{max}}$ and S-cortisol was found ($F_2=-0.238$, dfn=4, dfd=75, $P=.044$).
Table 1. Basic characteristics from the enrolled participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>GP&lt;sup&gt;a&lt;/sup&gt; with normal workload (N=22)</th>
<th>GP with high workload (N=19)</th>
<th>Anesthesiologist (N=13)</th>
<th>Graduated nurse (N=26)</th>
<th>Working with an anesthesiologist (N=11)</th>
<th>Working in the surgery room (N=15)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>47.1 (6.6)</td>
<td>47.2 (7.5)</td>
<td>45.6 (9.0)</td>
<td>42.6 (8.4)</td>
<td>39.3 (6.5)</td>
<td>.020</td>
<td></td>
</tr>
<tr>
<td>Weight (kg), mean (SD)</td>
<td>67.8 (12.5)</td>
<td>64.4 (9.6)</td>
<td>66.8 (12.9)</td>
<td>60.2 (6.9)</td>
<td>66.4 (13.2)</td>
<td>.389</td>
<td></td>
</tr>
<tr>
<td>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</td>
<td>24.8 (4.2)</td>
<td>23.8 (3.7)</td>
<td>23.0 (2.7)</td>
<td>22.1 (1.9)</td>
<td>24.8 (4.0)</td>
<td>.177</td>
<td></td>
</tr>
<tr>
<td>Working hours/month, mean (SD)</td>
<td>166.7 (16.5)</td>
<td>232.4 (43.0)</td>
<td>228.4 (62.2)</td>
<td>260.0 (33.9)</td>
<td>209.6 (45.4)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>Overworking time (hours), mean (SD)</td>
<td>8.7 (12.7)</td>
<td>72.4 (43.0)</td>
<td>70.2 (57.0)</td>
<td>100.0 (33.9)</td>
<td>49.6 (45.4)</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td><strong>Workload law</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>≤169 hours, n (%)</td>
<td>15 (68)</td>
<td>0 (0)</td>
<td>2 (15)</td>
<td>0 (0)</td>
<td>4 (27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>170-188 hours, n (%)</td>
<td>6 (27)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>189-201 hours, n (%)</td>
<td>1 (5)</td>
<td>8 (42)</td>
<td>2 (15)</td>
<td>0 (0)</td>
<td>2 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt;201 hours, n (%)</td>
<td>0 (0)</td>
<td>11 (58)</td>
<td>9 (69)</td>
<td>11 (100)</td>
<td>7 (47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>STAI-X&lt;sup&gt;b&lt;/sup&gt;, mean (SD)</td>
<td>46.0 (3.5)</td>
<td>45.8 (4.4)</td>
<td>46.4 (6.0)</td>
<td>43.8 (5.0)</td>
<td>42.9 (6.3)</td>
<td>.149</td>
<td></td>
</tr>
<tr>
<td>SWLS&lt;sup&gt;c&lt;/sup&gt;, mean (SD)</td>
<td>24.9 (6.5)</td>
<td>27.2 (5.3)</td>
<td>26.8 (4.1)</td>
<td>26.5 (5.6)</td>
<td>20.9 (6.8)</td>
<td>.056</td>
<td></td>
</tr>
<tr>
<td>QoS in the last night, mean (SD)</td>
<td>3.6 (1.1)</td>
<td>4.1 (0.7)</td>
<td>3.7 (1.3)</td>
<td>2.9 (1.1)</td>
<td>2.8 (1.2)</td>
<td>.011</td>
<td></td>
</tr>
<tr>
<td>QoS 3 days ago, mean (SD)</td>
<td>3.6 (1.0)</td>
<td>4.1 (0.7)</td>
<td>3.4 (1.0)</td>
<td>3.6 (0.8)</td>
<td>2.9 (0.8)</td>
<td>.009</td>
<td></td>
</tr>
<tr>
<td>QoS in the last month, mean (SD)</td>
<td>3.2 (4.8)</td>
<td>2.1 (4.2)</td>
<td>3.4 (0.9)</td>
<td>3.7 (0.8)</td>
<td>3.4 (0.8)</td>
<td>.369</td>
<td></td>
</tr>
<tr>
<td>Physical fitness: VO&lt;sub&gt;2max&lt;/sub&gt;&lt;sup&gt;e&lt;/sup&gt; (mL/kg/min), mean (SD)</td>
<td>37.9 (4.7)</td>
<td>36.5 (7.0)</td>
<td>39.2 (9.1)</td>
<td>38.5 (6.4)</td>
<td>36.3 (7.8)</td>
<td>.819</td>
<td></td>
</tr>
<tr>
<td>Time: Rockport test (min:s), mean (SD)</td>
<td>14:32 (01:23)</td>
<td>14:10 (01:15)</td>
<td>13:43 (01:04)</td>
<td>13:46 (00:26)</td>
<td>14:58 (00:56)</td>
<td>.027</td>
<td></td>
</tr>
<tr>
<td>HR&lt;sup&gt;f&lt;/sup&gt;, Rockport test, mean (SD)</td>
<td>130.6 (20.9)</td>
<td>128.8 (23.4)</td>
<td>135.0 (18.8)</td>
<td>136.1 (26.0)</td>
<td>128.7 (25.2)</td>
<td>.933</td>
<td></td>
</tr>
<tr>
<td>HR/HR&lt;sub&gt;max&lt;/sub&gt; (%), mean (SD)</td>
<td>75.3 (11.9)</td>
<td>74.3 (13.8)</td>
<td>78.1 (10.8)</td>
<td>76.9 (14.6)</td>
<td>71.1 (13.0)</td>
<td>.674</td>
<td></td>
</tr>
<tr>
<td>S-cortisol (nmol/L), mean (SD)</td>
<td>545.9 (130.6)</td>
<td>654.5 (234.8)</td>
<td>547.8 (145.2)</td>
<td>492.7 (165.2)</td>
<td>700.4 (268.4)</td>
<td>.017</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>GP: general practitioner.
<sup>b</sup>STAI: State-Trait Anxiety Inventory.
<sup>c</sup>SWLS: Satisfaction with Life Scale.
<sup>d</sup>QoS: quality of sleep.
<sup>e</sup>VO<sub>2max</sub>: maximal oxygen consumption.
<sup>f</sup>HR: heart rate.
Table 2. Adherence to web-based application according to workplace.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>GP with normal workload (N=22)</th>
<th>GP with high workload (N=19)</th>
<th>Anesthesiologist (N=13)</th>
<th>Graduated nurse (N=26)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Log-ins, mean (SD)</td>
<td>Adherence, n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Working in the surgery room</td>
<td>20.1 (25.5)</td>
<td>7 (32)</td>
<td>38.5 (59.3)</td>
<td>35.7 (53.2)</td>
</tr>
<tr>
<td>Working with anesthesiologist</td>
<td>35.7 (53.2)</td>
<td>7 (54)</td>
<td>4 (36)</td>
<td>5 (33)</td>
</tr>
<tr>
<td></td>
<td>15.0 (13.2)</td>
<td>9 (47)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11.9 (9.4)</td>
<td>20.1 (25.5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>.301</td>
<td>.751</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^GP: general practitioner.

Table 3. Factors that affected the adherence to the web-based application.

<table>
<thead>
<tr>
<th>Factor</th>
<th>B value</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (kg)</td>
<td>0.026</td>
<td>1.026 (0.977-1.078)</td>
<td>.301</td>
</tr>
<tr>
<td>BMI (kg/m²)</td>
<td>−0.007</td>
<td>0.993 (0.834-1.184)</td>
<td>.941</td>
</tr>
<tr>
<td>Age (years)</td>
<td>−0.030</td>
<td>0.970 (0.910-1.034)</td>
<td>.351</td>
</tr>
<tr>
<td>SWLS^a</td>
<td>−0.043</td>
<td>0.958 (0.883-1.040)</td>
<td>.306</td>
</tr>
<tr>
<td>STAI-X^b</td>
<td>0.043</td>
<td>1.044 (0.951-1.146)</td>
<td>.365</td>
</tr>
<tr>
<td>QoS in the last night</td>
<td>−0.033</td>
<td>0.967 (0.643-1.455)</td>
<td>.873</td>
</tr>
<tr>
<td>QoS 3 days ago</td>
<td>0.372</td>
<td>1.450 (0.849-2.475)</td>
<td>.173</td>
</tr>
<tr>
<td>QoS in the last month</td>
<td>−0.121</td>
<td>0.886 (0.495-1.586)</td>
<td>.683</td>
</tr>
<tr>
<td>VO2max d (mL/kg/min)</td>
<td>0.033</td>
<td>1.034 (0.962-1.111)</td>
<td>.368</td>
</tr>
<tr>
<td>HRmax (beats/min)</td>
<td>0.030</td>
<td>1.031 (0.967-1.099)</td>
<td>.351</td>
</tr>
<tr>
<td>Rockport</td>
<td>0.123</td>
<td>1.131 (0.760-1.682)</td>
<td>.545</td>
</tr>
<tr>
<td>Heart rate</td>
<td>−0.022</td>
<td>0.979 (0.955-1.002)</td>
<td>.076</td>
</tr>
</tbody>
</table>

| Workplace                       |        |                                            |         |
| General practitioner with normal workload | Reference | Reference | Reference |
| General practitioner with high workload | 0.588   | 1.800 (0.396-8.182)                        | .447    |
| Anesthesiologist                | 0.993   | 2.700 (0.600-12.150)                       | .196    |
| Graduated nurse who works with an anesthesiologist | 0.742   | 2.100 (0.448-9.836)                        | .346    |
| Graduated nurse working in the surgery room | 0.365   | 1.440 (0.260-7.961)                        | .676    |
| S-cortisol                      | −0.003  | 0.997 (0.995-1.000)                        | .066    |

^aSWLS: Satisfaction with Life Scale.
^bSTAI: X form of the State-Trait Anxiety Inventory.
^cQoS: quality of sleep.
^dVO2max: maximal oxygen consumption.

Discussion

Principal Findings

Occupational stress leads to the burnout of individuals. The prevalence of burnout has been found to be extremely high (up to 75%) among medical staff [13-15] and it has been associated with poor quality of personal relationships, individual well-being, and poorer patient care [16-18]. This research has focused on an intervention to assist health care professionals in developing new personal habits needed to manage occupational stress and increase personal resiliency. The aims of this study were to assess the adherence of female health care workers to use a web-based tool for improving and modifying lifestyle and to explore the potential factors influencing their adherence to use such a tool and demonstrate the outcomes of this program’s adherence to organizational stakeholders or educators. Overall, the adherence to the web-based tool for improving and modifying lifestyle in our study was relatively poor (32/80, 40%). Although the application offers a personalized goal setting, a large majority of health care workers were mainly interested in physical activity and nutrition and found other aspects of the app not applicable to them. Moreover, none of the investigated factors and participant characteristics could...
explain the difference between the adherers and nonadherers (Table 3).

Our intervention incorporated a mobile device that provided feedback about diet and activity (Multimedia Appendix 4), both of which were self-reported. Such a technology offers new channels to reconfigure the provision of effective components of behavior and lifestyle change (ie, self-monitoring, goal setting, lifestyle change, and in-person sessions for resiliency). By enabling a remote personalized training, we can reduce the burden of both cost and time on participants, and thus connective technology systems can help ease the burden of stress.

We included 5 different groups of female health care professionals in the study. Among these groups, only 1 group (graduated nurse working in the surgery room) showed positive biological markers for chronic stress. Participants in this group had an activated immune response and elevated S-cortisol levels at the time of study enrollment. Meanwhile, this group also experienced the worst quality of sleep. Although other groups worked significantly over time compared with the group with normal workload (ie, general practitioner with normal workload), no clear sign of chronic stress has been discovered.

Prior to study execution, participants showed great interest in the intervention (data not shown), as technologies such as the one used in our study have the potential to overcome time limitations, especially among health care professionals, who generally work overtime. Besides this trial, few technology-supported weight loss interventions have been tested. For example, Rao et al. [8] reviewed randomized clinical trials of internet-based weight loss and weight maintenance programs including diet, physical activity, weight loss, self-monitoring and weight-loss outcomes, goal setting for behavior change, and motivation. One of the trials, performed by Patrick et al. [19], described participant adherence in a 16-week period. The adherence was 100% in the first week, but it declined to 66% by week 16. This shows that digital solutions such as eHealth interventions are confronted with the challenge of loss of participants’ enthusiasm after the initial periods, which is also the case with our study. However, this was not the case in a trial by Burke et al. [20], who conducted a 24-month trial of a behavioral intervention for weight loss including paper records and personal digital assistant with dietary and exercise software, with or without a feedback message. After 6 months, adherence was statistically significantly higher in the 2 personal digital assistant groups than in the paper group and was maintained. These findings suggest that mobile devices still may be a useful tool for self-monitoring as part of standard behavioral interventions.

Despite not within the scope of this study, interventions do reduce occupational stress among health care professionals, who have a focus on changing their lifestyle [21]. Nonetheless, hospital management is not focusing enough on individual approach, but instead trying to reduce occupational stress with organizational policies and procedures, such as reducing working hours, workload, or increasing additional staff resources [22-24]. Stress is likely a result of both individual- and organizational-level processes, so such efforts do not really work long-term and have restricted potential [25]. Furthermore, the nature of work with continuous exposure to situations which require medical care that saves lives cannot be changed. When searching through the literature, a lack of studies focusing more on investigating interventions to reduce individual occupational stress and burnout was found [14].

In general, web-based education and self-care programs have been shown to be effective in managing lifestyle changes [26,27]. However, on the downside a common feature for these internet-based interventions is the low rate of user adherence. Although most participants in internet-based trials volunteer, and thus must have some intention to use the program, a substantial proportion of participants never use the program or use it only once [28]. In a review of internet-based interventions for physical activity, rates at 3-month follow-up ranged from 10% to 50% [26]. These rates coincide with those from our study (40%). In our study, the bar between the adherent and nonadherent groups was set quite low, as adherent participants were those who logged into the program at least once a week in a 90-day period. The reasons for low adherence might be attributed to less-focused intervention strategies. The programs administered need to meet the expectations of users in order to have a greater chance of uptake. While potential problems of adherence to interventions are not necessarily unique to programs targeting health care professionals, the focus of these interventions should be on reducing occupational stress while not adding burden to an individual’s workload. It is, therefore, vital to ensure such interventions are integrated into the workplace or the lifestyle in a nonintrusive manner [21]. Participants in our study worked significantly over time, which might be a reason for bad adherence; however, the lowest adherence was observed for the general practitioner with normal workload group, who did not work overtime. Unfortunately, we did not collect the exact reasons as to why the users did not utilize the selected program, so further conclusions cannot be drawn. Another reason might be the design of the application. In this context, design and user-friendliness play an important role in improving adherence. In terms of personalization and application control, numerous studies have shown that people differ in the extent to which they seek and appreciate control [29]. People desiring high control generally seek better control over their events, and hence react with a negative emotional response when opportunities for control are lacking. Thus, in an online context, this may lead to nonadherence. Therefore, the software needs to be flexible enough to provide the end user with some control over the dedicated/selected programs [30]. In addition to the lack of control of activities, automated tailored messages, which are an integral part of and supported by the selected solution/program, might provoke an annoying feeling among users and this again might cause them to log-in less. This was confirmed by Tate et al. [31], who found that participants who received automated tailored messages had the lowest number of log-ins. Therefore, in our opinion, reminders could bring more benefit to the user, as they represent a trigger.

Limitations

Our study had some limitations, such as small sample size, which limited the trial to study factors related to adherence. Based on the inclusion criteria, only the most motivated health care workers participated in the study, who wanted to change
their lifestyle and represented only 3 different profile groups, namely, general practitioner, anesthesiologist, and graduated nurses. A majority of participants assessed had experienced/experiencing high workload. Thus, our results have a limited generalizability to all health care workers. In addition, subjective data about working hours of participant might overestimate their workload. Although adherence to the web-based tool was assessed, the influence of the web-based tool on lifestyle changes was not assessed in this study. Therefore, additional research is needed to further examine the relationship between QWL and occupational stressors. These may ultimately lead to the development and implementation of programs that are tailored to meet the needs of health care employees.

Conclusions

Adherence of health care workers to personalized web-based tools for improving their lifestyle in the current sociocultural environment remains relatively poor. Thus, it is necessary to use a qualitative approach to identify which interventions might be and which ways of implementing these interventions would be appropriate based on the needs of health care workers. In the future, it will be also necessary to not just follow the adherence to the web-based tool, but also to follow the effect of the use of such a tool on lifestyle changes and well-being of health care workers. This study also found that the benefits of behavioral interventions for occupational stress in health care professionals might be less optimal. The challenge for educators is thus to identify programs that are effective in improving QWL in health care workers.
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Abstract

Background: In the United States, there are lower rates of breastfeeding among African American mothers, particularly those who are younger women. Recent epidemiological studies have shown a strong association of more aggressive types of breast cancer (estrogen receptor negative) among African American women, with a higher risk in African American women who did not breastfeed their children.

Objective: This study aims to describe the process evaluation of recruitment and educational strategies to engage pregnant African American participants for a pilot study designed to determine whether social media messaging about breast cancer risk reduction through breastfeeding may positively influence breastfeeding rates.

Methods: This pilot study is conducted in collaboration with a local Women, Infants, and Children (WIC) organization and hospital and prenatal clinics of a local health care network. To engage African American women to enroll in the study, several methods and monitoring processes were explored, including WIC electronic text-based messages sent out to all phones of current WIC recipients (referred to as e-blasts); keyword responses to texts from flyers and posters in local community-based organizations, hospitals, and prenatal clinics; keyword responses using electronic links posted in established Facebook groups; and snowball recruitment of other pregnant women by current participants through Facebook. Once enrolled, participants were randomized to 2 study conditions: (1) an intervention group receiving messages about breast cancer risk reduction and breastfeeding or (2) a control group receiving breastfeeding-only messages. Data were obtained through electronic monitoring, SurveyMonkey, qualitative responses on Facebook, focus groups, and interviews.

Results: More than 3000 text messages were sent and received through WIC e-blasts and keyword responses from flyers. A total of 472 women were recruited through WIC e-blast, and 161 responded to flyers and contacts through the local health care network, community-based organizations, Facebook, and friend referrals. A total of 633 women were assessed for eligibility to participate in the study. A total of 288 pregnant African American women were enrolled, consented, and completed presurvey assessments (102.8% of the goal), and 22 participants attended focus groups or interviews reporting on their experiences with Facebook and the educational messages.

Conclusions: This process evaluation suggests that using electronic, smartphone apps with social media holds promise for both recruitment and conduct of health education intervention studies for pregnant African American women. Providing messaging through social media may have a positive influence on breastfeeding rates and reduce the risk of breast cancer.
and resources through social media to reinforce and educate women about breastfeeding and potentially provide lactation support is intriguing. Convenience (for researchers and participants) is an attribute of social media for this demographic of women and worthy of further research as an educational tool.

**Trial Registration:** ClinicalTrials.gov NCT03680235; https://clinicaltrials.gov/ct2/show/NCT03680235
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breastfeeding; breast cancer education; African American mothers; Facebook; mobile phone, social media

**Introduction**

**Background**
Over the past 25 years, African American (AA) mothers have had consistently lower breastfeeding rates than any other group of women in the United States [1]. Only 74.0% of AA infants are ever breastfed compared with 86.6% of non-Hispanic White infants and 82.9% of Hispanic infants [2]. Epidemiological evidence shows that this disparity may negatively impact health and increase breast cancer risk in AA women [3]. Given the combination of evidence for racial disparities in lactation patterns and reduced breast cancer risk with breastfeeding for mothers, AA women may be disproportionately impacted by multiple negative health problems—with a strong opportunity for intervention. Although developing an educational intervention to impact this behavior change is challenging, a recent systematic review of interventions to enhance breastfeeding rates suggests that multilevel interventions can be successful. There is a significant need to explore social media communication, text messaging, and the internet to provide tools and methods for reaching and engaging AA mothers [1]. Given the evidence of health benefits to mothers and infants from breastfeeding, exploring novel interventions for reducing these socially patterned disparities is a significant scientific goal and the focus of this paper.

**Breastfeeding and Breast Cancer Risks**
“Breastfeeding rates in the United States (US) are considered socially patterned. Previous research has documented startling racial and socioeconomic disparities in infant feeding practices [4].” Nationally, AA infants and mothers are approximately 12% less likely to have the benefit of breastfeeding compared with White infants and mothers [2,5,6]. The most recent data as of 2017 from the New York State Department of Health indicate that breastfeeding initiation (ever breastfed) has increased to 84% in the AA population compared with 80.1% of White counterparts, but this does not include exclusive breastfeeding [7]. Moreover, by 6 months, the breastfeeding rates for babies were only 38% for AA and 44.5% for whites [7].

Recent epidemiological research suggests that choosing formula feeding over breastfeeding may have a significant impact on the risk of developing aggressive, triple-negative breast cancer (TNBC) in AA women [3]. Research findings reported by Palmer et al [3] showed that parity—formerly considered a risk reduction factor—actually increases the risk of TNBC in AA women. However, these breast cancer risks can be ameliorated in AA women if they initiate breastfeeding, and further research on the role of duration continues to be studied [3]. These results suggest that promoting breastfeeding in AA women may be an effective tool for reducing the occurrence of TNBC, which disproportionately contributes to breast cancer mortality for these women [3]. Therefore, encouraging breastfeeding among AA mothers offers a strong opportunity for intervention, given the combination of evidence for reduced cancer risk with breastfeeding and the overall national racial disparities in lactation patterns.

**Barriers to Breastfeeding**
Multiple barriers to breastfeeding among AA mothers have been reported in literature [1]. Primary issues include the burden of breastfeeding by women who work in jobs with little flexibility, unsupportive employers, and having limited maternity leave [4,8]. In addition, the social context for breastfeeding is weakened because AA women may not discuss the benefits of breastfeeding because of a lack of understanding and awareness [9,10]. Some women may have cultural discomfort regarding negative historical images as a result of the legacy of slavery [1,11,12]. Survey data collected from 225 middle and high school youth aged 13 to 18 years in Erie County, New York, showed that 62% of youth agreed or strongly agreed that “Breast milk is the best food for baby,” but only 28% agreed or strongly agreed that “Breasts are meant for breastfeeding,” and 36% reported this behavior as annoying. Young people exposed to formula feeding still outnumber those exposed to breastfeeding. These data demonstrate the challenges and limitations of changing cultural contexts to support breastfeeding. Personal experience and public or media exposure are statistically correlated with future intent to breastfeed [13]. Therefore, the educational intervention messages for this study included images aimed at positively impacting feelings and intent to breastfeed, and qualitative assessments included family members and partners of the mothers to explore social context.

**Social Media and Smartphone Use for Reaching AA Women**
To reach pregnant AA women, investigators chose to explore social media platforms for both study recruitment and intervention engagement, as smartphone and social media use are prevalent in this demographic. Research data show that the rate of social media use by all Americans is currently 69%, which is the same use rate among AAs [14]. The most frequently used social media platforms are Facebook and Instagram. The usage of these two social media platforms varies by age. Research indicates that 81% of young adult women aged between 18 and 29 years use Facebook, and 64% of this same demographic use Instagram [15]. For many users, social media
has become part of their daily routine, especially as most people have access to smartphones. The frequency of use by young adults aged between 18 and 29 years who check their Facebook or Instagram account daily is 72% [15]. Nearly three-fourth of AAs use smartphones to access social media compared with approximately 66% using desktop or laptop computers [14]. Facebook reported that the majority of users use the platform to post personal ideas, opinions, life events, and milestones (ie, graduations, vacations, employment, weddings, pictures of family, friends, or selfies) [15]. Moreover, social media communication methods may help address the reported lack of personal support [16] and low self-efficacy related to breastfeeding [1].

It is notable that income levels no longer present a major challenge in owning a smartphone, as 63% of low-income (<US $30,000 a year) AAs are owners of smartphones. However, low-income smartphone users who are AA are about twice as likely as whites to have their smartphone use canceled, or service interrupted because of the expense [14]. These interruptions with cell phones may create challenges when delivering services to low-income groups, although web-based social media platforms such as Facebook provide a unique mechanism of communication that continues despite cell service interruption.

Findings from prior research demonstrated similar rationales for the use of the technology in study recruitment for first-time AA mothers and for the use of social media to disseminate health education information on breastfeeding [17]. Social media access and use as an effective social support mechanism in pregnancy and postpartum have been tested by others [18]. Baker and Yang [18] found that social media present the opportunity to educate new mothers from the comfort of their home 24 hours a day.

This paper offers a process evaluation focused on the recruitment and study implementation techniques for a pilot breastfeeding intervention via smartphones and social media platforms among AA mothers participating in Western New York. As part of this larger pilot study, it was important to explore the acceptance and process of using social media and electronic apps to engage pregnant AA women with specific health messaging. This study focused on describing the methodological processes, benefits, and limitations for recruiting and engaging women through a social media conduit regarding breastfeeding and breast cancer risk reduction.

Methods

Intervention

The pilot study intervention was centered on enrolling eligible participants (AA, pregnant, and English speaking) into a private Facebook platform, and participants were randomized into either a control arm in which they received breastfeeding-only messaging or an intervention arm that received breastfeeding and breast cancer risk reduction messaging (Figure 1). Participants were asked to complete pre- and postbirth assessments and a smaller subgroup of mothers and their family members were recruited to participate in either focus groups or semistructured interviews postpartum. The goal was to obtain opinions from the mothers on the content presented in the Facebook group as well as the feasibility and effectiveness of using smartphone technology and Facebook for education and promotion of breastfeeding, with a specific aim of determining any outcome differences by specific message content (breastfeeding vs breast cancer risk reduction and breastfeeding).

Family members and partners of the mothers were included in the qualitative assessments to obtain pertinent social influences in the context of mothers’ experiences. Focus groups and interviews included mothers and their support persons (family, friends, or partners) to discuss the content presented in the Facebook group. This study was registered in ClinicalTrials.gov, under registration number NCT03680235.
**Study Participants**

The study population consisted of pregnant AA mothers residing in Erie and Niagara County, especially those served by Women, Infants, and Children (WIC). As the WIC program in Erie County serves a significant proportion of the pregnant AA women in the area, we partnered with WIC to inform their clients about the study. When the study was designed (2016), the Erie/Niagara WIC assisted women with approximately 2000 births per year; however, data are not available by race [19].

**Participant Demographics**

Of the study participants, approximately 25.3% (73/288) completed high school or received a general educational development (GED) certificate, 33.3% (96/288) completed some college, and 12.2% (35/288) were college graduates. In addition, 55.2% (159/288) of the mothers reported that they were employed, approximately 56.6% (163/288) reported making less than US $20,000 per year, 13.5% (39/288) earned US $20,000 to US $29,999, and 13.5% (39/288) earned US $30,000 to US $49,999, with 1.0% (3/288) earning more than US $50,000, and 15.3% (44/288) declined to answer. Moreover, 70.8% (204/288) of the mothers were never married; 24.0% (69/288) were married or partnered; and 4.9% (14/288) were divorced, widowed, or separated. A total of 22.6% (65/288) of women reported being breastfed as a child. Overall, 26.7% (77/288) of women reported this as their first pregnancy, 20.8% (60/288) reported this as their second pregnancy, 21.2% (61/288) as their third pregnancy, and 31.3% (90/288) as their fourth or more pregnancy. Approximately, 53.8% (155/288) of the women reported the age of their first pregnancy being 19 years or younger, 36.5% (105/288) reported first pregnancy between the ages of 20 and 25 years, 5.6% (16/288) reported first pregnancy between the ages of 26 and 29 years, and 2.1% (6/288) reported first pregnancy at 30 years and older (Table 1).
Table 1. Demographics.

<table>
<thead>
<tr>
<th>Demographic categories</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>14-17</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>18-24</td>
<td>101 (35.1)</td>
</tr>
<tr>
<td>25-34</td>
<td>149 (51.4)</td>
</tr>
<tr>
<td>35-44</td>
<td>35 (12.2)</td>
</tr>
<tr>
<td><strong>Currently employed</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>159 (55.2)</td>
</tr>
<tr>
<td>No</td>
<td>127 (44.1)</td>
</tr>
<tr>
<td>Not reported</td>
<td>2 (0.7)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single or never married</td>
<td>204 (70.8)</td>
</tr>
<tr>
<td>Widowed, divorced, or separated</td>
<td>14 (4.9)</td>
</tr>
<tr>
<td>Married</td>
<td>69 (24.0)</td>
</tr>
<tr>
<td>Not reported</td>
<td>1 (0.3)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>29 (10.1)</td>
</tr>
<tr>
<td>High school or general educational development certificate</td>
<td>73 (25.3)</td>
</tr>
<tr>
<td>Some college</td>
<td>96 (33.3)</td>
</tr>
<tr>
<td>College degree</td>
<td>35 (12.2)</td>
</tr>
<tr>
<td>Not reported</td>
<td>55 (19.1)</td>
</tr>
<tr>
<td><strong>Income (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;20,000</td>
<td>163 (56.6)</td>
</tr>
<tr>
<td>20,000-29,999</td>
<td>39 (13.5)</td>
</tr>
<tr>
<td>30,000-39,999</td>
<td>26 (9.0)</td>
</tr>
<tr>
<td>40,000-49,999</td>
<td>13 (4.5)</td>
</tr>
<tr>
<td>&gt;50,000</td>
<td>3 (1.0)</td>
</tr>
<tr>
<td>Not reported</td>
<td>44 (15.2)</td>
</tr>
<tr>
<td><strong>Age of first pregnancy (years)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;19</td>
<td>155 (53.8)</td>
</tr>
<tr>
<td>20-25</td>
<td>105 (36.5)</td>
</tr>
<tr>
<td>26-29</td>
<td>16 (5.6)</td>
</tr>
<tr>
<td>&gt;30</td>
<td>6 (2.1)</td>
</tr>
<tr>
<td>Not reported</td>
<td>6 (2.1)</td>
</tr>
<tr>
<td><strong>Breastfed as a child</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>65 (22.6)</td>
</tr>
<tr>
<td>No</td>
<td>153 (53.1)</td>
</tr>
<tr>
<td>Not reported</td>
<td>70 (24.3)</td>
</tr>
</tbody>
</table>

**Recruitment and Assessment Procedures**

To engage AA women to enroll in the study, the following methods and monitoring processes were explored: (1) WIC text-based e-blast messages were sent to all WIC enrollees at specified clinic sites, (2) in-person recruitment was conducted at prenatal clinics and community-based organization events using keyword response giving participants web links to eligibility criteria and consent documents, (3) keyword response text messages were monitored through Telerivet (Telerivet, Inc) based on flyers and posters in the hospital and WIC office, (4) Bitly (Bitly.com) was used to track clicks on the link navigating...
women to the web-based SurveyMonkey (SVMK Inc) surveys. (5) brochures and posters in prenatal clinics were distributed with electronic links described. (6) recruitment of pregnant women from established support groups through Facebook, and (7) recruitment of other pregnant women by current participants through Facebook was encouraged. Once women consented and completed the prenatal survey, they were randomized to the 2 study conditions and 2 private Facebook groups. Data were obtained through electronic monitoring, SurveyMonkey, qualitative responses on Facebook, focus groups, and interviews.

These recruitment processes used 4 computer-based mobile messaging platforms. The first mobile messaging platform was operated by WIC and was used to disseminate the initial enrollment text through bulk messaging referred to as an e-blast. The second app was used to receive enrollment text messages referred to as keyword responses and was monitored through Telerivet by study staff. Telerivet is a web-based mobile text messaging app that serves as a messaging command center and allows program owners to send text blasts or bulk messaging to multiple participants who would receive the text individually (ie, not group texts). Through this app, study staff were able to streamline communication by using features such as message scheduling or staggering, which allows the scheduling of messages for times or recurring intervals. This app allowed staff to schedule polls via text messages in which participants could respond either by numeric or alphabetic responses, eliminating the need for manual data entry. This app also had an automatic stop function that allowed participants to opt out and stop receiving messages.

Bitly is a link management platform that was used to track the amount of interest in the study through clicks on the link that navigated women to the web-based survey. Participants could click the e-blast–delivered link multiple times to be able to access and return to the survey. SurveyMonkey was the fourth web-based software used to collect survey responses from the women through their mobile devices and build the study database.

The initial recruitment request was sent out through an e-blast to all WIC participants who served and registered at urban Buffalo WIC clinic sites that included the highest proportion of AA clients (Figure 1). The monthly e-blast was sent through the WIC-owned and operated mobile messaging platform to all mothers aged ≥18 years and enrolled at the specified sites who were currently pregnant and due to deliver within 3 months, with the intent to enroll women and allow them to receive Facebook messaging for at least two to three months before delivery. The clients’ mobile phone numbers were an existing part of the WIC client database and used by WIC for various communication processes, so the study team did not have to have clients’ permission to contact individuals. The e-blast message briefly introduced the study to the clients and gave them a link to explore it in more depth (including eligibility criteria and consent). As WIC does not report data by race, e-blast messages were sent to all clients from the selected clinics regardless of race, and eligibility was assessed after they responded. Recruitment text messages were delivered monthly to cohorts of women based on their expected delivery month over 3 months (ie, May-July). Each woman received up to 3 recruitment text messages from the WIC’s mobile messaging platform.

On receiving the text on their smartphones, WIC participants could opt to click on a link to connect them to the study eligibility criteria questions (eg, pregnancy status: due date, WIC enrollment status, race: AA, primary language: English). WIC clients who did not meet the study eligibility criteria received the following message: “Thank you but you are not eligible for this study” and were directed to other links with information about healthy pregnancy practices and community resources such as the Durham Baby Café, a local Center for Teens, Moms & Kids, and WIC Breastfeeding Partners. Eligible participants were directed to the electronic consent form, which required one click at the bottom of the form for Agree. The study was approved by the Roswell Park Cancer Institute institutional review board (IRB) as minimal risk.

To be more inclusive of pregnant women aged <18 years (New York State WIC did not allow recruitment of WIC clients aged <18 years for research), the study team partnered with additional obstetrics and gynecology (OB/GYN) offices in the urban area and community-based organizations focused on delivering services to pregnant women. Posters and flyers to promote the study were displayed and disseminated at all participating recruitment sites as well as in-person recruitment by study staff visiting the clinics. The poster and flyers contained a keyword response, “OurBreastsMatters,” which participants were requested to text to a long-code 10-digit local phone number. For consistency, posters, flyers and original e-blasts from WIC used a race-neutral study name because WIC was not able to send messages to only AA clients. After meeting eligibility criteria, participants were directed to the BlackBreastsMatter site for further surveys and Facebook intervention. Similar to the WIC enrollees, participants received an automated response that contained the link to opt in to the study and connect them to the eligibility criteria. These methods allowed participants to initiate the process for enrolling in the study while having the ability to complete the survey at their convenience. In addition, a final strategy consisting of a snowball sampling approach was also used to recruit additional participants by offering this study’s participants an incentive to recruit other pregnant friends and relatives using the keyword response approach.

All study participants received both weekly and monthly scheduled text messages regarding their status in the project as well as their current use of the resources allocated by our partners. Telerivet allowed study staff to streamline participant contact and vary the amount of contact for participants at different intervals in the study.

Data Collection Procedures

Using SurveyMonkey, participants were asked to complete eligibility criteria, social media use, demographics, study consent, and pre- and postpartum surveys from smartphones. Once the participants consented, they were asked to complete a 73-question preintervention baseline survey on their smartphone. Participants could return to the survey if they did not choose to complete it immediately. Participants were incentivized with a US $40 gift card to local retail shops to
complete the survey. Women who completed the baseline survey (N=288) were randomized to either the intervention arm (n=135) or control arm (n=153). Participants were asked to sign on to Facebook to receive messages through a private Facebook group that was invitation only and did not publicly appear as an open group nor available through the search bar menu on Facebook. The intervention and control groups received targeted weekly or biweekly Facebook posts. Electronic engagement was encouraged by a variety of polls, discussions, and raffles.

Unlike commercial Facebook pages, private pages were not eligible for tracking activities (eg, likes, comments, posts, comment, ask questions, and viewers were able to like posts, comment, ask questions, and like comment, ask questions, comments and posts). A manual review of comments, responses, and questions. A manual data collection spreadsheet was initiated and monitored for 2 months but proved too time-consuming to continue with the limited staff supported by the pilot (NIH/NCI R21) grant funding. It was determined to be more important to engage and interact with the participants on Facebook, continuing regular posting of educational messages, and answering questions and comments.

Approximately 4 to 6 weeks postpartum, participants received text invitations and Facebook reminders to complete the postpartum survey. The expected due dates were collected through baseline surveys. Study staff often discovered births, particularly preterm births, through Facebook postings. After delivery and completion of the postpartum assessment, a smaller sample (n=23) of women, family members, and partners were recruited for focus groups or semistructured interviews to qualitatively assess the use of technology as well as the message content.

### Intervention Delivery

The Facebook group breastfeeding messages centered on 5 themes of support: bonding, health and wellness for mother, health and wellness for child, financial impact, and social or lifestyle impact. Eligible participants were randomized into a control Facebook group page that received only these breastfeeding messages or an intervention Facebook group page that received both breastfeeding messaging and breast cancer risk reduction (as it relates to breastfeeding) messaging, including a video presenting this information (Multimedia Appendix 1). All messaging was culturally appropriate for AA women (Multimedia Appendix 2). Participation in the Facebook group pages was intended to engage participants in the topics and viewers were able to like posts, comment, ask questions, and contact study staff for more information or if they had any issues or concerns.

As new participants joined the respective Facebook group throughout the study, the 5 topics periodically rotated so that participants engaged in Facebook would be exposed to all 5 topics over approximately 5 weeks. As the topics were presented, the specific content and photos offered new or revised information so that the participants did not see the same content repeatedly.

### Focus Groups and Interviews

In addition to quantitative surveys (for measuring intervention outcomes), focus groups were hosted to discuss participants’ feelings, perceptions, and thoughts on the topic of breastfeeding, messages about breast cancer risk, and participation in the intervention in general. Participants who had completed the study and delivered their babies were invited via text messages and phone calls to attend a focus group. In total, 4 focus groups were hosted at the Roswell Park Comprehensive Cancer Center (2 groups included mothers who participated in the study, and 2 groups included individuals identified as support; eg, family members and partners) by the mothers. These groups were hosted on a Saturday for the convenience of the participants. Although family members and partners did not directly receive Facebook posts, the published research clearly demonstrates that breastfeeding occurs or fails to occur within a larger social context that is directly impacted by the views and experiences of the mothers’ family members and partners. Therefore, the pilot study was designed to explore the social context of the use of Facebook and the messaging with the mothers and their significant others. For example, did the mothers and their supportive family members share the information they learned and how was this received?

All sessions lasted no more than 60 min with the first session starting in the morning and the second session hosted in the afternoon to give participants varying options in which group they would like to participate. The discussion included questions concerning personal perception and relationship with breastfeeding, risk perception of breast cancer, benefits and barriers to breastfeeding, and the use of social media and the messages they received. The groups, including other family members (ie, support), covered the same question content, included an explanation of what the study and intervention addressed, and offered examples of messaging shared with mothers involved in the study. Refreshments were served, and all participants received an incentive of US $30 for participating in the focus group as well as the ability to participate in a free community holiday photography shoot hosted at the cancer center.

Semistructured interviews were used to specifically cover topics that were triggered by the focus group participants in a grounded theory approach and to allow data gathering from male partners and more family members who did not choose to attend focus groups. As some issues related to breastfeeding may be sensitive and mothers and family members may not want to discuss them in a group setting, additional individual interviews were offered with participating mothers and their selected support persons. A total of 12 interviews were conducted, 9 by phone (8 mothers and 1 support participant), and 3 male support member interviews completed in person. The interviews consisted of topics similar to those addressed in the focus groups, such as personal perception and relationship with breastfeeding, risk perception of breast cancer, and benefits and barriers to breastfeeding. Phone interviews averaged 15-20 min and 5-10 min for the in-person interviews. All interviews were conducted by trained study staff and were race concordant. Participants who completed the interviews also received gift card incentives.

All focus groups and interviews were recorded and transcribed. These transcriptions were reviewed and coded by 4 members of the study team. Discrepancies were discussed, and final categorical analyses were determined by consensus. Text coding
was sorted into thematic codes and subcodes. Text analysis was validated by discussions with the project staff who were directly interacting with the participants in focus groups, through Facebook and texts.

**Results**

**Recruitment**

In total, WIC delivered more than 3000 text messages to women enrolled in their mobile messaging platform from which there were 1113 responsive clicks on the link to the survey. More than 66.7% (192/288) of the participants were recruited through the WIC e-blasts (Table 2).

Owing to the structure of the delivery of recruitment text through WIC, it was expected to receive fewer clicks compared with the text messages delivered, as women could receive the recruitment text from WIC up to 3 times. Through our partnerships with the local health care network, including hospital and prenatal clinics, offices and community-based organizations, Facebook support groups and snowball referrals we received more than 200 incoming text messages initiating the keyword response (from posters, flyers, and personal contacts) to receive the link to begin the survey from which there were 304 clicks. It was expected to see more clicks compared with incoming text messages from this group, as women engaged and recruited in person would often return to the survey link later to complete the enrollment information, so the conversion to participation rate was higher (78.9% [45/57] compared with 40.7% [192/472] for WIC), although the reach was greater through WIC. Through these combined recruitment efforts, 633 women were assessed for eligibility, with 288 pregnant AA women (103% of the original goal, n=280) successfully enrolled and consented (Table 2). Exclusions included 345 women not meeting inclusion criteria based on race, 29 women declined, 37 women did not provide follow-up contact information for enrollment, 26 women did not complete presurvey assessments, and 9 women gave birth before enrolling in the Facebook group. Of the 288 consented participants, 135 were randomized into the intervention group and 153 were randomized into the control group.

Interestingly, of the women enrolled in the study through local OB/GYN offices and community-based organizations (n=96), 90% (n=86) were currently enrolled in or planning to enroll in WIC services, indicating that the study sample can be expected to be relatively similar from both recruitment sources. Times when women (from all recruitment sources) clicked on the study e-blast invitations, enrolled, and completed surveys on their smartphones were widely distributed: 41.7% (120/288) of surveys were completed between the hours of 7 AM and 3 PM, 54.5% (157/288) of surveys were completed between the hours of 3 PM and 11 PM, and 3.8% (11/288) were completed between 11 PM and 7 AM. Of the 288 participants, 20.5% (n=59) responded to recruitment and enrollment messages on their smartphones after working hours between 6 PM and 9 AM.

Overall, 92.4% (266/288) of the mothers stated that they used or knew how to use Facebook, and 99.7% (287/288) used or knew how to text. A total of 96.5% (278/288) of women stated that they were willing to join and use Facebook and text messaging for involvement in the study. Although almost all participants reported knowledge, use, and willingness to engage in Facebook, 39.9% (115/288) of consented participants randomized to the intervention and control arms failed to ever join the assigned private Facebook group. This inadvertently created true controls for the study, as 40.0% (54/135) of the breastfeeding plus breast cancer risk (intervention) and 39.2% (60/153) of the breastfeeding-only (control) message groups did not receive any of the educational messages. All participants completed prebirth baseline surveys, and 74.0% (213/288) completed postnatal surveys.

An anecdotal finding as women had their babies was that 60 new mothers from both Facebook groups became more active and engaged with the topics of breastfeeding and newborn care and requested to be able to continue to communicate on their Facebook page (study participants were considered complete and removed from the study protocol and follow-up once they completed their postnatal survey about 4-8 weeks after the birth of their infants). In response to this, the study staff set up a third Facebook group for women after they had completed the postnatal survey and study protocol, but it was just an open group without designed study messages. As this was not part of the original study design and budget, no further data collection or postnatal messaging was planned.

### Table 2. Recruitment sources for participants.

<table>
<thead>
<tr>
<th>Sources</th>
<th>Recruited, n (%)</th>
<th>Enrolled and randomized, n (%)</th>
<th>Conversion rate, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>WIC e-blast</td>
<td>472 (74.6)</td>
<td>192 (66.7)</td>
<td>40.7</td>
</tr>
<tr>
<td>Obstetrics and gynecology office</td>
<td>57 (9.0)</td>
<td>45 (15.6)</td>
<td>78.9</td>
</tr>
<tr>
<td>Hospital recruitment</td>
<td>13 (2.1)</td>
<td>6 (2.1)</td>
<td>46.2</td>
</tr>
<tr>
<td>Facebook recruitment</td>
<td>44 (7.0)</td>
<td>16 (5.6)</td>
<td>36.4</td>
</tr>
<tr>
<td>WIC office recruitment</td>
<td>14 (2.2)</td>
<td>8 (2.8)</td>
<td>57.1</td>
</tr>
<tr>
<td>Community-based organization</td>
<td>24 (3.8)</td>
<td>14 (4.9)</td>
<td>58.3</td>
</tr>
<tr>
<td>Friend referral</td>
<td>9 (1.4)</td>
<td>7 (2.4)</td>
<td>77.8</td>
</tr>
<tr>
<td>Total</td>
<td>633 (100.0)</td>
<td>288 (100.0)</td>
<td>45.5</td>
</tr>
</tbody>
</table>

*WIC: Women, Infants, and Children.*
Focus Group and Interview Participants

Of the 10 female participants who attended the focus groups, 6 participant mothers and 4 family or friend support individuals (2 mothers and 2 friends), all mothers reported breastfeeding for at least three weeks. The participants’ average age was 33.3 years (median 29.0, SD 10.4), 4 participants reported working full time or part time, 3 participants completed high school or had a GED certificate, 4 participants completed some or all college, 7 participants reported earning US $20,000 or less in household income, and all participants reported being insured. Of the 9 female participants who completed interviews over the phone, the mean age of mothers was 28.4 years, 6 had never married, 9 reported completing high school or more, 3 reported working full time, and 6 earned less than US $20,000. We did not collect demographics for the 3 male partners.

Of the female participants in focus groups and interviews, 9 participants were aged >25 years and were often more experienced with pregnancy and breastfeeding than the total study sample. Participants with prior breastfeeding experience were very positive about breastfeeding, social media messages, and supportive of any or all efforts to increase breastfeeding. Other less-experienced participants reported knowing very little before the intervention, such as, “Didn’t know much before….” “Learned about how it helped the baby,” and “Was just going to see how it went.” Another inexperienced mother demonstrated the limitations of education alone, stating, “What I saw made it look easy, and that wasn’t true—not for me.” The participants did report a litany of the benefits they learned about breastfeeding (eg, brain development, saving money, benefits to the mother, bonding, and lowering the risk of breast cancer). It was notable that several mothers reported memorable messages about breastfeeding rights and issues of “to cover-up or not cover-up when breastfeeding in public.”

In response to the use of Facebook, almost all focus groups and interview participants would have liked to stay in the group longer, possibly share posts, or to have had an ongoing Facebook support group postpartum. There was a general sentiment that “I would have liked to invite friends into the group;” “I wanted to share posts with friends in other groups;” “be allowed “to share content with other groups and friends;” “I would have loved to invite others!” The participants also would like to have had access to more videos on the Facebook pages. All the women expressed support for the title and logo of the Facebook group, “Black Breasts Matter.” Inquiries about the logo on Facebook also received positive responses. “It was wonderful because you’re supporting Black women;” “Rings a bell;” “Loved it!” Several participants stated that they do not see very much media or information specific to Black women and “Loved it!” Several participants stated that they do not see very much media or information specific to Black women and breastfeeding: “I think that Caucasian people actually do it much media or information specific to Black women and “Loved it!” Several participants stated that they do not see very much media or information specific to Black women and breastfeeding: “I think that Caucasian people actually do it much more than black women, so that gets us motivated to do something that we’re not so familiar doing” and “I liked it because it had to do with blacks…you know it was more for like black mothers and it made me feel comfortable.” (Notably, the tag to initially enroll in the study was “Our Breasts Matter” in deference to the New York State Health Department concerns showing any racial exclusion with the study. It was not until a participant met qualifications and was consented that they saw the “Black Breasts Matter” logo. Ineligible White participants were routed to other breastfeeding resources.) Interestingly, one participant shared the perspective that Black women’s breast milk is superior to other mothers’ milk and believed this could be empowering other Black women to breastfeed. Breast cancer risk information and messaging about potential risk reduction from breastfeeding for those in the intervention group was commented on as being impactful and new information for most of the women, and they wanted to share this information with family and others.

Discussion

Principal Findings

This study describes the use of social media and electronic platforms to effectively recruit and engage pregnant Black women into an intervention study focused on educating about the benefits of breastfeeding and the potential to reduce breast cancer risks. The specifics of how smartphone and social media apps can create a social and educational space as well as a novel approach for discussing breastfeeding as a form of breast cancer risk reduction, specifically for AA women, are described. The process evaluation illustrates various strengths and limitations of methods and recruitment processes for this demographic of participants and suggests ideas for future studies incorporating smartphone and social media use.

The overall strengths of the study and the methods employed included the successful (18 months) recruitment of 288 pregnant AA women into the study and the effectiveness of electronic consent forms and surveys. More than 58.3% (168/288) of participants explored study participation and eligibility and consented and completed surveys during evening hours (after 3 PM). Almost 20.5% (59/288) of participants completed study tasks during nontraditional working hours for study staff (ie, 6 PM–9 AM). The ability of participants to complete surveys and read messages by smartphone at any time of the day or night, depending on their schedules and needs, was an advantage for the study staff and participants and was less challenging than recruiting for and scheduling the in-person focus groups or interviews for this study. This recruitment process was also more effective than attempts in a previous study in Buffalo in collaboration with Planned Parenthood that had very poor results collecting in-person survey data during daytime working hours from this demographic of younger women regarding tobacco use and cervical cancer risk [20].

Of the recruitment sources explored, WIC e-blast had the greatest reach and proportion of participants enrolled (192/288, 66.7%) as well as being able to contact potential participants multiple times in a cost-effective way. In-person recruitment using keyword responses at prenatal clinics and community-based organizations resulted in a lower proportion of enrollments (approximately 30%), but the conversion rate for these in-person and especially the snowball friend referrals (7/9, 77.8%) was high. These more direct methods were also more time-consuming and labor-intensive (Table 2).

It was notable that the participants strongly endorsed and welcomed the racial and cultural tailoring of the messages, photos, and issues presented in the Facebook intervention.
Qualitative responses included pride and opportunities for the promotion of breastfeeding for enhancing Black infants’ and mothers’ health and appreciation for focusing on their needs and issues at the policy level. As the lowest rates of breastfeeding are among AA women and many of the barriers, including racially biased health care [1] and negative social contextual issues disproportionately impact AA women, it could be important to address these issues in future intervention approaches. Moreover, incorporating racially specific messages may enhance self-efficacy by AA mothers to address policies and feel greater support through social media.

Future Studies and Limitations
An important consideration specifically for studies incorporating Facebook is that there are operational differences for a private Facebook group versus more commercial, business, or even personal Facebook accounts. A private Facebook page operates in a much more limited fashion than an organic, individually based, or business-based Facebook page that includes individuals familiar with one another or with some type of shared experiences. The fact that all participants were pregnant helped to focus and engage some women, but they were not naturally familiar with one another, and the general trust and sharing activities in the study Facebook pages were more limited. As time progressed, women seemed to become more familiar with one another, especially as they gave birth and were faced with issues that they wanted to share, and this reinforces that support and evaluation of social media activity postnatally should be included in future research. The fact that 60 mothers were interested in having more education and interaction after their babies were born and they had completed the study demonstrates that addressing the issues and challenges of new mothers, including those of breastfeeding, often gain much greater awareness with the immediacy of needs. This further reinforces the theory that teachable moments and need to know timing is important for adult learners. The comments by participants also indicate limitations in the nature of the private Facebook groups, as the information on their group pages was limited to sharing only with study participants. Participants could not electronically share with other family and friends or Facebook pages. This may have limited activity, ability to influence their own social network, as well as the responses and conversations about the postings.

One limitation of the study recruitment process in collaboration with New York State WIC was the fact that the New York State Department of Health limited all research to be done with individuals aged ≥18 years. This was not known by the study team before the initiation of the study. As up to 2% of births among AA women are in women aged ≤18 years and the younger the age at first birth, the more births they are likely to have, resulting in potentially higher risks for TNBC, it was important to include younger women [21]. The study IRB approval process allowed recruitment of women aged ≥14 years; however, it was challenging to reach and recruit these younger women without the WIC recruitment process, even within the local OB/GYN practices.

National corporate changes in technology security issues with Facebook are issues that may impact participation in a study such as this one. With the use of social media comes the constant alteration, upgrades, and changes to the operational use of the app as well as features that are accessible through the app that may leave users vulnerable. In 2018, as the study was winding down, Facebook publicly faced two major scandals concerning the use of private information of its users. It was publicized that Facebook faced a breach and attack on its computer network, which in turn left the personal information of nearly 50 million users available as well as access to their accounts. Although discussions in community settings occurred about the safety of Facebook, we did not see a decline in recruitment after the announcement of the breach, but we did have additional challenges.

Challenges and limitations of the social media methodology included the fact that about one-third (n=114) of the participants never chose to sign on to and receive any messaging from the private Facebook groups, basically creating a true control with no messaging about breastfeeding. It was unclear why participants failed to sign on, as survey data demonstrated a high proportion (>92%) of participants had knowledge of and used Facebook personally. This may have been the result of a lack of trust or unfamiliarity with the use and practices of a private Facebook account. This reinforces the challenges of using Facebook for this clientele, as it may be waning in popularity as a communication platform with this demographic.

At the time of the study, Facebook did not have a feature to be able to collect analytical metrics from Facebook groups but rather only activated this feature for business pages. One of the more recent advancements made is “Group Insights,” which now allows the generation of reports from a created group including metrics such as the growth of total members, pending members, approved requests, engagement through posts, comments, reactions, activity status, and member contribution ranking members who contribute more than average members. Unfortunately, this advancement could not be applied to an already established group but is a current feature available for future intervention research.

Monitoring the use of Facebook was another limitation that we encountered. The culture of social media is based on immediate responses, new content that is updated frequently, and 24-hour access. The staff implementing this study was small (2 part-time staff); therefore, it was challenging to meet the demands for posting new messaging and responding to study participants’ comments and questions quickly compared with other social media groups who have dedicated staff members posting and monitoring content. Feedback from study participants (eg, posting more videos) indicated that they would have liked more production and were more engaged within the Facebook group pages by having more access to study staff through Facebook Live and web-based question-and-answer sessions. In addition, when using a social media platform such as Facebook for research study purposes, there is a learning curve for what information can be accessed and tracked and best practices on how to do so. The study staff learned that there are restrictions put in place by Facebook that did not allow them to automatically track and extract a study participant’s frequency of participation within the group. Some of these limitations are
different for private accounts versus commercial or personal accounts.

Conclusions
Educating pregnant AA women about the positive attributes of breastfeeding and potential benefits for breast cancer risk reduction is countered by strong circumstantial and time constraints for many who may still be in school and are still more engaged in their age cohort activities and interests. The options for providing messaging and resources through social media to reinforce breastfeeding and possibly provide lactation support hold promise. Convenience is a major attribute of social media for this demographic and worthy of further research as an educational tool.

The use of text messaging platforms such as Telerivet in combination with survey collection software holds promise as an effective tool for electronic recruitment for populations in which convenience is a big factor of participants into a study and allows for larger volumes of people to be reached instantly as well as data collection. Social networking platforms can be an effective tool for the dissemination and engagement of education information cohorts but require a group of moderators dedicated to the management of the tool, including timely response to comments and questions, consistency of posting as well as in-person support for a behavior such as lactation counselors for breastfeeding.

Methodologically, this social media approach holds promise for both recruitment and conduct of future breastfeeding intervention studies. Repeat studies may consider extending Facebook access pre- and postnatally, new metric analysis such as “Group Insight,” and to consider links to additional, live lactation support services, including racially concordant opportunities. Further analysis and outcomes may be a call to current providers of peer support such as WIC to implement a web-based system to support the mission of WIC and peer counselors.
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Abstract

Background: Improving recovery from acute symptoms and preventing relapse are two significant challenges in severe mental illness. We developed a personalized smartphone-based app to monitor symptoms in real time and validated its acceptance, reliability, and validity.

Objective: To assess (i) acceptability of continuous monitoring to SMI patients and health professionals over 3 months; (ii) impact of active self-monitoring on positive psychotic symptoms assessed at 6 and 12 weeks; and (iii) the feasibility of detecting early warning signs of relapse.

Methods: The active symptom monitoring smartphone app was built into an end-to-end system in two NHS Trusts to enable real-time symptom self-monitoring and detection by the clinical team of early signs of relapse in people with severe mental illness. We conducted an open randomized controlled trial of active symptom monitoring compared to usual management to assess: (i) acceptability and safety of continuous monitoring over 3 months; (ii) impact of active self-monitoring on positive psychotic symptoms assessed at 6 and 12 weeks; (iii) feasibility of detecting early warning signs of relapse communicated to the healthcare staff via an app streaming data to the electronic health record. Eligible participants with a Diagnostic and Statistical Manual of Mental Disorders, 4th Edition (DSM-IV) diagnosis of schizophrenia and related disorders, and a history of relapse within the previous two years were enrolled from an early intervention team and a community mental health team.

Results: Of 181 eligible patients, 81 (45%) consented and were randomized to either active symptom monitoring or management as usual. At 12 weeks, 90% (33/36) of those in the active monitoring group continued to use the system and exhibited an adherence rate (defined as responding to >33% of alerts) of 84% (30/36). Active symptom monitoring was associated with no difference on the empowerment scale in comparison to the usual management group at 12 weeks. The pre-planned intent-to-treat analysis of the primary outcome, a positive score on the Positive and Negative Syndrome Scale (PANSS) scale, showed a significant reduction in the active symptom monitoring group over 12 weeks in the early intervention center. Alerts for personalized early warning signs of relapse were built into the workflows of both NHS Trusts, and 100% of health professional staff used the system in a new digital workflow. Qualitative analyses supported the acceptability of the system to participants and staff.

Conclusions: The active smartphone monitoring system is feasible and was accepted by users in a 3-month study of people with severe mental illness, with surprisingly high levels of adherence. App use was associated with psychotic symptom improvement...
in recent-onset participants, but not those with longstanding illness, supporting the notion of improved self-management. When built into clinical management workflows to enable personalized alerts of symptom deterioration, the app has demonstrated utility in promoting earlier intervention for relapse.

**Trial Registration:** ISRCTN Registry ISRCTN88145142; http://www.isrctn.com/ISRCTN88145142

(J Med Internet Res 2020;22(8):e17019) doi:10.2196/17019
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**Introduction**

Severe mental illnesses such as schizophrenia often run a relapsing, lifelong course. Persons with severe mental illness have two primary goals: to improve the speed and quality of their recovery and to prevent future relapse. Following the first episode, 70% will have at least one relapse during the next five years [1]. Despite the rise of community care, 40% of the costs of care for a person with severe mental illness are on unplanned inpatient care for relapse [2]. In standard UK practice, contact with health professionals typically occurs only once every 2-6 weeks, so that early signs of relapse are usually picked up too late to enable prompt intervention. Early warning signs of relapse usually comprise the emergence of a mixture of dysphoric symptoms such as anxious mood, and then attenuated psychotic symptoms, appearing over 1-5 days, with insight usually retained until the day of relapse [3].

We developed a smartphone-based platform in 2010 (ClinTouch) to help persons with severe mental illness to manage their symptoms and prevent relapse. Randomized feasibility trials showed this method of active symptom monitoring to be safe, feasible, and acceptable to people with severe mental illness [4,5]. Users with severe mental illness preferred the smartphone app to an equivalent SMS-based version, which took longer to complete (mean 326 seconds versus 68 for the smartphone app [6]).

Having demonstrated the proof of concept, we integrated the standalone smartphone system (ClinTouch) via an application programming interface (API) into NHS Trust information and communication technology platforms. This integration enabled the streaming of summary information into electronic health records, enabling health professionals to track current symptoms on desktops at the team base and receive personalized alerts when symptoms exceeded a pre-agreed threshold.

This report describes an open randomized controlled trial of smartphone-based active symptom management versus usual care to assess the (i) acceptability and safety of continuous monitoring in persons with severe mental illness and health professionals over 3 months, (ii) impact of active self-monitoring on positive psychotic symptoms assessed at 6 and 12 weeks, and (iii) feasibility of detecting early warning signs of relapse.

**Methods**

**Study Design**

The trial of ClinTouch active symptom management versus management as usual was a two-center, open, randomized controlled trial at the NHS Mental Health Trusts in Manchester and South London. Software development, beta testing, and prior cohort and smaller randomized trials had used an experience-driven design process in which service users with severe mental illness were involved in all stages of the design and development of the app, its functionality, and its standard operating procedures. Health professionals were included in design issues where they related to the use of the system within routine practice and in the design of new, digitally-enabled workflows. In preparing for the current trial, 6 focus groups were conducted and audiotaped, including a total of 23 service users, 5 carers, and 30 healthcare staff. Qualitative in-depth interviews were conducted with 19 service users, 6 carers, and 17 staff. A Service User and Carer advisory group met quarterly throughout the project and provided advice on study design, information for participants, and related issues.

The personalized smartphone app triggers the user to rate their symptoms several times a day, and wirelessly uploads these in real time to a secure central server. An audio cue triggered semi-randomly 2-4 times a day reminds the user to complete a set of 12-14 branching items about current symptom severity using a touchscreen slider. A graphical summary of how symptoms fluctuate over time is assembled and displayed on the handset. By conducting face-to-face interview assessments using the gold standard Positive and Negative Syndrome Scale (PANSS) [7] before and after one week of 4 times daily ClinTouch assessment, we confirmed the validity of the self-reported items. Core psychotic symptom and mood items showed moderate to strong (r>0.6) correlations between the ClinTouch assessment, we confirmed the validity of the self-reported items. Core psychotic symptom and mood items showed moderate to strong (r>0.6) correlations between the in-person and self-report methods [5]. Non-core, behaviorally assessed items such as negative symptoms showed weaker correlations.

The trial was approved by the South Birmingham NHS Research Ethics Committee (14/WM/0045). The trial was registered with the National Institute of Health Research CRN portfolio: 16361, and ISRCTN 88145142. The Medicines and Healthcare Regulatory Agency elected not to designate ClinTouch as a medical device as deployed for the trial.

**Participants**

One community clinical team from each Trust participated. In England, community mental health teams serve a geographically defined catchment area. All Trusts use electronic patient record systems. Management of individual service users is coordinated by a mandatory care coordinator, usually with a nursing background. Each team has one consultant psychiatrist working with psychologists and other mental health professionals. Teams typically have caseloads of 200-400 people with severe mental
illness, with 20-30 care coordinators. In the South London Trust, an Early Intervention for Psychosis (EIP) team was selected and in the Manchester Trust, a Community Mental Health Team (CMHT). NHS EIP teams are configured to manage care for people in the first three years after the first psychotic episode, after which care is transferred to a CMHT. Different types of teams were chosen a priori to investigate the effect of duration of illness on any response to digital treatment. Recruitment took place between February 2014 and May 2015.

Participant inclusion criteria were: (i) operational Diagnostic and Statistical Manual 6th Edition DSM-IV [8] diagnosis of schizophrenia and related disorders; (ii) aged 16-65; (iii) one or more psychotic episodes in the previous 2 years, including the first psychotic episode. Exclusion criteria were: (i) unable to speak English; (ii) unable to give informed consent. Patients who met these criteria were identified separately in the two clinical teams.

Randomization
Participants were allocated by computer using randomized, permuted blocks to one of two groups: active symptom monitoring plus management as usual, or management as usual alone, each for 12 weeks. No stratification was used.

Procedure/Intervention
There were two linked interventions. Active symptom monitoring with feedback to participants was aimed at encouraging self-management of symptoms. Alerts were fed back to the care coordinator when personalized early warning sign thresholds were exceeded, allowing very early intervention. The ClinTouch active symptom management system was integrated into the electronic health record (EHR) platform of the Manchester NHS Trust via an application programming interface (API). The API instructed the EHR to retrieve data from the ClinTouch dashboard, including a list of participants using the ClinTouch system and any alerts associated with them. The EHR system displayed information relating to the ClinTouch data within the individual patient record. Care coordinators and clinicians were given secure individual logins to the ClinTouch system, enabling them to view the data on a desktop along with graphs of symptom changes over time. The EHR provider for the South London Trust denied API access. To compensate for this lack of access, an automated email was sent to the appropriate care coordinator whenever a patient alert was raised. The email solution was also employed in the Manchester Trust.

Frontline clinical staff (n=42) were trained in the use of ClinTouch. For patients randomized to the experimental group, the relevant care coordinator delivered training in the use of the handset. Either the Android app was installed on the participant’s phone, or a preconfigured Samsung Galaxy smartphone was provided on loan for the duration of the study. The branching items covered positive psychotic symptoms, anxiety, and mood as validated against the PANSS scale in previous studies. Semi-random twice-daily auditory cues from the handset prompted symptom data collection and wireless upload. The system was then used for 12 weeks in the context of the preexisting care plan modified for the ClinTouch algorithms.

Care coordinators then determined the criteria for each participant’s early warning signs, using previous electronic patient records for reference. The early warning sign threshold was set by assigning a score of 0-3 (low through high) to each symptom according to how relevant it is for that participant’s relapse signature based on previous experience. The alert algorithm was constructed so that symptoms scored as 1 collectively comprised 20% of the total early warning sign score, those scoring 2 comprised 30%, and those scoring 3 comprised 50%. An alert was generated if the total score for a single datapoint rose to 40% higher than the baseline defined as the mean score for the first 3 days of recording, or 25% higher across two consecutive data points. Operationally, this was done as part of the standard crisis planning meeting.

Standard operating procedures were established for recording and handling adverse events. Technical measures to ensure data privacy and patient confidentiality followed industry-standard best practices, and all data communications between app and server used encrypted channels. Data were handled per the UK Data Protection Act 1998.

Follow-up and Assessments
Participants were assessed in an in-person interview at baseline, then 6 and 12 weeks after randomization. Research assistants trained to criterion inter-rater reliability undertook participant assessments.

Feasibility and acceptability outcomes in the experimental group were two-fold. The client-centered outcomes included the proportion of eligible clients consenting to a trial of ClinTouch active symptom management. We predicted that 50% would remain in follow-up for 12 weeks. We predicted that 50% of participants would complete >33% of all possible symptom self-ratings over the 12-week trial. The clinical team outcomes included the proportion of all care coordinators accessing patients’ online symptom data. Adverse effects were routinely monitored during the weekly telephone support calls to participants.

Primary efficacy endpoints over 12 weeks included (i) Score on the positive symptom subscale of the PANSS, (ii) user empowerment from interviews, and the Empowerment Rating Scale [9]. Secondary efficacy outcomes were (i) Calgary Depression Scale [10], (ii) Global Assessment of Functioning scale (GAF) [8], and (iii) health-related quality of life, the EuroQol 5D (EQ5D) [11]. These face-to-face interviews were recorded in hard copy versions of the rating scales and the data stored securely in accord with Medical Research Council guidance.

In order to gain an estimate of how frequently clinical staff recorded episodes of possible early warning signs independently of the active symptom monitoring system, transcripts of electronic care records for the 12 weeks of the trial plus a further 4 weeks were anonymized and any reference to randomized treatment redacted. These were then rated independently by two experienced clinicians (SL, RH) for the documented occurrence
of emergent symptoms, which met early warning criteria of documented worsening of psychotic symptoms.

Qualitative interviews were conducted in a subsample of those declining to participate and those allocated to ClinTouch at exit.

Statistical Analysis
The effect of ClinTouch-enhanced monitoring on PANSS Positive Subscale totals at follow-up was examined using analysis of covariance (ANCOVA), including allocation group and site (Manchester or London) as cofactors and baseline scores as a covariate, using Stata 14.1 (College Station). The teams at each site were selected purposely so that differences in response between young, recent onset participants (London) and older, more chronically unwell participants (Manchester) could be examined. Sensitivity analyses examined the effect of demographic variables (covariates were sex, age, level of qualifications, ethnic minority status, living independently, being single, unemployed, in current psychotherapy or abusing alcohol) using backward stepwise elimination of associations of \( P > .20 \). A comparison of individual general linear models for the two sites was pre-planned to examine the likely differences. Finally, secondary analyses of other PANSS subtotals and total were conducted in the same way as the primary analysis.

The sample size was calculated based on a 50% reduction in early warning signs in the experimental treatment arm over 12 weeks, from 40% to 20%. Assuming a 10% drop out rate, a sample size of 72 would have 80% power to detect this difference with a one-sided alpha of 0.2, as recommended for a feasibility trial. The analysis was by intent to treat ANCOVA using STATA, with data at baseline, then 6 and 12 weeks.

Results
Recruitment and Feasibility
Of 181 eligible service users approached, 81 (46%) consented to participate and were randomized to either ClinTouch-enhanced management or management as usual (see Tables 1 and 2, Figure 1). There were substantial demographic differences between sites (see Table 2), as intended and expected. The CMHT participants (Manchester) were older and chronically unwell (mean 46 years; median 2.5 hospital admissions, IQR 1 to 4) than the EIT participants (mean 26 years; London: median 1 admission, IQR 0 to 1). Of those 40 who were randomized to the ClinTouch-enhanced management arm, 38 (95%) stayed in the trial for 12 weeks. Of these 38, acceptable adherence as defined by responding to at least 33% of beep alerts (four-item sets per day) was 84%, good adherence (greater than 50% of alerts) was 60%. Healthcare professionals (care coordinators) used ClinTouch-enhanced management in 100% of cases, accessing ClinTouch data an average of 24 times per patient.

Table 1. Demographic data by treatment group.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>ClinTouch enhanced monitoring plus standard care</th>
<th>Standard care</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>40</td>
<td>41</td>
</tr>
<tr>
<td>Age (years), mean (range)</td>
<td>33.7 (21-61)</td>
<td>35.3 (20-68)</td>
</tr>
<tr>
<td>Sex - female</td>
<td>11</td>
<td>16</td>
</tr>
<tr>
<td>Ethnicity - white</td>
<td>20</td>
<td>23</td>
</tr>
<tr>
<td>Ethnicity - black/black British</td>
<td>17</td>
<td>15</td>
</tr>
<tr>
<td>Ethnicity - other</td>
<td>3</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 2. Demographic data by site.

<table>
<thead>
<tr>
<th>Descriptor</th>
<th>Community mental health (Manchester)</th>
<th>Early psychosis (London)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>37</td>
<td>44</td>
</tr>
<tr>
<td>Active symptom monitoring treatment arm</td>
<td>18</td>
<td>22</td>
</tr>
<tr>
<td>Age (years), mean (range)</td>
<td>46.1 (21-68)</td>
<td>26.1 (19-36)</td>
</tr>
<tr>
<td>Sex - female</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>Ethnicity - white</td>
<td>31</td>
<td>12</td>
</tr>
<tr>
<td>Ethnicity - black/black British</td>
<td>6</td>
<td>26</td>
</tr>
<tr>
<td>Ethnicity - other</td>
<td>0</td>
<td>6</td>
</tr>
</tbody>
</table>
Safety

Adverse effects were routinely monitored during weekly telephone support calls. Of 38 participants who completed 12 weeks of the trial, three (8%) reported significant events: 1 reported increased anxiety prompted by questions; 1 reported increased irritation due to the alert beeps, and 1 had their charger explode. All 3 continued to complete the 12 weeks in the trial.

Clinical efficacy

There were no substantial differences in symptom severity at the point of randomization between those allocated to ClinTouch-enhanced monitoring or standard care (Table 3). On the primary efficacy outcomes, there was no significant difference between groups in PANSS Positive total after 6 or 12 weeks, nor were there significant differences in secondary outcomes (Table 3). Sensitivity analysis showed that including demographic variables made no substantial difference to the allocation group’s coefficient or significance.

The planned analyses of each site separately demonstrated different outcomes in the different services. Although there were no significant differences between ClinTouch-enhanced monitoring and control participants in Manchester (apart from a difference in depression scores identifiable at baseline and persisting without significant alteration during the trial; Table 4), findings in London were different (Table 5). There was a significant reduction in positive symptoms after 12 weeks of ClinTouch-enhanced monitoring in the early psychosis subsample (adjusted mean difference –3.04; CI –5.49, –0.59; P=.016. Although there was a significant site-by-group interaction for PANSS total (Supplementary Table 1; P=.003), indicating a significantly lower PANSS total after 12 weeks of ClinTouch-enhanced monitoring in the early psychosis center, this benefit was not in itself significant (adjusted mean difference –5.83; CI –14.14, 2.48; P=.164 2-tailed). There were no other significant site-by-group differences. In addition to the conventional rating scales, the ClinTouch device provided real-time individual active symptom data, which indicated that over 12 weeks, all symptoms except one declined in mean severity. Severity of hallucinations decreased by 29%.

The frequency of early warning signs, as documented in electronic patient records, was 33% in the CEM group and 46% in the control group over 12 weeks, after excluding 8 cases where records were too scant to be rated. The actual performance of this early prototype of the Early Warning Signs algorithm was suboptimal, in terms of the accuracy of ClinTouch alerts versus early warning signs as contemporaneously documented in the electronic patient record. Sensitivity was 75%, specificity 8%, giving a positive predictive value of 29%.
Table 3. Clinical Measures at baseline, 6, and 12 weeks by allocation group.

<table>
<thead>
<tr>
<th>Scale and visit</th>
<th>CareLoop enhanced monitoring, mean (SD)</th>
<th>Management as Usual, mean (SD)</th>
<th>Adjusted mean difference</th>
<th>95% CI</th>
<th>P value</th>
<th>P value</th>
<th>Intercept site*trial arm</th>
<th>2-tailed</th>
<th>1-tailed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PANSS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>72.9 (14.8)</td>
<td>76.8 (17.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>70.7 (17.0)</td>
<td>73.9 (20.7)</td>
<td>-0.47</td>
<td>-6.47 to 5.53</td>
<td>.874</td>
<td>.44</td>
<td>.46</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 12</td>
<td>64.5 (15.7)</td>
<td>69.3 (20.7)</td>
<td>-1.93</td>
<td>-7.50 to 3.64</td>
<td>.492</td>
<td>.25</td>
<td>.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PANSS Positive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>18.8 (5.4)</td>
<td>18.3 (5.7)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>17.3 (6.2)</td>
<td>17 (6.2)</td>
<td>-0.37</td>
<td>-2.35 to 1.60</td>
<td>.708</td>
<td>.35</td>
<td>.34</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 12</td>
<td>16 (5.3)</td>
<td>16.7 (6.2)</td>
<td>-1.13</td>
<td>-3.12 to .87</td>
<td>.264</td>
<td>.13</td>
<td>.057</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PANSS Negative</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>18.8 (4.3)</td>
<td>18.3 (5.5)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>16.1 (4.4)</td>
<td>18.2 (5.7)</td>
<td>-0.44</td>
<td>-2.18 to 1.30</td>
<td>.616</td>
<td>.31</td>
<td>.75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 12</td>
<td>15 (4.4)</td>
<td>17.1 (5.6)</td>
<td>-0.69</td>
<td>-2.51 to 1.15</td>
<td>.462</td>
<td>.23</td>
<td>.53</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>PANSS General</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>38.2 (8.7)</td>
<td>40 (9.2)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>37.4 (9.5)</td>
<td>38.7 (10.9)</td>
<td>-0.17</td>
<td>-3.70 to 3.37</td>
<td>.994</td>
<td>.47</td>
<td>.64</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 12</td>
<td>33.5 (8.6)</td>
<td>35.5 (10.7)</td>
<td>-0.79</td>
<td>-3.86 to 2.29</td>
<td>.611</td>
<td>.31</td>
<td>.38</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ERS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>81.4 (7.8)</td>
<td>86.3 (7.4)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>86.3 (7.4)</td>
<td>81.4 (7.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>85.4 (7.6)</td>
<td>81.6 (10.3)</td>
<td>0.58</td>
<td>-2.99 to 4.15</td>
<td>.748</td>
<td>.37</td>
<td>.47</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 12</td>
<td>86.5 (11.9)</td>
<td>83.6 (8.1)</td>
<td>-0.05</td>
<td>-4.35 to 4.25</td>
<td>.983</td>
<td>.49</td>
<td>.32</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EQ5D</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>8.8 (3.1)</td>
<td>9.6 (4.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8.8 (3.1)</td>
<td>9.6 (4.1)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>9.2 (3.4)</td>
<td>8.8 (4.2)</td>
<td>-0.29</td>
<td>-2.43 to 1.85</td>
<td>.286</td>
<td>.14</td>
<td>.29</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 12</td>
<td>8.0 to 4.1</td>
<td>8.4 (3.8)</td>
<td>0.15</td>
<td>-1.23 to 1.53</td>
<td>.812</td>
<td>.41</td>
<td>.15</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>CDS</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5.8 to 4.6</td>
<td>8.1 (5.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>5.8 to 4.6</td>
<td>8.1 (5.6)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>6 to 4.5</td>
<td>7.3 (5.2)</td>
<td>0.29</td>
<td>-1.30 to 1.90</td>
<td>.712</td>
<td>.36</td>
<td>.03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 12</td>
<td>4.6 to 3.7</td>
<td>6.5 (4.8)</td>
<td>-0.67</td>
<td>-2.24 to 0.90</td>
<td>.4</td>
<td>.20</td>
<td>.83</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>GAF</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>49.7 to 14.9</td>
<td>49.3 (11.8)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>49.2 to 14.5</td>
<td>47.7 (16.7)</td>
<td>-0.62</td>
<td>-6.45 to 5.21</td>
<td>.595</td>
<td>.23</td>
<td>.90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Week 12</td>
<td>51.8 to 13.7</td>
<td>52.2 (16.2)</td>
<td>-2.65</td>
<td>-8.38 to 3.07</td>
<td>.850</td>
<td>.43</td>
<td>.30</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aFollow-up differences adjusted for baseline scores and the main effect of site.
bPANSS: Positive and Negative Syndrome Scale
cERS: Empowerment Rating Scale
dEQ5D: EuroQol-5D
eCDS: Calgary Depression Scale
fGAF: Global Assessment of Functioning
Table 4. Clinical measures at baseline, 6 weeks, and 12 weeks: community team sample.

<table>
<thead>
<tr>
<th>Scale and visit</th>
<th>CareLoop enhanced monitoring, mean (SD)</th>
<th>Management as usual, mean (SD)</th>
<th>Adjusted mean difference(^a)</th>
<th>95% CI</th>
<th>P value, 2-tailed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PANSS(^b) Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>72.73 (11.71)</td>
<td>78.32 (19.02)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>69.47 (17.43)</td>
<td>72.68 (22.53)</td>
<td>1.30</td>
<td>−8.98 to 11.58</td>
<td>.80</td>
</tr>
<tr>
<td>Week 12</td>
<td>57.84 (14.23)</td>
<td>68.59 (22.22)</td>
<td>−5.83</td>
<td>−14.14 to 2.48</td>
<td>.16</td>
</tr>
<tr>
<td><strong>PANSS Positive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>19 (4.22)</td>
<td>19.36 (6.12)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>16.42 (5.67)</td>
<td>17.41 (6.65)</td>
<td>−0.95</td>
<td>−3.91 to 2.01</td>
<td>.52</td>
</tr>
<tr>
<td>Week 12</td>
<td>14.11 (4.10)</td>
<td>17.18 (6.27)</td>
<td>−3.04</td>
<td>−5.49 to −0.59</td>
<td>.02</td>
</tr>
<tr>
<td><strong>PANSS Negative</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>16.09 (4.21)</td>
<td>18.77 (5.52)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>15.42 (4.50)</td>
<td>17.32 (6.12)</td>
<td>0.004</td>
<td>−2.83 to 2.92</td>
<td>.98</td>
</tr>
<tr>
<td>Week 12</td>
<td>13.47 (4.58)</td>
<td>16.45 (6.10)</td>
<td>−0.76</td>
<td>−3.36 to 1.85</td>
<td>.56</td>
</tr>
<tr>
<td><strong>PANSS General</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>37.64 (7.49)</td>
<td>40.18 (10.13)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>37.63 (10.12)</td>
<td>37.95 (11.46)</td>
<td>1.43</td>
<td>−4.51 to 7.36</td>
<td>.63</td>
</tr>
<tr>
<td>Week 12</td>
<td>30.26 (8.55)</td>
<td>34.95 (11.15)</td>
<td>−2.67</td>
<td>−7.46 to 2.13</td>
<td>.27</td>
</tr>
<tr>
<td><strong>ERS(^c) Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>86.73 (5.59)</td>
<td>83.27 (6.53)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>85.74 (5.69)</td>
<td>83.68 (8.16)</td>
<td>0.13</td>
<td>−4.18 to 4.43</td>
<td>.95</td>
</tr>
<tr>
<td>Week 12</td>
<td>86.26 (6.15)</td>
<td>85.91 (8.07)</td>
<td>−1.26</td>
<td>−5.80 to 3.29</td>
<td>.58</td>
</tr>
<tr>
<td><strong>EQ5D(^d) Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>8.09 (2.81)</td>
<td>8.64 (3.09)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>6.91 (3.53)</td>
<td>8.23 (3.16)</td>
<td>1.00</td>
<td>−0.78 to 2.79</td>
<td>.26</td>
</tr>
<tr>
<td>Week 12</td>
<td>6.45 (3.49)</td>
<td>7.00 (2.31)</td>
<td>0.33</td>
<td>−1.35 to 0.83</td>
<td>.20</td>
</tr>
<tr>
<td><strong>CDS(^e) Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>5.82 (4.16)</td>
<td>8.5 (5.86)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>6.63 (4.21)</td>
<td>6.73 (4.46)</td>
<td>1.60</td>
<td>−0.486 to 3.67</td>
<td>.13</td>
</tr>
<tr>
<td>Week 12</td>
<td>4.21 (3.03)</td>
<td>6.27 (4.38)</td>
<td>−0.85</td>
<td>−2.94 to 1.25</td>
<td>.42</td>
</tr>
<tr>
<td><strong>GAF(^f)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>42.38 (12.04)</td>
<td>38.4 (6.42)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>44.47 (13.29)</td>
<td>41.91 (16.25)</td>
<td>−0.11</td>
<td>−9.40 to 9.17</td>
<td>.98</td>
</tr>
<tr>
<td>Week 12</td>
<td>48.47 (11.75)</td>
<td>45.14 (18.93)</td>
<td>−1.09</td>
<td>−10.05 to 7.00</td>
<td>.80</td>
</tr>
</tbody>
</table>

\(^a\)Follow-up differences adjusted for baseline scores.
\(^b\)PANSS: Positive and Negative Syndrome Scale
\(^c\)ERS: Empowerment Rating Scale
\(^d\)EQ5D: EuroQol-5D
\(^e\)CDS: Calgary Depression Scale
\(^f\)GAF: Global Assessment of Functioning
Table 5. Clinical measures at baseline, 6, and 12 weeks: First episode psychosis sample.

<table>
<thead>
<tr>
<th>Scale and visit</th>
<th>CareLoop enhanced monitoring, mean (SD)</th>
<th>Management as usual, mean (SD)</th>
<th>Adjusted mean difference&lt;sup&gt;a&lt;/sup&gt;</th>
<th>95% CI</th>
<th>P value, 2 tailed</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>PANSS&lt;sup&gt;b&lt;/sup&gt; Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>73.11 (18.16)</td>
<td>75.00 (15.72)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>72.06 (16.86)</td>
<td>75.44 (18.77)</td>
<td>−2.84</td>
<td>−8.81 to 3.12</td>
<td>.34</td>
</tr>
<tr>
<td>Week 12</td>
<td>71.50 (14.31)</td>
<td>70.11 (19.24)</td>
<td>2.69</td>
<td>−4.81 to 10.19</td>
<td>.47</td>
</tr>
<tr>
<td><strong>PANSS Positive</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>18.44 (6.66)</td>
<td>17.16 (5.1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>18.24 (6.82)</td>
<td>16.56 (5.79)</td>
<td>2.67</td>
<td>−2.48 to 3.01</td>
<td>.84</td>
</tr>
<tr>
<td>Week 12</td>
<td>18.06 (5.86)</td>
<td>16.06 (6.35)</td>
<td>1.10</td>
<td>−2.16 to 4.35</td>
<td>.498</td>
</tr>
<tr>
<td><strong>PANSS Negative</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>15.83 (4.48)</td>
<td>17.95 (5.69)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>16.76 (4.28)</td>
<td>19.28 (5.04)</td>
<td>−1.03</td>
<td>−3.01 to 94</td>
<td>.30</td>
</tr>
<tr>
<td>Week 12</td>
<td>16.5 (3.73)</td>
<td>18.06 (4.83)</td>
<td>−0.50</td>
<td>−3.09 to 2.10</td>
<td>.70</td>
</tr>
<tr>
<td><strong>PANSS General</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>38.83 (10.17)</td>
<td>39.84 (8.34)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>37.06 (9.13)</td>
<td>39.61 (10.32)</td>
<td>−2.32</td>
<td>−5.85 to 1.23</td>
<td>.19</td>
</tr>
<tr>
<td>Week 12</td>
<td>36.94 (8.91)</td>
<td>36.11 (10.44)</td>
<td>1.33</td>
<td>−2.60 to 5.26</td>
<td>.495</td>
</tr>
<tr>
<td><strong>ERS&lt;sup&gt;c&lt;/sup&gt; Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>85.83 (9.32)</td>
<td>79.26 (8.84)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>85 (9.52)</td>
<td>78.94 (12.25)</td>
<td>1.40</td>
<td>−4.73 to 7.53</td>
<td>.65</td>
</tr>
<tr>
<td>Week 12</td>
<td>86.72 (16.05)</td>
<td>80.72 (7.43)</td>
<td>1.63</td>
<td>−6.25 to 9.50</td>
<td>.68</td>
</tr>
<tr>
<td><strong>EQ5D&lt;sup&gt;d&lt;/sup&gt; Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>9.5 (3.59)</td>
<td>11.21 (4.60)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>9.22 (4.25)</td>
<td>10.42 (4.86)</td>
<td>0.10</td>
<td>−2.48 to 2.69</td>
<td>.94</td>
</tr>
<tr>
<td>Week 12</td>
<td>8.06 (7.38)</td>
<td>6.116 (5.17)</td>
<td>−1.40</td>
<td>−5.72 to 2.02</td>
<td>.51</td>
</tr>
<tr>
<td><strong>CDS&lt;sup&gt;e&lt;/sup&gt; Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>5.72 (5.21)</td>
<td>7.68 (5.23)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>5.29 (4.81)</td>
<td>8.06 (6.00)</td>
<td>−1.36</td>
<td>−0.98 to 3.69</td>
<td>.25</td>
</tr>
<tr>
<td>Week 12</td>
<td>5.06 (4.41)</td>
<td>6.83 (5.48)</td>
<td>−0.63</td>
<td>−1.81 to 3.07</td>
<td>.61</td>
</tr>
<tr>
<td><strong>GAF&lt;sup&gt;f&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>56.94 (13.12)</td>
<td>53.84 (12.30)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weeks 6</td>
<td>52.64 (14.52)</td>
<td>51.56 (16.79)</td>
<td>−1.19</td>
<td>−8.51 to 6.15</td>
<td>.74</td>
</tr>
<tr>
<td>Week 12</td>
<td>54.11 (14.65)</td>
<td>57.17 (10.78)</td>
<td>−5.09</td>
<td>−12.38 to 2.20</td>
<td>.17</td>
</tr>
</tbody>
</table>

<sup>a</sup>Follow-up differences adjusted for baseline scores.
<sup>b</sup>PANSS: Positive and Negative Syndrome Scale
<sup>c</sup>ERS: Empowerment Rating Scale
<sup>d</sup>EQ5D: EuroQol-5D
<sup>e</sup>CDS: Calgary Depression Scale
<sup>f</sup>GAF: Global Assessment of Functioning

Discussion

We conducted an open randomized controlled trial of active symptom monitoring compared to usual management in people with serious mental illness to assess over 12 weeks the (i) acceptability and safety of continuous monitoring, (ii) impact of active self-monitoring on positive psychotic symptoms, and (iii) feasibility of detecting early warning signs of relapse.
Communicated to the healthcare staff via an API allowing data to be streamed into the EHR.

A systematic review has suggested that smartphone apps may be helpful in the management of mental health disorders such as depression [12]. Nonetheless, almost none of the publicly available mental health apps have good quality data concerning safety and efficacy [13]. The real-time digital approach used in this study holds several advantages over routine clinical assessment. It reduces the confounding effects of retrospective recall bias, forgetting, and averaging in symptom appraisal. It allows the context of symptom changes to be assessed and increases patient involvement in continuing care through participation in symptom and progress monitoring. It may also enable a degree of symptom self-management via a trusted and ubiquitous, ever-present personal device.

The trial demonstrated several things. The active symptom monitoring intervention was safe and acceptable: 45% of the eligible sample agreed to enter the trial. Furthermore, and importantly, of those using the ClinTouch-enhanced monitoring system, 90% continued to use it regularly at 3 months. In these patients, adequate adherence was 84%, defined as responding to >33% of item prompts. On pre-planned intent-to-treat analysis, the primary outcome of positive symptom score on the PANSS scale showed a significant reduction in the ClinTouch group over 12 weeks only in the early intervention center. The larger therapeutic effect in the early psychosis participants was not due to the severity or adherence differences between the two subsamples. It may be that, as has been shown with pharmacological and psychological treatments for psychosis, the therapeutic effect is larger earlier in the course of the disorder.

We have demonstrated from a software perspective that we can build an algorithm into the ClinTouch app to provide an alert when symptoms start to worsen. An API allowed this to be built into the electronic patient record system in one Trust. With symptom data streamed into the EHR system, health professionals could view it on a secure desktop at the team base. Alerts for early warning signs were built into the workflows of the two NHS Trusts, and 100% of health professional staff used the system to access symptom data and alerts in a new digital workflow. Qualitative analyses supported the acceptability of the system to participants and staff.

There were limitations to the trial. In the second Trust, the commercial provider of the EHR did not comply with the study, indicating a potential barrier to full scale roll out in the NHS where Trusts have a range of different commercially provided EHR platforms. Another limitation was that, at the time of the trial (2014-2016), the ClinTouch app was only available for the Android operating system. In addition, the accuracy of the early prototype in detecting EWS was limited by our focus being mainly on operability. Case record documentation of EWS was often scanty, proving to be an inadequate gold standard. Artifacts in functionality were identified for improvement, such as alerts being mistimed if the user was temporarily in an area without a wireless network. Subsequent versions are proving more refined. Further work is now taking place to refine the alert algorithm through robust risk prediction modeling in order to increase its sensitivity and specificity and improve the effectiveness of promoting early intervention by clinical teams to improve patient outcomes.

In conclusion, the active smartphone monitoring system is feasible and acceptable over three months to users with severe mental illness, with surprisingly high levels of adherence both from users and health professionals. It was associated with psychotic symptom improvement in patients with recent-onset psychosis, and supports the notion of improved self-management in those with first episode psychosis. In terms of implications for clinical practice, digital health interventions appear to hold considerable promise in the management of people with psychosis. Smartphone-based active symptom monitoring can be built into EHR systems and regular clinical workflows and allow preventive, personalized care, especially if combined in with added digital functionality such as medication management and physical health monitoring.
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Abstract

Background: The Carrot Rewards app was developed as part of a public-private partnership to reward Canadians with loyalty points for downloading the app, referring friends, completing educational health quizzes, and health-related behaviors with long-term objectives of increasing health knowledge and encouraging healthy behaviors. During the first 3 months after program rollout in British Columbia, a number of program design elements were adjusted, creating observed differences between groups of users with respect to the potential impact of program features on user engagement levels.

Objective: This study examines the impact of reducing reward size over time and explored the influence of other program features such as quiz timing, health intervention content, and type of reward program on user engagement with a mobile health (mHealth) app.

Methods: Participants in this longitudinal, nonexperimental observational study included British Columbia citizens who downloaded the app between March and July 2016. A regression methodology was used to examine the impact of changes to several program design features on quiz offer acceptance and engagement with this mHealth app.

Results: Our results, based on the longitudinal app use of 54,917 users (mean age 35, SD 13.2 years; 65.03% [35,647/54,917] female), indicated that the key drivers of the likelihood of continued user engagement, in order of greatest to least impact, were (1) type of rewards earned by users (eg, movies [+355%; P<.001], air travel [+210%; P<.001], and grocery [+140%; P<.001] relative to gas), (2) time delay between early offers (−64%; P<.001), (3) the content of the health intervention (eg, healthy eating [−10%; P<.001] vs exercise [+20%, P<.001] relative to health risk assessments), and (4) changes in the number of points offered. Our results demonstrate that reducing the number of points associated with a particular quiz by 10% only led to a 1% decrease in the likelihood of offer response (P<.001) and that each of the other design features had larger impacts on participant retention than did changes in the number of points.

Conclusions: The results of this study demonstrate that this program, built around the principles of behavioral economics in the form of the ongoing awarding of a small number of reward points instantly following the completion of health interventions, was able to drive significantly higher engagement levels than those demonstrated in previous literature exploring the intersection of mHealth apps and financial incentives. Previous studies have demonstrated the presence of incentive matters to user engagement; however, our results indicate that the number of points offered for these reward point–based health interventions is less important than other program design features such as the type of reward points being offered, the timing of intervention and reward offers, and the content of the health interventions in driving continued engagement by users.

(J Med Internet Res 2020;22(8):e16797) doi:10.2196/16797
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Introduction

If modifiable chronic disease risk factors (eg, physical inactivity, unhealthy eating) were eliminated, 80% of both ischemic heart disease and type 2 diabetes and 40% of cancers could be prevented [1]; consequently, modest population-level improvements can make a big difference. For instance, a 1% reduction in the proportion of Canadians accumulating less than 5000 daily steps would yield Can $2.1 billion (US $1.615 billion) per year in health care system savings [2]. Such health behaviors, though, are notoriously difficult to stimulate and sustain, with persistent global overweight and obesity rates providing cases in point [1]. The World Health Organization [3] and others [4] suggest that broader socioecological solutions with interventions delivered at multiple levels (eg, individual, community, societal) are needed to address this issue. At the individual level, smartphones have revolutionized health promotion [5]. Their pervasiveness (eg, 1 billion global smartphone subscriptions expected by 2022) [6] and rapidly evolving functionalities (eg, built-in accelerometers, geolocating capabilities, machine learning techniques) have made it easier to deliver more timely and personalized health interventions on a mass scale.

Mobile Health Apps

The smartphone-based mobile health (mHealth) app market has grown steadily in recent years. In 2017, for example, there were 325,000 mHealth apps available on all major app stores, up by 32% from the previous year [7]. The number of mHealth app downloads also increased by 16% from 2016 to 2017 (3.2 to 3.7 billion) [7]. Although both supply (apps published in stores) and demand (app downloads) is growing, low engagement (with engagement measured as repeated usage, consistent with behavioral science approaches [8,9]) has resulted in small effect sizes and presented hurdles for financial sustainability continues to be a challenge for the industry [10-13]. For instance, 90% of all mHealth apps are uninstalled within 30 days, and 83% of mHealth app companies have fewer than 10,000 monthly active users, a standard industry engagement metric [14]. Systematic reviews of controlled studies on this topic suggest that tailoring content to individual characteristics, regularly updating apps, and incorporating a range of behavior change techniques, for example, may boost engagement [10-13]. To date, however, evaluations of only a few mHealth apps out of the thousands in the app stores have been published in peer-reviewed scientific journals [12]. To better elucidate the conditions under which mHealth app interventions are likely to succeed in real-world settings, more applied research is needed [5]. Traditional randomized controlled trials can be difficult to conduct in a fast-paced digital health environment, but mHealth has benefited from innovative approaches which attempt to determine causal mechanisms for outcomes of intervention effectiveness through methods such as microrandomized trials, factorial designs, and quasiexperimental designs such as pre-post, inverse roll-out, and interrupted time series [15]. Given the widespread proliferation of mHealth apps, evaluation methods that examine what does or does not work in the field, even when not employing methodologies that may generate interpretations of causality, may still contribute to our understanding of the contextual (eg, population characteristics) and program (eg, intervention design) factors that impact engagement, which ultimately influence the effectiveness both in terms of the financial cost of interventions as well as measurable impacts on health. This study, therefore, responds to a call in the literature to create a more comprehensive understanding of contextual and program factors that may impact engagement.

Study Context

The Carrot Rewards app (Carrot), created by a private company with support from the Public Health Agency of Canada [16], presents a unique research opportunity to explore the effects of some of these factors. Carrot was a Canadian app (ie, 1 million downloads, 500,000 monthly active users) grounded in behavioral economics, an offshoot of traditional economic theory complemented by insights from psychology [17]. Briefly, behavioral economics has demonstrated how small changes in the decision environment, particularly those that align with so-called economic rationality by cueing individuals’ financial goals, can have powerful effects on behavioral change at both individual and societal levels [17]. In exchange for engaging in short educational quizzes on a range of public health topics, the app rewarded users with loyalty points from 4 major Canadian loyalty program providers, which can be redeemed for popular consumer products such as groceries, air travel, movies, or gas. Although monetary health incentives (eg, paying people to walk more) have shown promise with evidence of short- and long-term effects [18], only a limited amount of research has examined alternative types of financial incentives [19]. Research in consumer psychology and decision making on individuals’ responsiveness to loyalty points in particular suggests that they are overvalued by consumers in general [20] and that the way individuals behave with respect to accumulating and spending points is nonlinear [21,22]. This behavior is idiosyncratic to factors such as the effort required to earn the reward [23] and the computational ease with which individuals are able to translate points to equivalent dollar values [24]. In public health campaigns, when large financial incentives are unlikely to be suitable or sustainable [25], opportunities for more financially feasible types of incentives are worthy of further study. In addition, a robust understanding of the likely effectiveness of such programs requires a more nuanced examination of program factors such as which individuals are likely to respond to these types of interventions as well as what program design features (eg, size and timing of rewards) [26] are influential in maintaining engagement with the platform.

In the first few weeks after its launch in 2016, Carrot underwent several important program changes, resulting in a nonexperimental observational study [27] that can be examined to shed light on factors influencing engagement. Our primary objective was to examine the impact of reducing reward size on engagement to tackle competing predictions: although previous research has suggested that the size of a financial incentive is important for sustained engagement and thus behavior change [28,29], which is consistent with principles of economic rationality, other research [30] and theory in consumer psychology suggest that the magnitude of the incentive may be somewhat inelastic to size [30-32]. The secondary objectives
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were to examine whether reward timing, type of reward, and health intervention content influence engagement.

**Methods**

**Background**
Carrot Insights Inc was a private company that developed the Carrot Rewards app, in conjunction with a number of federal and provincial government partners (the federal-provincial funding arrangement is described elsewhere) [16,31]. British Columbia (BC) was the company’s founding provincial partner, and Carrot Insights Inc also partnered with 4 Canadian health charities (ie, Heart & Stroke Foundation of Canada, Diabetes Canada, YMCA Canada, BC Alliance for Healthy Living), primarily for the purpose of reviewing/approving health content delivered by the app. The marketing assets of one charity and 4 loyalty partners were also leveraged in the initial weeks of the app launching in BC with, for example, 1.64 million emails sent to the members of 3 of the 5 partners [31].

**App Registration**
Carrot Rewards was made available on the Apple App Store and Google Play app stores on March 3, 2016, in both English and French (Canada’s official languages). On downloading the app, users entered their age, gender, postal code, and loyalty program card number of 1 of 4 programs of their choice (ie, movie, gas, grocery, or airline). To successfully register, users had to have entered a valid BC postal code and be aged 13 years or older (the age cutoff of the participating loyalty programs). British Columbians could download the app in 1 of 3 ways: organically (ie, finding it in the app store on their own), via an email invitation from a partner, or by using the promotional code friend referral mechanism [31].

**Intervention Overview**
Once the app was downloaded and registration was completed, users were offered 1 to 2 educational health quizzes per week over the first 5 weeks after registration, each containing 5 to 7 questions related to public health priorities identified by the BC Ministry of Health—healthy eating and physical activity/sedentary behavior (3 quizzes each)—and 2 separate health risk assessments that included items from national health surveys (regarding physical activity, eating and smoking habits, alcohol consumption, mental health, and overall well-being as well as the frequency of influenza immunization). The timing, content, and order of quizzes were the same for all individuals, other than the initial quiz timing, which will be discussed in greater detail in the Study Design section. Quizzes were developed to inform and familiarize users about self-regulatory health skills [32] or stepping stone behaviors (ie, goal setting, tracking, action planning, and barrier identification), skills that have been demonstrated in the past to promote health behaviors [31]. After completing a health quiz or health risk assessment and immediately earning incentives (US $0.04 to US $1.48 depending on the length, timing, and date of completion of the quiz), users could view relevant health information on partner websites. Each health quiz or assessment was designed to take approximately 1 to 3 min to complete.

**Study Design and Participants**
During the roll-out of Carrot in BC, there were 3 notable changes in the program introduced by its administrators, which provided the basis for the program variance that we explored in this study. These changes were driven largely by economic necessity rather than by theory or hypothesis testing but also presented the opportunity for a longitudinal nonexperimental observational study [27]. The first 2 changes were related to the number of points that participants could earn for completing quizzes. Specifically, during the study period following the launch of the app, there were (1) differences in the number of points offered across quizzes to compensate for differing quiz duration and timing (as demonstrated in the columns for each participant in Table 1) and (2) reductions in reward magnitude offered for the same quizzes over time (as demonstrated across in the rows for each quiz in Table 1). Owing to the unforeseen popularity of the platform and the need to manage costs within a finite budget financed by Carrot’s public sector partners, the number of reward points awarded for the completion of each quiz was reduced over time. This meant that early subscribers received more points for the initial quizzes than those who were enrolled later in the study window we examined, as demonstrated by comparing the point profiles for each sample participant in Table 1. Of note, the content of the quizzes remained invariant across time and, as mentioned previously, was informed by behavioral theories in self-regulation and habit formation [33].

The third change introduced during the evaluation period was in the number of quizzes that a participant received on the day that they registered for the app: participants who self-registered between March 3 and March 17 were awarded points for registering and were immediately offered 2 quizzes (and thus opportunities to earn reward points) on the day of registration, whereas participants who registered after March 17 were also awarded points for registering but offered only one quiz on the day of registration (as demonstrated in Table 1 by comparing the offer day for participants A and B with those noted for participants C, D, and E). This created variance in terms of both (1) the number of quizzes offered at the time of enrollment and (2) the number of opportunities to earn reward points before participants faced their first 5-day waiting period between quizzes.

Taking advantage of these program-level changes to examine their impact on app engagement and attrition, we examined quiz acceptance rates over the first 5 weeks after registration for BC residents who received the first 9 offers (initial registration plus 8 quizzes) under the launch campaign and who registered for the Carrot app between the launch (March 3, 2016) and July 21, 2016 (n=54,817), with within-subjects repeated measures for each quiz, yielding 383,719 participant-level observations.
### Table 1. Sample profiles of points awarded for quiz completion by initial registration date (Movie Reward Program).

<table>
<thead>
<tr>
<th>Quiz number and names</th>
<th>Participant A (joined March 9)</th>
<th>Participant B (joined March 16)</th>
<th>Participant C (joined March 23)</th>
<th>Participant D (joined March 30)</th>
<th>Participant E (joined April 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>1. Welcome to Carrot</strong></td>
<td>Day 1 Points 100</td>
<td>Day 1 Points 38</td>
<td>Day 1 Points 25</td>
<td>Day 1 Points 25</td>
<td>Day 1 Points 17</td>
</tr>
<tr>
<td><strong>2. What Does Eating a Rainbow Taste Like?</strong></td>
<td>Day 1 Points 98</td>
<td>Day 1 Points 33</td>
<td>Day 1 Points 33</td>
<td>Day 1 Points 33</td>
<td>Day 1 Points 17</td>
</tr>
<tr>
<td><strong>3. No Gym or Equipment Needed</strong></td>
<td>Day 1 Points 165</td>
<td>Day 1 Points 101</td>
<td>Day 5 Points 58</td>
<td>Day 5 Points 58</td>
<td>Day 5 Points 33</td>
</tr>
<tr>
<td><strong>4. Stand Up for Your Health</strong></td>
<td>Day 5 Points 53</td>
<td>Day 5 Points 40</td>
<td>Day 10 Points 40</td>
<td>Day 10 Points 16</td>
<td>Day 10 Points 16</td>
</tr>
<tr>
<td><strong>5. Carrot Health Survey 1</strong></td>
<td>Day 10 Points 23</td>
<td>Day 10 Points 23</td>
<td>Day 15 Points 16</td>
<td>Day 15 Points 16</td>
<td>Day 15 Points 16</td>
</tr>
<tr>
<td><strong>6. Rethink Sugary Drinks</strong></td>
<td>Day 15 Points 18</td>
<td>Day 15 Points 18</td>
<td>Day 20 Points 16</td>
<td>Day 20 Points 16</td>
<td>Day 20 Points 16</td>
</tr>
<tr>
<td><strong>9. Carrot Health Survey 2</strong></td>
<td>Day 30 Points 14</td>
<td>Day 30 Points 14</td>
<td>Day 35 Points 14</td>
<td>Day 35 Points 14</td>
<td>Day 35 Points 14</td>
</tr>
</tbody>
</table>

### Outcome Measures

For the purpose of this research, we explored the extent to which the 2 sources of program-level variance influenced the likelihood that a participant chose to engage with a given quiz. Thus, our outcome measure was a binary measure of whether a participant chose to complete each of the 8 quizzes during the initial 5 weeks postregistration.

### Data Analyses

#### Independent Variables: Natural Experiment Factors

Although we observed the number of points earned for those who completed each quiz offer, including the change in the level of reward points offered (see Reward Points Schedule [first table] in Multimedia Appendix 1 for averages across waves), one limitation of our data is that they do not contain the number of points that were offered to participants who did not choose to complete a particular quiz offer; that is, because points awarded were based on the date of completion of a particular quiz, we only observed how many points a participant earned if they completed a particular quiz. Therefore, to explore the impact of these point changes on participants’ probability of quiz acceptance, it was necessary to impute the number of points that participants who did not complete a quiz would have been offered for the completion of a particular quiz. In this case, there were 4 important pieces of observable information that inform this data imputation: (1) the app was designed such that when it was opened, participants were shown the number of points they could earn by completing each quiz on a given date; (2) the date when a particular quiz was made available to a participant; (3) the schedule of how many points an individual could have earned to complete a quiz on a given date; and (4) the date of quiz completion for all participants who completed a particular quiz. On the basis of the assumption that participants were choosing to either complete or not complete a particular quiz and to ensure the robustness of our results, we imputed the
missing observations for reward points that would have been offered to noncompleting participants in 2 ways, which are detailed in Multimedia Appendix 1. As the regression results for the 2 imputation approaches were consistent (as demonstrated in the third table in Multimedia Appendix 1—Regression Results by Imputation Methods), we reported only the results for the average days to completion imputation here.

Finally, as discussed previously, another important independent variable of interest was the combination of the differences in the timing of the quizzes and the number of reward points offered. To examine the impact of the timing structure on participants’ probability of quiz acceptance, we created a dummy variable to act as the independent variable that indicates whether or not a participant was facing their first delay between quizzes.

**Observed Variables: Individual, Intervention, and Reward Program Factors**

We also examined the influence of 4 observed variables that differed across participants or quizzes but were independent of the program-level changes described previously, which are the primary focus of this study. These were (1) self-reported demographic variables of age and gender that participants logged at the time of registration, (2) dummy variables indicating the content of each quiz (healthy eating, exercise/physical activity, and health risk assessment), and (3) a set of indicator variables for each reward program under which participants could earn points via the Carrot app. Additionally, we controlled for whether a participant completed the quiz preceding the focal quiz. This accounts for the nature of the quizzes and the likely path dependence present in intervention programs of this type (ie, the propensity to respond to a quiz is likely correlated with the decision to respond to the previous quiz).

The reward program indicator variables were potentially important observed variables for 3 reasons, and all speak to our attempts to address alternative possible explanations for observed variations in quiz participation. First, each reward program has a different level of engagement with its participants and engaged in different levels of marketing efforts promoting their partnership with Carrot. As such, the inclusion of this variable may theoretically capture the potentially different levels of promotion of the Carrot app undertaken by each reward program. Second, the enrolled participant base of each reward program has varying demographic characteristics that may not be captured in the self-reported age and gender variables described earlier. Table 2 summarizes the census-level demographics (by forward sorting area—the first 3 characters of a Canadian postal code) for each program, and although generally the bases of the programs are similar, we observed some important differences between the gas program and others in terms of socioeconomic status and lifestyle characteristics (eg, commute method, urban vs extra urban). As such, we believe that this observed variable may also capture unobserved demographic differences at the individual level. Finally, each reward program varies with respect to the earnings and redemption mechanisms of the programs. One important difference between programs is that although the actual cash value of the points awarded for each completion of each quiz remained consistent across programs, the discrete number of points varied because the dollar-to-point conversion bases of the programs were not the same. For example, for the same quiz, participants would earn the same real monetary value in points for completion, the airline and grocery programs award might be 5 points, the movie reward program might offer 10 points, and the gas program might award 100 points. As such, there was a possible numeracy effect that was captured by this observed variable. Finally, some programs offer more utilitarian rewards on redemption (eg, gas, groceries), whereas others offer more experiential redeemed rewards (eg, movies, travel), which have been demonstrated to impact individual responses to reward programs [23]. Theoretically, the inclusion of this observed variable should capture the variance associated with psychological and behavioral factors. Descriptive statistics and a correlation matrix for all measures are summarized in Table 3.

**Table 2.** Demographic characteristics of the rewards program (census-level data at the forward sorting area level).

<table>
<thead>
<tr>
<th>Demographic variables</th>
<th>Movies</th>
<th>Airline</th>
<th>Grocery</th>
<th>Gas</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>33 (0.06)</td>
<td>40 (0.21)</td>
<td>41 (0.16)</td>
<td>42 (0.30)</td>
</tr>
<tr>
<td>Male, n (%)</td>
<td>14503 (35.40)</td>
<td>1797 (39.98)</td>
<td>1742 (21.66)</td>
<td>1130 (44.68)</td>
</tr>
<tr>
<td>Household income*S (US $), mean (SD)</td>
<td>52,975 (76.36)</td>
<td>53,600 (262.72)</td>
<td>52,822 (161.36)</td>
<td>50,616 (250.36)</td>
</tr>
<tr>
<td>Bachelor’s degree or higher, mean % (SD)</td>
<td>21 (0.00)</td>
<td>25 (0.00)</td>
<td>18 (0.00)</td>
<td>17 (0.00)</td>
</tr>
<tr>
<td>Active transport for commute, mean % (SD)</td>
<td>9 (0.00)</td>
<td>11 (0.00)</td>
<td>8 (0.00)</td>
<td>8 (0.00)</td>
</tr>
<tr>
<td>Public transit for commute, mean % (SD)</td>
<td>13 (0.00)</td>
<td>14 (0.00)</td>
<td>9 (0.00)</td>
<td>9 (0.00)</td>
</tr>
<tr>
<td>Motor vehicle for commute, mean % (SD)</td>
<td>77 (0.00)</td>
<td>73 (0.00)</td>
<td>82 (0.00)</td>
<td>82 (0.00)</td>
</tr>
<tr>
<td>Immigrant population, mean % (SD)</td>
<td>33 (0.00)</td>
<td>35 (0.00)</td>
<td>26 (0.00)</td>
<td>27 (0.00)</td>
</tr>
<tr>
<td>Aboriginal population, mean % (SD)</td>
<td>3 (0.00)</td>
<td>3 (0.00)</td>
<td>5 (0.00)</td>
<td>5 (0.00)</td>
</tr>
</tbody>
</table>

*SCan $ currency converted at US $1.3.
Table 3. Descriptive statistics and correlation matrix.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean (SD)</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Point change since previous quiz</td>
<td>0.003 (0.503)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2. First delay in quizzes</td>
<td>0.143 (0.350)</td>
<td>0.27</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>3. Movie rewards program</td>
<td>0.731 (0.443)</td>
<td>−0.02</td>
<td>0.00</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>4. Airline rewards program</td>
<td>0.080 (0.271)</td>
<td>0.04</td>
<td>0.00</td>
<td>−0.49</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>5. Grocery rewards program</td>
<td>0.143 (0.350)</td>
<td>−0.01</td>
<td>0.00</td>
<td>−0.68</td>
<td>−0.12</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>6. Eating knowledge quiz</td>
<td>0.286 (0.452)</td>
<td>−0.23</td>
<td>−0.26</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>7. Exercise knowledge quiz</td>
<td>0.429 (0.495)</td>
<td>0.41</td>
<td>0.47</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>−0.55</td>
<td>1</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>8. Completed previous study</td>
<td>0.806 (0.395)</td>
<td>0.09</td>
<td>0.16</td>
<td>0.12</td>
<td>−0.03</td>
<td>−0.09</td>
<td>−0.04</td>
<td>0.11</td>
<td>1</td>
<td>N/A</td>
</tr>
<tr>
<td>9. Gender (1=male)</td>
<td>0.350 (0.477)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.04</td>
<td>−0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>−0.02</td>
<td>1</td>
</tr>
<tr>
<td>10. Age</td>
<td>35.116 (13.195)</td>
<td>0.00</td>
<td>0.00</td>
<td>−0.29</td>
<td>0.11</td>
<td>0.21</td>
<td>0.00</td>
<td>0.00</td>
<td>−0.05</td>
<td>−0.04</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Statistical Methods

Data manipulation was conducted using SPSS version 24 (IBM Corporation), and statistical analysis was performed using the xtolgit procedure in STATA version 12.1 (Stata Corp). These random effects panel logit regression method was used to explore the impact of each of our program change variables, observed variables, and control variables on participants’ probability of quiz acceptance across the 8 quiz offers received in the 5 weeks postregistration (the outcome measure). We ran our model using the average days to quiz completion imputation procedures for the data missing from individuals who did not complete a given quiz, as described in Multimedia Appendix 1. The results of this analysis are presented in the following section.

Results

Engagement

Although participants self-registered continuously throughout the study period, the date on which they registered placed them in different point schedules (see Table 1 or Reward Points Schedule (first table) in Multimedia Appendix 1 for more details). For the purpose of this study, we created analytical groups that we refer to as waves, which represent the point schedule in place at the time of their registration with the app. These groupings allow us to explore the effects of exogenous point changes on participant program engagement. Figure 1 demonstrates participant response rates for each of the first 8 quizzes across waves. Although not a conclusive analysis, we observed 4 key characteristics of these curves. First, the response rates to quiz 2 across the 6 waves were consistently high across all waves, ranging from 95% to 97%. This suggests that despite the significant difference in reward points offered for the completion of this quiz across waves (as demonstrated in Table 1), participants across waves are approximately equally likely to respond to this quiz. Second, response rates to the final quiz examined (quiz 9) varied, ranging from 80.5% (19,525/24,249) for wave 1 registrants to 60% (2930/4893) for wave 6 registrants, which suggests the possibility of intervening factors that predicted participant engagement between the time of initial registration and quiz 9. Third, a statistical test of the equality of the slopes from quiz 4 onward indicates that response rates across registrants in each of the waves did not differ significantly from one another after quiz 4. This suggests that the factors driving the differences in response rates appear to be independent of the underlying differences in responsiveness driven by the time of registration in the program. These results also provide support for the belief that participants were not fundamentally different from one another across the study period and indicate that it is unlikely that there were significant differences between registrants over the study period with respect to their attitudes to the underlying behavior of interest (ie, as in diffusion theories [34] where innovators, early adopters, and so on only emerge over an extended life cycle of a product). Finally, we also note that much of the decline in responsiveness across waves occurs around the time of quizzes 3 and 4, which coincides with the timing delay noted previously and which we explored in greater detail in our regression analysis.
Overall, from the regression results summarized in Table 4, the regression results with respect to the features of this observational study suggest that the impact of a change in points on the likelihood of response to a quiz is positive and statistically significant ($P<.001$); however, the magnitude of the coefficient suggests that the elasticity of this response is limited. Specifically, in our data, a 10% decrease in points offered from the previous quiz resulted in a 1% decrease in the likelihood of response to a given quiz. Second, we found that the impact of the first delay that participants face was negative and statistically significant ($P<.001$). This result demonstrates that the longer delay between quizzes 2 and 3 faced by those who registered after March 17 decreased their likelihood of response by 64%.

With respect to the observed variables, we first examined the impact of demographic characteristics on the likelihood of quiz acceptance. We observed no significant effect of age ($P=.52$) on the likelihood of response; however, gender did have a significant impact ($P<.001$), whereby male participants were 15% to 16% less likely to respond to a given quiz than female participants. The next feature we explored in the model was the impact of quiz content on response rates. We observed that relative to the health risk assessments, participants were 21% more likely to respond to physical activity–related quiz offers ($P<.001$) and 10% less likely to respond to healthy eating–related quiz offers ($P<.001$). Finally, the results indicate that the reward program under which a participant registers had a significant impact on the likelihood of a quiz response. Specifically, relative to the gas rewards program, we observed that the movie rewards program participants were 355% more likely to respond to a given quiz ($P<.001$), the airline rewards program participants were 210% more likely to respond to a given quiz ($P<.001$), and grocery rewards program participants were 140% more likely to respond to a given quiz ($P<.001$).

Table 4. Regression results (N=383,719 observations of 54,917 individuals, with 95% CIs in parentheses).

<table>
<thead>
<tr>
<th>Dependent variable</th>
<th>Probability of quiz acceptance</th>
<th>Estimated coefficients (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Point change since previous quiz</td>
<td>1.100 (1.065-1.137)</td>
<td></td>
</tr>
<tr>
<td>First delay in quizzes</td>
<td>0.361 (0.345-0.378)</td>
<td></td>
</tr>
<tr>
<td>Gender (1=male)</td>
<td>0.845 (0.804-0.887)</td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>0.999 (0.998-1.001)</td>
<td></td>
</tr>
<tr>
<td>Eating knowledge quiz$^a$</td>
<td>0.896 (0.861-0.932)</td>
<td></td>
</tr>
<tr>
<td>Exercise knowledge quiz$^a$</td>
<td>1.206 (1.156-1.257)</td>
<td></td>
</tr>
<tr>
<td>Movie rewards program$^b$</td>
<td>3.552 (3.176-3.971)</td>
<td></td>
</tr>
<tr>
<td>Airline rewards program$^b$</td>
<td>2.096 (1.840-2.386)</td>
<td></td>
</tr>
<tr>
<td>Grocery rewards program$^b$</td>
<td>1.402 (1.247-1.575)</td>
<td></td>
</tr>
<tr>
<td>Completed previous study</td>
<td>71.891 (67.261-76.839)</td>
<td></td>
</tr>
<tr>
<td>Model fit—McFadden pseudo-$R^2$</td>
<td>0.172</td>
<td></td>
</tr>
</tbody>
</table>

$^a$Knowledge quiz estimates relative to health risk assessments.

$^b$Rewards program estimates relative to the gasoline rewards program.
Discussion

This study responds to a call in the literature to create a more comprehensive understanding of how contextual and program factors relate to program effectiveness [35] and, specifically, to explore how the type, amount, and timing of incentives impact program outcomes [36]. It does so by exploring how the variance induced by changes in the features of health interventions under the Carrot Rewards program (eg, incentive size, variability, quiz timing) during its BC roll-out, as well as observed differences between intervention content, reward program, and characteristics of participants, all impact the likelihood of quiz response. Thus, it contributes to the broader literature on how financial incentives [35] (particularly loyalty points) [36] and/or mHealth apps [28,37,38] can be deployed to improve uptake and engagement with health education–based interventions [37,39,40] and encourage health-related behaviors such as physical activity [18,36], management of chronic health conditions [28,41,42], smoking cessation [43,44], weight loss [45], and medication adherence and clinical treatment plans [40].

Effectiveness

Our study demonstrates that the ongoing provision of a stream of small incentives (as low as US $0.05 per offer) can largely sustain the initial high levels of responsiveness generated by these programs. Interestingly, however, our results also demonstrate that the responsiveness to reward point decreases is relatively inelastic when compared with the other features of the interventions being offered via the Carrot app. Specifically, our results indicate that reducing the number of points associated with a particular quiz by 10% only leads to a 1% \( (P<.001) \) decrease in the likelihood of offer response. This relative inelasticity is consistent with the findings of Carrera et al [46], who found that US $60 for 9 gym visits in 6 weeks was no more effective than US $30 [46]. However, detailed subgroup meta-analyses by Mitchell et al [26] suggest that larger incentives can, in some cases, produce larger effect sizes in a physical activity context. As health-related interventions are often multifaceted and include incentives as just one of several components intended to produce positive health-related behavior changes, it is likely that other program features (eg, reward timing, salience of feedback, goal setting approach) can play equally important roles. Thus, when combined with previous findings that suggest that the presence of financial incentives matters for responsiveness [47], our results suggest that a relatively small number of points may be nearly as effective as larger numbers of points. This may be particularly true when the incentives are delivered immediately on completion of the focal behavior in question, as it leverages the formidable bias toward the present, which has been demonstrated in behavioral economics [48,49] as well as speaks to the power of technologies such as smartphones to leverage that bias for increased behavioral compliance. This nearly instantaneous connection between behavior and reward may support the potential for diminution of the size (and thus cost) of incentives necessary to produce the requisite level of behavioral change. Despite findings that suggest that there is a minimum threshold for the size of daily incentives to maintain engagement and produce the desired behavior change [25,29], recent health incentive studies appear to be using much smaller incentives in part because of the ability of mHealth apps to deliver daily rewards, consistent with behavioral theories [26].

Contribution to Theory

In the context of the consumer psychology literature on loyalty points discussed earlier, our results support this prior work, which has demonstrated that consumers do not behave rationally (in the behavioral economics sense of the term) in their response to the quizzes and the size of the financial incentives offered. On the basis of previous research in mHealth and on the findings presented here, quiz response and thus app engagement appear to rely more on the simple presence of points (as a form of financial incentive), as opposed to the absolute quantity, as well as on the continued opportunity to earn more points without a delay. This may be for a variety of reasons. First, loyalty points already require users to accumulate over time, so there may be a built-in progress element and a recognition that the ultimate reward will be sometime in the future [22,23]. This may insulate programs such as the one discussed here from the negative effects seen in other studies where incentives get smaller over time. In addition, point programs have been hypothesized to cue goals related to gamification, where it is the acquisition of points itself that generates the affective value, rather than the economic reward per se. Our results demonstrate that the continuous, timely provision of small numbers of reward points throughout the program significantly improved retention and engagement with the Carrot app relative to previous programs that used reward points only for recruitment purposes [37] and provides support for previous findings regarding the efficiency of small, variable rewards and a decreasing schedule in maintaining engagement with health-based interventions [39,50]. Our study also provides a novel context in which to examine the behavior of individuals in response to loyalty points, but in a health context rather than a commercial context, pointing to the opportunity to use an alternative currency from which individuals already derive personal, affective value [33] as a type of financial incentive for health-related behaviors.

Program Design Considerations

Perhaps most importantly, our results suggest that other elements of the design of these interventions need to be considered when attempting to increase response rates. Existing research has demonstrated the critical importance of including direct user feedback in the development of such apps early in the design to ensure both short- and long-term engagement [8,40,51,52]. One important finding from this study is that consistent with research on habit formation [30], an increased focus is needed to retain individuals during the early engagement period. Indeed, this was the largest driver of participant attrition that we found in our study, with a differential delay between early offers being associated with a 64% decrease in response probability. This suggests that other interventions and communication initiatives should be considered during this waiting period to retain participants. The good news is that once this hurdle is surmounted (ie, once a participant re-engages after the first waiting period), retention rates between interventions are remarkably high and consistent across the registration period.
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studied, particularly considering the small magnitude of incentives that are being offered (Figure 1).

Additional findings of our study support the importance of nonincentive elements of this program, although by and large these results are much stronger in suggesting directions for further study than they are for creating concrete recommendations for program optimization. One important factor identified in our findings with respect to participant response rates is the content of the quiz being offered. Our results suggest that when the content of the quiz is focused on healthy eating, individuals are significantly less likely to respond (10% decrease in the likelihood of acceptance relative to health risk assessments), and when the content of the quiz focused on exercise or physical activity, individuals are more likely to respond (20% increase in the likelihood of acceptance relative to health risk assessments). These results suggest that more than just the simple time cost of each intervention should be considered when designing incentive programs, perhaps incorporating individual and/or psychological factors that may influence the attractiveness of a quiz, which may increase or decrease the perceived costs of quiz acceptance and ultimately affect the propensity for uptake of an intervention.

Similarly, among the observed variables that measured age and gender, quiz content, participation in previous quiz, and reward program, we find that the strongest predictor of the likelihood of quiz acceptance among all variables studied is the point program under which a participant is earning points for completing quiz offers via Carrot. Specifically, we find that individuals who choose to earn points in the movie (355%), airline (210%), and grocery (140%) programs all have a greater likelihood of response relative to the gasoline rewards program. We previously acknowledged that the differences between these reward programs may vary along multiple dimensions, including differential promotional efforts in support of Carrot, differences in the demographic composition of the participant base for each program, differences in individual responsiveness due to a numeracy effect (ie, holding actual economic value constant, the quantity of points earned per activity varies across programs, and people respond more to higher numbers of points earned), and differences in the earning and redemption mechanisms of each point program that may each influence the responsiveness of individuals. This facet of program design requires more exploration, but our results suggest that it is yet another factor that should be considered when designing optimal incentive-based intervention programs.

Limitations and Future Directions
One concern of the modeling approach used in this study is the possibility that the differential observed responsiveness to quizzes between what we have categorized as waves is due to underlying or inherent differences (whether demographic or psychographic) between participants who registered earlier versus later in the observed window of this study, rather than due to the previously described variations of the program. However, given (1) the very short time windows between the changes in the point scheme (as demonstrated in the first table in Multimedia Appendix 1–Reward Points Schedule), (2) the consistent slopes of the engagement curves described in the previous discussion of Figure 1, (3) the clustering approach at the participant level used in the estimation of the random effects regression model, and (4) the inclusion of a control for response to prior quizzes (which is likely to be autoregressive), we can be reasonably confident that program features drive the observed effects, rather than the unobservable characteristics of the participants. From observable data as well as theoretically, there is little to suggest that early registrants differ meaningfully from later registrants in terms of responsiveness; thus, the differences in ultimate outcomes are likely driven by features of the intervention rather than sampling considerations. Recall that participants were neither recruited nor assigned to waves; rather, those waves were our analytical construction to allow us to explore the exogenous changes to the program structure. Consequently, we would have no reason to believe that the presence of any particular individual in a given wave was anything other than random. Ideally, we would be able to more explicitly examine potential confounding factors such as individual-level differences at a psychological level (eg, promotion vs prevention orientation); regrettably, that information was not collected by the app as part of the registration process and therefore is not available.

Another limitation related to statistical analysis concerns the fact that we can only be certain of the number of points that participants saw for any given quiz for those individuals who completed the quiz in question. Although we have used conservative tests for imputation of the missing data (see Multimedia Appendix 1 for specific details), our ability to draw conclusions about individuals’ engagement is limited to those who remained engaged with the app and completed the quizzes, not about individuals who skipped or ceased participating. It is also not possible, with this study and data, to explore the extent to which individuals were aware of or sensitive to the point changes that occurred over time (eg, for participant A in Table 1, a decrease from quiz 3 of 165 points to quiz 5, where only 23 points were offered). We do find that for the individuals we were able to observe who continued to complete quizzes, even if the declining number of points was salient, it did not appear to have a large effect on engagement with the app.

We proposed several theoretical mechanisms by which different reward programs may affect engagement with the app (eg, the hedonic vs utilitarian nature of the rewards, numeracy effects), but in this study, we do not have the data to be able to empirically substantiate those hypotheses. In addition, we are unable to retroactively document the promotion or advertising of Carrot by each of the 4 participating loyalty programs or to identify underlying psychographic differences between enrollees in one program versus another. The inclusion of these factors in the model would potentially allow us to further control the reward program–specific characteristics to be able to make more informed recommendations for practitioners, program administrators, or government stakeholders in terms of the need for or effectiveness of promotion efforts to drive enrollment in and engagement with the app. In general, there is a lack of data within the literature to date to support the economic basis for the use of mHealth behavioral interventions [40,53]. Although this study does not directly tackle that issue, it does suggest an alternative dimension of cost consideration that may not be
captured in existing frameworks such as the Consolidated Health Economic Evaluation Reporting Standards [53] and speaks to the need for ground effectiveness assessments in economic considerations as well as more traditional measurements such as reach. Finally, the realities of a program such as the one observed here in the variation of points offered confine us to a posthoc analysis of quizzes over a limited period. This constrains our ability to engage in repeated measures of a particular attitude or intention related to a specific context (eg, healthy eating, exercise) beyond the types of quizzes that happened to be administered within the period of observation.

Additional factors that could be integrated into the model include devising quasiexperimental studies to examine other contextual factors that may impact program engagement and effectiveness. These could include individual difference variables such as the impact of socioeconomic or health status on both app engagement and quiz effectiveness at driving attitudinal or behavioral change or program-centered factors, such as the comparative effectiveness of individual rewards versus team-based rewards, norm-based messaging, or differential offer timing. Future programming should use a modular approach such that content can be contained in a specific topic of interest to measure engagement in the quizzes in a more systematic manner and explore how the impacts of different program features may vary over time. Examining these modular programs using microrandomized controlled trial designs, similar to ongoing work by Kramer et al [54], would allow for a more targeted evaluation of how content, along with frequency, variations leads to greater and/or sustained engagement within the app.

**Conclusions**

The results of this study demonstrate that the Carrot program, built around an ongoing stream of a small number of reward points awarded instantly on completion of health interventions, was able to drive significantly higher engagement levels than demonstrated in previous literature exploring the intersection of mHealth apps and financial incentives. Furthermore, although previous studies have demonstrated that the presence of an incentive matters to user engagement, our study suggests that the number of points offered for these reward point–based health interventions is less important than other program design features such as the type of reward points being offered, the timing of intervention and reward offers, and the content of the health interventions for driving continued engagement by users.
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Abstract

Background: Using mobile technology for symptom management and self-care can improve patient-clinician communication and clinical outcomes in patients with cancer. The interactive app Interaktor has been shown to reduce symptom burden during cancer treatment. It includes symptom assessment, an alert system for contact with health care professionals, access to self-care advice, and visualization of symptom history. It is essential to understand how digital interventions operate; one approach is to examine engagement by assessing usage and exploring user experiences. Actual usage in relation to the intended use—adherence—is an essential factor of engagement.

Objective: This study aimed to describe engagement with the Interaktor app among patients with breast or prostate cancer during treatment.

Methods: Patients from the intervention groups of two separate randomized controlled trials were included: patients with breast cancer receiving neoadjuvant chemotherapy (n=74) and patients with locally advanced prostate cancer receiving treatment with radiotherapy (n=75). The patients reported their symptoms daily. Sociodemographic and clinical data were obtained from baseline questionnaires and medical records. Logged data usage was retrieved from the server and analyzed descriptively and with multiple regression analysis. Telephone interviews were conducted with patients about their perceptions of using the app and analyzed using content analysis.

Results: The median adherence percentage to daily symptom reporting was 83%. Most patients used the self-care advice and free text message component. Among the patients treated for breast cancer, higher age predicted a higher total number of free text messages sent ($P=.04$). Among the patients treated for prostate cancer, higher age ($P=.01$) and higher education level ($P=.04$), predicted an increase in total views on self-care advice, while higher comorbidity ($P=.004$) predicted a decrease in total views on self-care advice. Being married or living with a partner predicted a higher adherence to daily symptom reporting ($P=.02$). Daily symptom reporting created feelings of having continuous contact with health care professionals, being acknowledged, and safe. Being contacted by a nurse after a symptom alert was considered convenient and highly valued. Treatment and time-related aspects influenced engagement. Daily symptom reporting was perceived as particularly meaningful at the beginning of treatment. Requests were made for advice on diet and psychological symptoms, as well as for more comprehensive and detailed information as the patient progressed through treatment.

Conclusions: Patient engagement in the interactive app Interaktor was high. The app promoted patient participation in their care through continuous and convenient contact with health care professionals. The predictive ability of demographic variables differed between patient groups, but higher age and a higher educational level predicted higher usage of specific app functions for both patient groups. Patients’ experience of relevance and interactivity influenced their engagement positively.
Introduction

Treatments for cancer can lead to challenging symptoms, but most patients are managed as outpatients [1,2]. Patients’ own assessments of the occurrence and severity of symptoms and their concerns can inform and support health care professionals in identifying and assessing the potential risks associated with cancer treatment, leading to improved patient outcomes [3,4]. Interventions using mobile technology to support symptom monitoring and self-care among patients being treated for cancer have been shown to improve patient-clinician communication, improve symptom management and self-care ability, reduce symptom burden, and increase survival [4-6].

Even though apps to support symptom management for patients with cancer have increased, few feature evidence-based content or have been tested in rigorous trials [7,8]. Moreover, only some include interactive components, such as support for self-care and communication with health care professionals and peers for immediate clinical management [7,9-12]. A key aspect of digital interventions is to understand how they operate and how they can be enhanced by assessment of usage and user experiences [13-17].

We designed Interaktor, an interactive smartphone and tablet app, to support patient symptom management. The concepts of person-centered and participatory care inspired the development of the intervention [18,19]. The app is available in different versions tailored for patients during treatment for breast cancer, prostate cancer [20], and pancreatic cancer [21] and for older persons receiving home care [22]. The content of the different versions of the app was developed in an iterative process, which included reviews of literature focusing on symptoms and their management, clinical guidelines, interviews with patients, and interviews with health care professionals [21,23-25]. Detailed descriptions about the intervention outline and screenshots have been previously presented [20,26]. Interaktor includes four generic components: (1) Self-assessment through questions about symptoms and concerns, where patients report symptom occurrence, symptom frequency, and their distress level inspired by the Memorial Symptom Assessment Scale is a main component [27]. Patients also have the opportunity to report other symptoms with free text messages. The reports are immediately transferred via a secure server to health care professionals who can monitor patient reports in real time via a web interface. (2) A risk assessment model is included for professionals who can monitor patient reports in real time via a web interface. (2) A risk assessment model is included for professionals who can monitor patient reports in real time via a secure server hosted by the health care company that developed the app.

Studies suggest that patients undergoing treatment for cancer make use of and appreciate opportunities to report symptoms to health care professionals when they are at home [26,28,29]. Mobile technology for health (mHealth) to support self-management has been linked to positive outcomes regarding physical as well as psychological symptoms in the context of cancer care [30,31]. An early system for remote symptom management during cancer treatment included symptom assessments twice a day, tailored advice, and access to informational webpages [5]; the study [5] found that patients differed in the number of reports made and all patients viewed the webpages. Furthermore, modest problems with the technology were described, and patients rated improvements in the communication process with hospital staff and their satisfaction with care [32]. Systems for remote symptom management during cancer treatment have since demonstrated high acceptance [33] as well as long-term feasibility [34]. Most have been web-based and have involved symptom assessments from a home computer or clinic tablet [4,6,33,35].

Usage and user experiences of a web- or mobile-based intervention can be described by the concept of engagement [15]. Engagement is influenced by interconnected factors—some individual, such as demographics, skills, and understanding; some contextual, which include internet access and online environment; and some interventional, such as technical and design features [36]. Patients’ prior health behaviors and smartphone experience will affect how relevant and usable an intervention is perceived to be, which affects engagement, and persistent patient engagement is achieved if the intervention is perceived to be usable, relevant, helpful, and interactive [36]. Usage level compared to the intended usage is referred to as adherence [37]. The significance of adherence has gained increased recognition, since evidence has emerged that high levels of adherence positively correlate with improved outcomes [38]. However, within eHealth in general, levels of nonusage and dropout have been substantial, and achieving the desired level of patient adherence may be challenging [17]. Relating usage to intended use requires operationalization and rationalization [37]. Approaches to measuring adherence vary; reported methods include the number of log-ins, website exposure, and modules completed; these stem partly from diversity in the purpose and design of digital interventions but also demonstrate different views of the concept of adherence [38].

High levels of adherence to symptom reporting during cancer treatment have been observed in relation to clinic visits, but there is a lack of large-scale studies examining how patients...
undergoing treatment for cancer adhere to and perceive symptom monitoring and reporting via a mobile app [7,9].

Treatment for breast cancer consists of different approaches such as chemotherapy, surgery, and radiotherapy [39-41]. Chemotherapy can be administered as adjuvant after surgery, but in recent years, neoadjuvant chemotherapy, which is administered before surgery, has become more common [42]. Neoadjuvant chemotherapy is administered at the oncology clinic at different treatment intervals, depending on the cytotoxic drugs that are given [43]. Treatment for prostate cancer includes three main approaches: active surveillance, surgical treatment, and radiotherapy. These may be combined with antihormonal treatment. Radiotherapy for prostate cancer is administered every weekday at clinics [44]. In Sweden, patients remain at home between treatments. Patients with breast cancer undergoing neoadjuvant chemotherapy meet the physician before each treatment cycle, approximately every second or third week, depending on the chemotherapy regimen [43]. Patients with prostate cancer undergoing radiotherapy meet the physician before the start of radiotherapy and 6 months after completing radiotherapy [44]. Patients are assigned a contact nurse who is responsible for the patient’s care throughout the care chain and who the patient can contact during office hours in case of concerns related to the treatment [43,44]. Patients are also provided with telephone numbers for the oncology clinics, for making contact during office hours or during evenings, nights, and weekends.

As most patients undergoing neoadjuvant chemotherapy for breast cancer or radiotherapy for prostate cancer are treated on an outpatient basis, partially self-reliant management of symptoms is necessary. Several studies show decreased symptom burden [24,45], that patients appreciate using Interaktor, and that they feel secure [21,26]. The app is currently being evaluated in two randomized controlled trials that include patients with breast cancer and prostate cancer, with the hypothesis that using the app will improve symptom management, reduce symptom burden, and increase cost-effectiveness through a reduced consumption of health care services in comparison to standard care alone [20].

An understanding of how Interaktor is used and perceived, including the impacts of individual factors, is warranted in order to support the interpretation of the clinical effects of using the app during treatment [45]. Therefore, this study aimed to describe engagement with the Interaktor app among patients with breast and prostate cancer during their treatment.

**Methods**

**Overview**

This study included patients from the intervention groups of two separate randomized controlled trials: patients with breast cancer during neoadjuvant chemotherapy (ClinicalTrials.gov; NCT02479607) and patients with locally advanced prostate cancer during treatment with radiotherapy (ClinicalTrials.gov; NCT02477137). The study comprised logged data from patient reports and interviews with patients. Ethical approval was obtained from the Regional Ethical Review Board of Stockholm (registration no. 2013/1652-31/2 and 201712519-32).

**Setting and Sample**

The patients were consecutively recruited at two university hospitals in Stockholm, Sweden. Patients with breast cancer or prostate cancer undergoing neoadjuvant chemotherapy and radiotherapy, respectively, who were able to speak and understand Swedish, who were presumed cognitively able to use a mobile app for symptom reporting, who agreed to participate, and who signed a written informed consent form were eligible. Of the 75 patients in the breast cancer group, 1 patient had a change of treatment to surgery instead of neoadjuvant chemotherapy, and 1 patient withdrew their consent to participate in the interview. In the prostate cancer group, 58 patients of the 75 patients participated in the interviews, due to organizational circumstances and difficulties reaching the patients after their treatment had ended (Figure 1).
Study Procedure

Patients downloaded Interaktor onto their smartphone or tablet. Patients who did not own one were lent a smartphone by the research group (2 in the breast cancer group, 2 in the prostate cancer group). The patients also received an individual log-in for access to the content of the app. The patients received verbal and written instructions on how to use the app and were asked to report their symptoms daily on weekdays during treatment. Patients with breast cancer were asked to start using the app on their first day of neoadjuvant chemotherapy and continue until 2 weeks after treatment had ended—a total of approximately 18 weeks. Patients with prostate cancer started using the app on their first day of radiotherapy and continued until 3 weeks after treatment had ended—a total of approximately 9 weeks. All patients were informed that nurses at the clinic would survey and respond to alerts triggered on weekdays (8 AM to 4 PM). If patients needed support at other times of the day, they were instructed to contact the clinic according to the standard procedure. If a report had not been submitted before 2 PM, a notification was sent out to remind the patient to report. The breast cancer version of the app included a notification that was sent to the patient, suggesting the patient read self-care advice related to alerted symptoms. This function was not included in the prostate cancer version of the app.

Data Collection

**Participant Data**

Sociodemographic data were obtained from baseline questionnaires. Clinical data and prevailing health status at the time of treatment start were collected from medical records. Health status was used to calculate the comorbidity score using the Charlson Comorbidity Index, which encompasses 19 medical conditions. Each condition has a score based on a relative risk of death within a year. The scores are totaled to yield the comorbidity score, with a range between 0 and 37. A higher value corresponds to greater comorbidity [46].

**Logged Data**

Data on app usage including symptom reports, triggered alerts, views of self-care advice, and free text messages sent, were made accessible to the researchers through encrypted Excel (2013; Microsoft Inc) files. At the time of the study, it was not possible for data on clicked links or viewed graphs to be logged for later retrieval.

**Interviews**

Telephone interviews were conducted with the patients shortly after the end of the use of the app, following a semistructured interview guide (Table 1) that we had developed, focusing primarily on usability, utility, and capturing participant feedback on the app (including all components). The interviews lasted between 10 and 20 minutes, during which the authors made notes of the answers in the template of the interview guide. Five of the patients with prostate cancer were individually interviewed in connection to more comprehensive interviews about participation in care. These interviews were recorded and transcribed verbatim, but only the text with respect to using the app was analyzed in this study.
Table 1. Interview guide.

<table>
<thead>
<tr>
<th>Question</th>
<th>Follow-up question</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 What was it like to report in the app? (in general)</td>
<td>Easy/difficult? Advantages/disadvantages?</td>
</tr>
<tr>
<td>2 What was it like to report your symptoms?</td>
<td>Easy/difficult? Absence of symptom to report?</td>
</tr>
<tr>
<td>3 Have you used the self-care advice? (yes/no)</td>
<td>Relevant symptom questions and reporting frequency?</td>
</tr>
<tr>
<td>4 Have you used the self-care advice? (yes/no)</td>
<td>If yes, your experience? Relevant self-care advice?</td>
</tr>
<tr>
<td>5 Have you used the graphs to follow your symptom history? (yes/no)</td>
<td>If yes, in which way? How did you experience the graphs?</td>
</tr>
<tr>
<td>6 Were you called sometime by a nurse? (yes/no)</td>
<td>If no, why?</td>
</tr>
<tr>
<td>7 How did you experience being called by a nurse after an alert?</td>
<td>If yes, was it after an alert?</td>
</tr>
<tr>
<td>8 Is there anything else you want to add?</td>
<td>Is there anything in the app that you have lacked?</td>
</tr>
</tbody>
</table>

Statistical Analyses

Data management was performed using Excel, and statistical analyses were carried out using SPSS statistical software (version 24.0; IBM Corp). Differences in demographic and clinical characteristics between the two groups were analyzed using two-tailed independent t test, Fischer exact test, and the chi-square test. Usage was analyzed with descriptive and inferential statistics on the variables reports sent, alerts triggered, self-care advice section views, and free text messages sent; group median values were calculated and are reported. The intended use was measured by daily symptom reporting during weekdays. Adherence to daily reporting was calculated as the number of weekday reports (excluding multiple daily reports) divided by the total number of reportable weekdays for each patient.

Multiple regression analysis was conducted (using the enter method) to see if the independent variables (predictors) age, comorbidity, marital status, and education level predicted usage of the app. The usage variables (dependent variables) were adherence to daily reporting as intended, total number of alerts triggered, total views on self-care advice, and total number of free text messages sent. Since all of the usage variables were positively skewed, these were normalized using a natural logarithm transformation [47]. Level of significance was determined as P<.005.

Qualitative Analysis

The interview notes were analyzed by conventional content analysis [48]. First, two authors read the complete interview notes from each group (breast cancer and prostate cancer) individually, to grasp the entire data. Both authors compiled a data sheet for each group with the patients' answers. The data sheets were reviewed repeatedly, and initial codes were derived. Thereafter, all authors reviewed both sets of data sheets and codes. Due to substantial similarities of codes in the two groups (breast cancer and prostate cancer), one data set containing all coded responses (with credentials) was assembled. Subsequently, all text material were analyzed. In an iterative process, the codes were sorted based on similarity into subcategories and combined based on content into overarching categories. Some exemplifying quotes from the patients’ statements are presented in the Results section. During the analytical process, all authors met continually to discuss and come to a consensus.

Results

Sample Characteristics

The patients’ sociodemographic (Table 2) and clinical data (Table 3) are presented below. Patients in the breast cancer group were significantly younger than the patients in the prostate cancer group (P<.001). Moreover, the patients in the breast cancer group had a statistically significant lower comorbidity score (P<.001) and a higher self-reported education level (P=.005).
<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Breast cancer (n=74)</th>
<th>Prostate cancer (n=75)</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (in years), median (range)</td>
<td>47 (27-73)</td>
<td>72 (44-81)</td>
<td>-15.127a</td>
<td>&lt;.001a</td>
</tr>
<tr>
<td>Marital status, n (%)</td>
<td>74 (100)</td>
<td>71 (100)</td>
<td>1.204 (2)b</td>
<td>.57b</td>
</tr>
<tr>
<td>Married/cohabitant</td>
<td>58 (78)</td>
<td>53 (74)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Living apart</td>
<td>3 (4)</td>
<td>6 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>13 (18)</td>
<td>12 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Highest education level, n (%)</td>
<td>74 (100)</td>
<td>71 (100)</td>
<td>10.627 (2)c</td>
<td>.005c</td>
</tr>
<tr>
<td>University</td>
<td>50 (68)</td>
<td>30 (42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary school</td>
<td>18 (24)</td>
<td>25 (35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary school</td>
<td>6 (8)</td>
<td>16 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occupation, n (%)</td>
<td>74 (100)</td>
<td>69 (100)</td>
<td>61.330 (2)b</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>Working</td>
<td>57 (77)</td>
<td>22 (32)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sick leave</td>
<td>12 (16)</td>
<td>0 (0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Retired/unemployed</td>
<td>5 (7)</td>
<td>47 (68)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aMann-Whitney U test.
bFischer exact test (df).
cChi-square (df).
Table 3. Clinical characteristics at baseline of patients with breast cancer and prostate cancer.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Breast cancer (n=74)</th>
<th>Prostate cancer (n=75)</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Charlson Comorbidity Scalea, median (IQR)</td>
<td>1.0 (1)</td>
<td>3.0 (1)</td>
<td>5082.5b</td>
<td>&lt;.001b</td>
</tr>
<tr>
<td>PSAc (at start of treatment), median (range)</td>
<td>N/Ad</td>
<td>5.3 (0-53)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Disease stage (TNMf), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1</td>
<td>N/A</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T1C</td>
<td>N/A</td>
<td>17 (23)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2</td>
<td>N/A</td>
<td>11 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2A</td>
<td>N/A</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2B</td>
<td>N/A</td>
<td>7 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T2C</td>
<td>N/A</td>
<td>7 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T3</td>
<td>N/A</td>
<td>20 (27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T3A</td>
<td>N/A</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T3B</td>
<td>N/A</td>
<td>8 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>N/A</td>
<td>2 (3)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Histologic grade (Elston-Ellis), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intermediate grade 2</td>
<td>23 (31.1)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High grade 3</td>
<td>41 (55.4)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>10 (13.5)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tumor characteristicsf, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HER2+ ER+ PR+</td>
<td>9 (12.2)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HER2+ ER+ PR–</td>
<td>7 (9.5)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HER2+ ER– PR–</td>
<td>13 (17.6)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HER2– ER+ PR+</td>
<td>16 (21.6)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HER2– ER– PR–</td>
<td>7 (9.5)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HER2– ER– PR+</td>
<td>1 (1.4)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Triple negative</td>
<td>21 (28.4)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Proliferation rate (Ki-67), n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≥ 20 %</td>
<td>72 (97.3)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 20 %</td>
<td>2 (2.7)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Type of chemotherapy, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anthracyclines, alkylators</td>
<td>3 (4.1)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anthracyclines, alkylators, taxanes</td>
<td>37 (50.0)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anthracyclines, alkylators, antimetabolites, taxanes</td>
<td>9 (12.2)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antimetabolites, alkylators</td>
<td>2 (2.7)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taxanes</td>
<td>11 (14.9)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taxanes, alkylators</td>
<td>1 (1.4)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taxanes, trastuzumab emtansine</td>
<td>2 (2.7)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trastuzumab emtansine</td>
<td>9 (12.2)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gleason score, median (range)</td>
<td>N/A</td>
<td>7 (6-9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of radiotherapy treatments, median (range)</td>
<td>N/A</td>
<td>25 (25-29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of neoadjuvant chemotherapy treatments, median (range)</td>
<td>6.0 (2-15)</td>
<td>N/A</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristics</td>
<td>Breast cancer (n=74)</td>
<td>Prostate cancer (n=75)</td>
<td>Test statistic</td>
<td>P value</td>
</tr>
<tr>
<td>-----------------------------------------------------</td>
<td>----------------------</td>
<td>------------------------</td>
<td>---------------</td>
<td>---------</td>
</tr>
<tr>
<td>Antihormonal treatment, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>N/A</td>
<td>55 (73)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>N/A</td>
<td>20 (27)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Treatment duration (in weeks), median (range)</td>
<td>15 (3-26)</td>
<td>5 (5-6)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\) A higher value corresponds to greater comorbidity; the score ranges between 0-37.

\(^{b}\) Mann-Whitney U test.

\(^{c}\) PSA: Prostate-specific antigen.

\(^{d}\) N/A: not applicable.

\(^{e}\) TNM: Classification of malignant tumors.

\(^{f}\) Breast cancer cell human epidermal growth factor receptor (HER2), estrogen receptor (ER), and progesterone receptor (PR) status.

**Logged Data**

All patients reported with the app at least once during the study period. Due to differences in treatment schedules, the reporting period in the breast cancer group ranged from 22 to 183 days (median 106, IQR 7). The reporting period in the prostate cancer group ranged from 54 to 89 days (median 63, IQR 11). Median adherence in the breast cancer group was 83% (IQR 36%). In the prostate cancer group, the median adherence percentage was also 83% (IQR 34%). Graphs of adherence patterns over time show that the level of adherence remained stable over time, although it dropped somewhat after day 49 in the breast cancer group and day 39 in the prostate cancer group (**Figure 2**).

**Figure 2.** Adherence to symptom reporting over time.
In the breast cancer group, 96% (71/74) of patients triggered at least one alert during the study period; in the prostate cancer group, 72% (54/75). Patients in the breast cancer group triggered a median of 7 alerts (IQR 21, range 1-210). In the prostate cancer group, the median number of alerts triggered was 2 (IQR 9, range 1-60). The distribution of yellow and red alerts was 86% yellow to 14% red in the breast cancer group and 90% yellow to 10% red in the prostate cancer group.

Among patients in the breast cancer group, 100% (74/74) viewed self-care advice at least once. Patients in the breast cancer group viewed a median of 11 (IQR 15) self-care advice topics at least once during the study period, out of 17 self-care advice available. The total number of views was 1075, and 34% (362/1075) were views made after the patient was notified with the suggestion to read related self-care advice after an alert had been triggered. In the prostate cancer group, 87% (65/75) of patients viewed self-care advice at least once and the median number of various self-care advice topics viewed at least once was 5 (IQR 11) out of 16 self-care advice available. The total number of self-care advice views by patients in the prostate cancer group was 697.

Most of the patients used the free text function at least once: 93% (69/74) in the breast cancer group and 75% (56/75) in the prostate cancer group. The free text messages were mainly about symptoms, requesting or declining contact, care-related information, and issues linked to the app or to reporting. There was a variation in how the function was used, some patients wrote short, condensed messages while some wrote longer, richer descriptions.

**Patient Characteristics as Predictors of App Usage**

In the breast cancer group none of the multiple regression models were statistically significant (Table 4). Higher age predicted a higher total number of free text messages sent \((P=.04)\). In the prostate cancer group the multiple regression model showed that the total number of views on self-care advice was statistically significant \((F_{4,70}=3.811, P=.007, \text{adjusted } R^2=.132)\) (Table 5). Higher age \((P=.01)\) and higher education level \((P=.04)\) predicted a higher total number of views of self-care advice. Higher comorbidity score predicted fewer self-care advice views \((P=.004)\). Furthermore, being married or cohabitating predicted a higher adherence to daily symptom reporting \((P=.02)\) (Table 5).
<table>
<thead>
<tr>
<th>Dependent and independent variables</th>
<th>B&lt;sup&gt;a&lt;/sup&gt;</th>
<th>SE&lt;sup&gt;b&lt;/sup&gt;</th>
<th>β&lt;sup&gt;c&lt;/sup&gt;</th>
<th>95% CI</th>
<th>P value&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Adj R&lt;sup&gt;e&lt;/sup&gt;&lt;sup&gt;2&lt;/sup&gt;</th>
<th>P value&lt;sup&gt;f&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adherence to daily reporting as intended</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>−0.006</td>
<td>0.010</td>
<td>−.080</td>
<td>−.027</td>
<td>.015</td>
<td>.56</td>
<td></td>
</tr>
<tr>
<td>Comorbidity</td>
<td>0.094</td>
<td>0.099</td>
<td>.129</td>
<td>−.103</td>
<td>.291</td>
<td>.35</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>0.039</td>
<td>0.230</td>
<td>.020</td>
<td>−.420</td>
<td>.497</td>
<td>.87</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td>0.224</td>
<td>0.208</td>
<td>.132</td>
<td>−.191</td>
<td>.639</td>
<td>.29</td>
<td></td>
</tr>
<tr>
<td>Total number of alerts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.038</td>
</tr>
<tr>
<td>Age</td>
<td>−0.027</td>
<td>0.015</td>
<td>−.243</td>
<td>−.056</td>
<td>.003</td>
<td>.07</td>
<td></td>
</tr>
<tr>
<td>Comorbidity</td>
<td>−0.087</td>
<td>0.140</td>
<td>−.082</td>
<td>−.367</td>
<td>.193</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>−0.387</td>
<td>0.326</td>
<td>−.137</td>
<td>−1.04</td>
<td>.264</td>
<td>.24</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td>−0.116</td>
<td>0.296</td>
<td>−.046</td>
<td>−.705</td>
<td>.474</td>
<td>.70</td>
<td></td>
</tr>
<tr>
<td>Total views on self-care advice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Age</td>
<td>−0.007</td>
<td>0.011</td>
<td>−.084</td>
<td>−.028</td>
<td>.015</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td>Comorbidity</td>
<td>−0.101</td>
<td>0.102</td>
<td>−.134</td>
<td>−.303</td>
<td>.102</td>
<td>.33</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>0.131</td>
<td>0.236</td>
<td>.066</td>
<td>−.340</td>
<td>.603</td>
<td>.58</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td>0.093</td>
<td>0.214</td>
<td>.053</td>
<td>−.334</td>
<td>.520</td>
<td>.66</td>
<td></td>
</tr>
<tr>
<td>Total number of free text messages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>.070</td>
</tr>
<tr>
<td>Age</td>
<td>−0.027</td>
<td>0.013</td>
<td>−.295</td>
<td>−.052</td>
<td>−.001</td>
<td>.04</td>
<td></td>
</tr>
<tr>
<td>Comorbidity</td>
<td>0.036</td>
<td>0.114</td>
<td>.044</td>
<td>−.191</td>
<td>.264</td>
<td>.75</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>−0.030</td>
<td>0.271</td>
<td>−.013</td>
<td>−.571</td>
<td>.511</td>
<td>.91</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td>0.326</td>
<td>0.238</td>
<td>.165</td>
<td>−.149</td>
<td>.800</td>
<td>.18</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>B: unstandardized coefficient.
<sup>b</sup>SE: standard error of the unstandardized coefficient.
<sup>c</sup>β: standardized coefficient.
<sup>d</sup>P value for the independent variable.
<sup>e</sup>Adj: adjusted for the multiple regression model.
<sup>f</sup>P value for the multiple regression model.
Table 5. Multiple Regression in patients with prostate cancer (n=75)

<table>
<thead>
<tr>
<th>Dependent and independent variables</th>
<th>B(^a)</th>
<th>SE(^b)</th>
<th>β(^c)</th>
<th>95% CI</th>
<th>P value(^d)</th>
<th>Adj(^e) R(^2)</th>
<th>P value(^f)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lower</td>
<td>Upper</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adherence to daily reporting as intended</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>-0.001</td>
<td>0.015</td>
<td>-0.008</td>
<td>-0.030</td>
<td>0.28</td>
<td>0.96</td>
<td>.21</td>
</tr>
<tr>
<td>Comorbidity</td>
<td>0.020</td>
<td>0.077</td>
<td>0.038</td>
<td>-0.134</td>
<td>0.173</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>0.431</td>
<td>0.181</td>
<td>0.277</td>
<td>0.071</td>
<td>0.792</td>
<td>0.02</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td>-0.026</td>
<td>0.165</td>
<td>-0.018</td>
<td>-0.355</td>
<td>0.304</td>
<td>0.88</td>
<td></td>
</tr>
<tr>
<td>Total number of alerts</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt; .001</td>
<td>.66</td>
</tr>
<tr>
<td>Age</td>
<td>-0.011</td>
<td>0.026</td>
<td>-0.067</td>
<td>-0.062</td>
<td>0.40</td>
<td>0.66</td>
<td></td>
</tr>
<tr>
<td>Comorbidity</td>
<td>0.032</td>
<td>0.134</td>
<td>0.036</td>
<td>-0.236</td>
<td>0.300</td>
<td>0.81</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>0.482</td>
<td>0.316</td>
<td>0.182</td>
<td>-0.148</td>
<td>1.11</td>
<td>0.13</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td>0.082</td>
<td>0.289</td>
<td>0.033</td>
<td>-0.494</td>
<td>0.657</td>
<td>0.78</td>
<td></td>
</tr>
<tr>
<td>Total views on self–care advice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.132</td>
<td>0.007</td>
</tr>
<tr>
<td>Age</td>
<td>0.057</td>
<td>0.022</td>
<td>0.368</td>
<td>0.013</td>
<td>0.101</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>Comorbidity</td>
<td>-0.347</td>
<td>0.116</td>
<td>-0.419</td>
<td>-0.579</td>
<td>-0.115</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>0.019</td>
<td>0.273</td>
<td>0.008</td>
<td>-0.526</td>
<td>0.565</td>
<td>0.94</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td>0.531</td>
<td>0.250</td>
<td>0.232</td>
<td>0.032</td>
<td>1.03</td>
<td>0.04</td>
<td></td>
</tr>
<tr>
<td>Total number of free text messages</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt; .001</td>
<td>.84</td>
</tr>
<tr>
<td>Age</td>
<td>-0.008</td>
<td>0.024</td>
<td>-0.052</td>
<td>-0.055</td>
<td>0.039</td>
<td>0.74</td>
<td></td>
</tr>
<tr>
<td>Comorbidity</td>
<td>-0.029</td>
<td>0.125</td>
<td>-0.035</td>
<td>-0.278</td>
<td>0.220</td>
<td>0.82</td>
<td></td>
</tr>
<tr>
<td>Marital status</td>
<td>0.229</td>
<td>0.293</td>
<td>0.094</td>
<td>-0.356</td>
<td>0.814</td>
<td>0.44</td>
<td></td>
</tr>
<tr>
<td>Educational level</td>
<td>-0.161</td>
<td>0.268</td>
<td>-0.071</td>
<td>-0.696</td>
<td>0.374</td>
<td>0.55</td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)B: unstandardized coefficient.
\(^b\)SE: standard error of the unstandardized coefficient.
\(^c\)β: standardized coefficient.
\(^d\)P value for the independent variable.
\(^e\)Adj: adjusted for the multiple regression model.
\(^f\)P value for the multiple regression model.

Perceptions of Using the Interaktor App

Overall

Although all patients were enthusiastic about contributing to the study and to the evaluation and development of the app, some patients noted that they did not recall using the app in detail. Analysis of the interviews resulted in three overarching categories: user friendliness, interaction with the health care professionals, and support for self-care.

User Friendliness

Nearly all patients stated that the app was easy to use and that it took little time to learn how to use it. Few experienced technical problems.

Reporting went quickly, and the app was described as a fast and comfortable way to get support and help. Most patients agreed that the app content was relevant and that the symptoms included in the app covered most symptoms they experienced during their treatment. Only some patients wanted to report symptoms that were not included in the app, such as headache and weight gain.

Symptom reporting was often described as more meaningful and interesting in the beginning when symptoms were new and there was a feeling of apprehension and insecurity of what the treatment would entail. When symptoms had become a fact of everyday life, reporting them via the app daily did not always feel necessary. A few patients described daily symptom reporting as something they perceived as a negative reminder of illness, especially during times when they felt alright.

It has been very easy and convenient….The app is easy to use….When you feel ill it is a security, but if you feel good it is a negative reminder that you are sick. [BI-10]

Remembering to report symptoms was sometimes perceived as difficult, particularly when patients felt well. Incorporating or establishing a routine around reporting facilitated recollection, as did the automatic reminder notifications, which were greatly
appreciated. Some patients requested the ability to adjust the reporting time according to personal preferences.

In the breast cancer group, daily reporting could sometimes be stressful and difficult, especially when they felt ill or lacked energy; nevertheless, most patients considered reporting to be more necessary at those times. Furthermore, memory impairment was often described as linked to the cognitive side effects of treatment and some mentioned that graphs were difficult to interpret because the text was too small. In the prostate cancer group, some patients did not notice or use the self-care advice, links, or graphs due to lack of experience with mobile apps or due to forgetfulness. Patients suffering from comorbidities that had symptoms similar to the questions included in the app perceived reporting as difficult to answer, given the available responses.

**Interaction With Health Care Professionals**

Reporting symptoms generated a feeling of having continuous contact with health care professionals. It also created feelings of being safe, monitored, acknowledged, involved, and cared for. Most patients described being called by a nurse after an alert in positive terms and said it decreased the need for contacting the oncological clinic through other channels. They said that it was a great benefit to not have to call, leave a message on the answering machine, be put on hold, or have to search for the right phone number. On a few occasions, patients were not contacted after alerts.

*I felt safe reporting every day….It was excellent….I noticed, before logging off, that I would be called…A huge security….Having the app and a continuous access to help has made me feel better. [BI-44]*

In the breast cancer group, some patients expressed that alerts should be monitored and responded to around the clock, and several wanted the possibility to choose themselves whether a nurse should call them. Some preferred calling health care professionals, especially when they felt very ill. A small number of patients in the breast cancer group perceived themselves as nagging or bothering the nurses when alerts were triggered.

Some patients indicated a wish to continue reporting after the trial period had ended. They described feelings of being alone when the treatment ended, and they no longer met their health care professionals regularly. At that time, the value of symptom reporting was perceived to increase.

The free text function was generally appreciated and was perceived as useful for reporting additional symptoms and information to the nurse.

**Support for Self-Care**

The patients perceived the app as supportive during their treatments and described symptom reporting in terms of diary keeping. Reporting symptoms encouraged and supported reflection on their well-being and made patients more aware of symptoms and what they should observe for.

A majority of the patients perceived the self-care advice as valuable, applicable, and informative, especially when a symptom first occurred. The self-care advice gave answers on how to perform self-care to relieve or manage symptoms for themselves. Reading the advice also gave them an idea of what was normal and what they should expect during treatment. There were requests to add more comprehensive information on psychological symptoms and dietary advice. The patients in the breast cancer group described the graphs as useful for comparing symptoms over time and detecting patterns in the symptoms related to the cytotoxic treatment intervals. This could facilitate the planning of activities and enable them to do things during days they felt well. The patients in the prostate cancer group often commented that the graphs enabled them to monitor their well-being by displaying when symptoms increased or decreased and also helped them discern that many days were trouble free.

It was said about the symptom history graphs—

*It was fun to see that it was getting better… and it trailed with how you perceived to be feeling. [PI-187]*

*I did not follow them….I want to move on….Now it is just forward ahead. [PI-143]*

The patients in the breast cancer group perceived the links as useful for gaining further or in-depth information and support. Patients in the prostate cancer group were more likely to describe the self-care advice, links, and graphs as superfluous when they experienced mild or less persistent symptoms.

**Discussion**

**Principal Results**

The findings of this study show that the app was largely used as intended and appreciated by patients undergoing treatment for breast cancer and prostate cancer. The app gave the patients a feeling of assurance by offering a convenient method to contact their health care professionals and the security of being monitored via the symptom reports. Furthermore, the app promoted self-care by facilitating self-monitoring and learning about symptoms.

In this study, adherence to daily symptom reporting in the app was 83%. This is high in comparison to a review [49] in which it was concluded that around half of participants in web-based health interventions for chronic conditions and lifestyle and mental health management adhered to the interventions. Plausible explanations for the high adherence to the Interaktor app are that the app was interactive and easily available on a smartphone or tablet when compared to a computer-based system. Previous research [49,50] shows that intervention characteristics such as intended usage frequency, updates, and persuasive design increase patients’ adherence to web-based interventions. Moreover, the app may reflect patients’ need for frequent, continuous contact with health care professionals during treatment for cancer [51].

Most patients perceived the content of the Interaktor app as relevant, and the fact that Interaktor was developed in collaboration with patients and health care professionals is likely to have contributed to this result. Two previous studies [21,26] of the Interaktor app among patients treated for cancer yielded results in line with this study, both in terms of adherence levels above 80% and interviews revealing that patients appreciate...
and perceive the app as supportive in their symptom management. There was a temporal aspect to how patients perceived using the app. At the beginning of treatment, when the situation was new or they experienced a new symptom, daily symptom reporting was considered especially meaningful. Later, as patients became more experienced and familiar with their symptoms, some noted a lower inclination to report each day. Also, patients commented that after some time, as they acquired general knowledge about the disease and treatment, they felt a desire for more individualized and in-depth information than that contained in the app.

The observation that memory impairment and feeling ill influenced engagement adversely contrasts with a study [52] that showed that increased use of a web-based symptom management system was predicted by higher levels of symptom distress among men with prostate cancer, and it may be of value to investigate the effect of symptom burden on app usage in future studies.

The interviews indicated that some patients with comorbidities felt the need to add clarifications to responses available in the self-assessment form by free text. This finding warrants further study, considering the expanding community with multiple conditions, and it contrasts somewhat from the findings of a study [52] that showed that increased use of the system was associated with the absence of comorbidities.

The findings described above are in line with a conceptual model where perceived credibility and personal relevance influence engagement [36]. This study accumulates existing evidence, which imply the need to develop cancer-supportive digital interventions that are interactive and tailored [53]. Tailoring can be performed by the individual patient before the intervention (pre-tailoring), by preference to promote autonomy (self-tailoring), and within-person as health status or needs evolve [54]. In future technological development of the app, it might be useful to integrate an option for the individual patient to add or exclude symptoms or concerns in the self-assessment component to make it more person-centered. Expanding the interactive features in Interaktor by adding or updating information as patients progress through treatment may also be a way to maintain and enhance patients' experience of personal relevance [36].

The adjusted $R^2$ values in the regression models in this study were low, indicating that none or only one predictor was correlated to each dependent variable. The only variable tested that predicted usage for both groups was age; higher age correlated to each dependent variable. The only variable tested was low, indicating that none or only one predictor was contributing to an understanding of how adherence can be promoted is starting to emerge [50,61,62]. However, a comparison of adherence levels between studies is debatable due to limited consistency in how adherence is reported [37,38]. The results of this study provide valuable knowledge, as it relates both to the patients’ actual usage versus intended use of the intervention and to how the patients thought about using it. The strength of this study consolidating investigations of two
distinct patient groups is somewhat limited as the two versions of Interaktor slightly differed. The prostate cancer version of the app was developed and clinically trialed before the planning of this study and did not have the function that automatically prompted reading of specific self-care advice based on symptom reports. It is also a limitation that the use of links and graphs were not logged. Both are, in a sense, reflective of a learning curve in innovation research and will be taken into consideration in forthcoming studies.

Conclusions

High patient engagement in the Interaktor app was achieved. Using the app promotes self-care by facilitating self-monitoring and timely advice. Furthermore, it provides assurance through continuous and convenient contact with health care professionals.

The study supports the notion that interactivity enhances patients’ feelings of personal relevance and thus increases engagement. The predictive ability of demographic variables differed between patient groups, but higher age and a higher educational level predicted higher usage of specific app functions for both patient groups.

Taken together, the findings suggest a role for the use of an interactive app, such as Interaktor, to promote patients’ participation in their care. The findings may have relevance for outpatients undergoing other cancer treatments associated with a risk of toxicities.
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Abstract

Background: Advances in mobile health (mHealth) technology have made it possible for patients and health care providers to monitor and track behavioral health symptoms in real time. Ideally, mHealth apps include both passive and interactive monitoring and demonstrate high levels of patient engagement. Digital phenotyping, the measurement of individual technology usage, provides insight into individual behaviors associated with mental health.

Objective: Researchers at a Veterans Affairs Medical Center and Cogito Corporation sought to explore the feasibility and acceptability of an mHealth app, the Cogito Companion.

Methods: A mixed methodological approach was used to investigate the feasibility and acceptability of the app. Veterans completed clinical interviews and self-report measures, at baseline and at a 3-month follow-up. During the data collection period, participants were provided access to the Cogito Companion smartphone app. The mobile app gathered passive and active behavioral health indicators. Data collected (eg, vocal features and digital phenotyping of everyday social signals) are analyzed in real time. Passive data collected include location via global positioning system (GPS), phone calls, and SMS text message metadata. Four primary model scores were identified as being predictive of the presence or absence of depression or posttraumatic stress disorder (PTSD). Veterans Affairs clinicians monitored a provider dashboard and conducted clinical outreach when indicated.

Results: Findings suggest that use of the Cogito Companion app was feasible and acceptable. Veterans (n=83) were interested in and used the app; however, active use declined over time. Nonetheless, data were passively collected, and outreach occurred throughout the study period. On the Client Satisfaction Questionnaire–8, 79% (53/67) of the sample reported scores demonstrating acceptability of the app (mean 26.2, SD 4.3). Many veterans reported liking specific app features (day-to-day monitoring) and the sense of connection they felt with the study clinicians who conducted outreach. Only a small percentage (4/67, 6%) reported concerns regarding personal privacy.

Conclusions: Feasibility and acceptability of the Cogito Corporation platform to monitor mental health symptoms, behaviors, and facilitate follow-up in a sample of veterans were supported. Clinically, platforms such as the Cogito Companion system may serve as useful methods to promote monitoring, thereby facilitating early identification of risk and mitigating negative psychiatric outcomes, such as suicide.

(J Med Internet Res 2020;22(8):e15506) doi:10.2196/15506
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Introduction

Mental health disorders are common, with 46.6 million United States (US) adults using mental health services in 2017 [1]. Approximately 2.1 million US individuals received Veterans Affairs mental health care between 2006 and 2010 [2]. Although not all veterans seek care at Veterans Health Administration facilities [3], one recent study [4], using data from the 2012-2014 National Survey on Drug Use and Health, found that 34% of veterans with any mental illness had received at least one form of mental health treatment in the preceding 12 months. Veterans commonly experience symptoms, such as those associated with posttraumatic stress, mood, and anxiety disorders. In the past, these symptoms have been monitored using self-report measures, which can yield unreliable and incomplete information [5].

Advances in smartphone technology, such as mobile health (mHealth) apps, provide the opportunity for continuous monitoring and tracking of mental health symptoms and behaviors [6-8]. The majority of individuals living in the US own and use smartphones [9], which increases the feasibility of using this technology to detect behavior change; mHealth apps which employ methods such as digital phenotyping can assist patients in adhering to treatment via self-monitoring, as well as assist health care providers in monitoring symptom progression outside of clinical visits. Ideally, such monitoring would occur in real time [7], and include subjective self-report of mental health symptoms, as well as objective behavioral data drawn from passive monitoring of an individual’s smartphone. Such behavioral data may be used to observe and track changes in functioning (eg, changes in social connectivity as indicated by text messaging patterns). Clinical outreach can then be initiated. Although the Department of Defense and Veterans Affairs have created and distributed mHealth apps for service members and veterans [10], these apps predominantly provide psychoeducation or facilitate coping strategies, but do not allow patients and health care providers to interactively track symptoms and behaviors in real time.

Cogito Corporation, in conjunction with the Defense Advance Research Project Agency of the Department of Defense, developed a secure, federally compliant mHealth smartphone app, the Cogito Companion, to collect and analyze passive data from the personal smartphones of participants. Data collected (eg, vocal features and digital phenotyping of everyday social signals) are analyzed in real time. Passive data collected include location via global positioning system (GPS) information, phone calls, and SMS text message metadata (including counts and frequency [11]). These data were transformed in Cogito’s proprietary algorithms to provide scores of behavior health indicators that can be shared directly with patients in the mobile app and with providers in real time via a clinical dashboard [11].

Initial data sets (civilians and veterans experiencing at least one symptom of depression or posttraumatic stress disorder) were used to create Cogito’s proprietary algorithms. Four primary model scores were identified as being predictive of the presence or absence of depression or posttraumatic stress disorder based on DSM-IV symptom criteria and included mood (indicative of a depressed mood almost every day), out-and-about (indicative of diminished interest or pleasure in activities), socially connected (indicative of avoidance of activities, places, and people), and energized (indicative of fatigue or loss of energy). Model scores ranged from 0 to 100, where a score of 100 indicated a low probability of the presence of the symptom, and 0 indicated a high probability of the presence of the symptom. While initial validity of the model scores and of the feasibility of implementing of the Cogito Companion system were demonstrated, further investigation of acceptability of this app to facilitate symptom monitoring in veterans was suggested [11].

The objective of this study was to evaluate whether veterans would be willing to download and use the app thereby allowing clinicians to monitor output from the app and provide outreach, if indicated. Such acceptability and feasibility data would yield important information for future implementation or efficacy studies in this population.

Methods

Study Design

A mixed methodological approach was used to test the feasibility and acceptability of the Cogito Companion system. Acceptability was defined as the perceived suitability of the intervention [12] and was measured by completion of a satisfaction questionnaire and with data from structured qualitative interviews. Acceptability was determined using a criterion defined a priori—more than 70% of the sample providing a score of 24 or higher on the Client Satisfaction Questionnaire–8 and responses to structure qualitative interviews. Feasibility [12] was defined as the ease of implementation of the app among veterans. Feasibility was descriptively measured based on ease of recruitment, rate of enrollment, and rate of attrition; and frequency of clinical outreach calls based on Cogito Companion model scores and responses to a self-reported suicide risk item on biweekly mental health surveys. Veterans’ use of the app was measured by in-app usage metrics and completion of a post-app user experience questionnaire.

Participants

Participants were US military veterans receiving or eligible to receive care at a mountain state Veterans Affairs Medical Center. Veterans were included if they were between the ages of 18 and 89, had an Android-based smartphone, were willing to use their personal data plan during the study, and were able to provide informed consent. Participants were excluded if they were participating in a conflicting interventional study at the local Veterans Affairs Medical Center. Participants were compensated for the baseline and follow-up visits and were provided monthly payments to offset smartphone data costs.

Procedures

Colorado Multiple Institutional Review Board approval was obtained. Data collection occurred between October 2016 and September 2018. During the baseline assessment, veterans completed clinical interviews and self-report questionnaires.
Study personnel also provided instructions on how to download the Cogito Companion app and answered any questions that arose during the download process. Participants were provided with an app user guide and were informed that the app would collect behavioral information from their smartphone to evaluate their mood, level of stress, and general well-being. They were told they could interact with the app by monitoring their own scores and by leaving audio recordings. App interaction also occurred via biweekly mental health surveys. A notification was displayed by the app when surveys became available. Resources regarding mental health, well-being, and safety were also embedded within the app. After 3 months, participants were contacted to complete an in-person or over-the-phone follow-up assessment and were instructed to uninstall the app. Follow-up assessments included clinical interviews and self-report questionnaires. Data from full measures are available upon request, as not all data is presented in this paper.

**Measures and Materials**

**Clinical Interviews and Assessments**

The Structured Clinical Interview for DSM-5 Disorders-Research Version [13] was used to assess current and lifetime psychiatric diagnoses. The Ohio State University Traumatic Brain Injury Identification Method [14], a valid and reliable structured clinical interview procedure, was used to obtain lifetime history of traumatic brain injury [14,15]. The Narrative Evaluation of Intervention Interview [16], a structured qualitative interview, was used to obtain feedback regarding the intervention. The Patient Health Questionnaire–9 [17], a 9-item self-report module from the Primary Care Evaluation of Mental Disorders diagnostic instrument, was used every 2 weeks to assess and monitor symptoms of depression: item 9 (ie, thoughts of being better off dead) was used to monitor ongoing suicide risk. The Client Satisfaction Questionnaire–8 [18], an 8-item questionnaire, was used to assess patient satisfaction with the intervention. Cogito’s Technology Assessment Survey was used to evaluate how likely participants would be to share data from this app with others, overall privacy perceptions, and the degree to which behaviors may have changed as a result of app use.

**Cogito Companion App**

Once downloaded, the Cogito Companion app (see Figure 1) was able to continuously collect passive data [11]. Model scores generated by the passive data were displayed daily after the first 7 days postdownload. Model scores for audio check-ins were available immediately after the recording was completed. These scores were also presented in a clinician dashboard for the study team to monitor. Clinical outreach occurred based on 3 primary model scores—socially connected, out-and-about, and energized—or if a response to biweekly Patient Health Questionnaire–9 item 9 (ie, thoughts of being better off dead) was a score of 2 or greater. Clinical outreach facilitated treatment with mental health providers within the Veterans Affairs Medical Center, as needed, if the veteran appeared to be at increased risk for suicide or struggling with risk factors associated with suicide risk. The audio check-in score was not used for clinical monitoring purposes.

**Data Analysis**

**Quantitative Analysis**

Sample characteristics and descriptive analyses were performed using SAS software (version 9.4; SAS Institute). Data are presented as counts, percentages, median, and range.

**Qualitative Analysis**

Qualitative interviews were analyzed for all participants who completed the 3-month follow-up visit. Investigators used a thematic analysis method [19] rooted in the qualitative descriptive approach [20]. Thematic analysis included six steps: (1) familiarization with the data by reading transcripts, (2) generation of initial codes, (3) identification of themes, (4) review of themes, (5) refinement of the themes, and (6) selection.
of quotes and examples. We ensured that data saturation [21] occurred, that is, that no new themes or new experiences with the app were noted. Furthermore, data adequacy [22] was achieved; themes that emerged were comprehensive and little to no variation was observed across interviews. All salient themes are presented below.

Scientific rigor was facilitated through a step-by-step approach to examining the interviews. Three investigators (LMB, KSY, SM), who were not affiliated with Cogito Companion, noted and shared their biases at the start of their coding process. At least two investigators reviewed each interview, noting themes, impressions and descriptive quotes on previously constructed coding sheets based on the structure of the qualitative interview (ie, description and evaluation of the app) [16]. Investigators met to review, document, and achieve consensus regarding common themes and identify illustrative quotes. Descriptive summaries of commonly observed themes were generated [20,23]. Themes of benefits, motivation to use the app, barriers experienced using the app, and general use of the app were noted.

Results

Baseline Sample Characteristics
Sample characteristics for the participants (N=83) are displayed in Table 1. Individuals in the sample were predominantly men (72/83, 86.7%), white (52/83, 62.7%), and had served in the Army (46/83, 55.4%).
Table 1. Baseline characteristics of the sample.

<table>
<thead>
<tr>
<th>Participant characteristics (N=83)</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (range(^a))</td>
<td>50 (24-76)</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>72 (87)</td>
</tr>
<tr>
<td>Female</td>
<td>11 (13)</td>
</tr>
<tr>
<td><strong>Race, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>52 (63)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>16 (19)</td>
</tr>
<tr>
<td>Multiracial</td>
<td>5 (6)</td>
</tr>
<tr>
<td>Other</td>
<td>10 (12)</td>
</tr>
<tr>
<td><strong>Military branch, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Army</td>
<td>46 (55)</td>
</tr>
<tr>
<td>Air Force</td>
<td>12 (15)</td>
</tr>
<tr>
<td>Navy</td>
<td>8 (10)</td>
</tr>
<tr>
<td>Marines</td>
<td>16 (19)</td>
</tr>
<tr>
<td>Multiple branches</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Rank at separation, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Enlisted</td>
<td>57 (69)</td>
</tr>
<tr>
<td>Noncommissioned officer</td>
<td>20 (24)</td>
</tr>
<tr>
<td>Officer</td>
<td>6 (7)</td>
</tr>
<tr>
<td><strong>Deployed, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>30 (36)</td>
</tr>
<tr>
<td>Yes</td>
<td>53 (64)</td>
</tr>
<tr>
<td><strong>Combat experience, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>42 (51)</td>
</tr>
<tr>
<td>Yes</td>
<td>41 (49)</td>
</tr>
<tr>
<td><strong>Marital status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>29 (35)</td>
</tr>
<tr>
<td>Single</td>
<td>20 (24)</td>
</tr>
<tr>
<td>Cohabitating</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Widowed</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Divorced or separated</td>
<td>26 (31)</td>
</tr>
<tr>
<td><strong>Employment status, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Full-time</td>
<td>23 (28)</td>
</tr>
<tr>
<td>Part-time</td>
<td>7 (8)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>30 (36)</td>
</tr>
<tr>
<td>Retired</td>
<td>22 (27)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1)</td>
</tr>
<tr>
<td><strong>Psychological disorders(^b), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Alcohol abuse</td>
<td>12 (15)</td>
</tr>
<tr>
<td>Major depressive disorder</td>
<td>14 (17)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder</td>
<td>20 (25)</td>
</tr>
<tr>
<td>Participant characteristics (N=83)</td>
<td>Value</td>
</tr>
<tr>
<td>----------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Substance abuse</td>
<td>9 (11)</td>
</tr>
<tr>
<td>Missing\textsuperscript{c}/none</td>
<td>28 (34)</td>
</tr>
</tbody>
</table>

**History of TBI, n (%)**

<p>| | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild only</td>
<td>48 (58)</td>
</tr>
<tr>
<td>Moderate to severe only</td>
<td>4 (5)</td>
</tr>
<tr>
<td>Mild and moderate to severe</td>
<td>9 (11)</td>
</tr>
<tr>
<td>None</td>
<td>22 (26)</td>
</tr>
<tr>
<td>Missing</td>
<td>1 (1)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Minimum to maximum.
\textsuperscript{b}N=82.
\textsuperscript{c}Data for 1 individual was missing.

**Feasibility**

A flowchart of study eligibility, enrollment, and completion is presented in Figure 2. Although many veterans expressed an interest in the study, about one-third (102/300, 34%) were ineligible because of smartphone or data plan related issues (eg, iPhone versus Android-based smartphone). Scheduling issues and difficulty contacting veterans had an impact on enrollment. Approximately 18% (36/198) of veterans who were eligible were not interested in participating; reasons for this were not collected. No feasibility issues regarding the app download process were observed. Veterans who participated in the 3-month follow-up (67/83, 81%) were asked to subjectively rate the frequency of their app use. These data are shown in Table 2. App interaction data over the course of the study (approximately 90 days) are shown in Figure 3.
Figure 2. Recruitment flow diagram.

300 Screened

102 were ineligible
93 did not have an Android-based smartphone
9 were participating in other interventional studies

198 Eligible

24 did not show to visit, unable to reschedule
36 were not interested
26 had scheduling issues
7 were unable to be contacted after initial screen

105 Enrolled

1 withdrew
2 smartphones were not compatible with app

83 Completed baseline visit and downloaded app (3-month app use data available)

67 Completed 3-month follow-up visit
Table 2. Cogito Companion app use over the 3-month study period.

<table>
<thead>
<tr>
<th>App action</th>
<th>Number of participants (N=83), n (%)</th>
<th>Number of times, median (range(^a))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clicked on the home screen</td>
<td>83 (100)</td>
<td>24 (1-191)</td>
</tr>
<tr>
<td>Clicked on the help screen</td>
<td>62 (75)</td>
<td>1 (1-9)</td>
</tr>
<tr>
<td>Clicked on a daily model score</td>
<td>81 (98)</td>
<td>9 (1-49)</td>
</tr>
<tr>
<td>Clicked on a survey</td>
<td>74 (89)</td>
<td>4 (1-41)</td>
</tr>
<tr>
<td>Clicked on an audio recording</td>
<td>74 (89)</td>
<td>6.5 (1-83)</td>
</tr>
<tr>
<td>First biweekly PHQ-9(^b) survey completed</td>
<td>54 (65)</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>Last biweekly PHQ-9 survey completed</td>
<td>39 (47)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

How often did you use the app?\(^d\)

- Never: 1 (2) N/A
- Occasionally: 17 (25) N/A
- Moderately: 24 (36) N/A
- Frequently/often: 25 (37) N/A

\(^a\)Minimum to maximum.
\(^b\)PHQ-9: Patient Health Questionnaire–9.
\(^c\)N/A: not applicable.
\(^d\)Question was administered at follow-up approximately 3 months postdownload. N=67.

Figure 3. Cogito Companion app engagement. Note: Active app use data is incomplete for the first 7 participants. All available data is displayed.
A potential limitation of app use was participant misunderstanding about which smartphone behaviors contributed to their model scores, though it is unclear whether this had an impact on app use. A veteran commented:

...the out-and-about and socially connected, I wasn’t sure about those two...I wasn’t comfortable with [the scores] only because I didn’t know.

Some participants noted that they did not know how frequently they should be answering surveys, leaving audio check-ins, and interacting with the app. Many participants recommended having additional notifications to complete surveys, complete check-ins, and for in-app feedback. Furthermore, some veterans believed scores could be intentionally influenced. With respect to the mood score derived in part from the audio check-in, one veteran stated:

...so if I try to sound like I’m in a good mood, like with a smile on my face...it can be manipulated.

Technology-related issues emerged as additional barriers to using the app. For example, challenges with wireless internet connectivity disrupted functionality (eg, delayed data transfer resulted in model scores not being calculated or updated). Some participants noted that the app was “buggy,” and scores were “erratic” which may have been due to limited connectivity, lack of SMS text messaging, or disabled GPS functions. Nonclinical study team members contacted 40 veterans to address these technological issues, with 40% (16/40) reporting resolution with one outreach. A system upgrade that disabled survey and audio check-in notifications temporarily had an impact on the participation of 15% (6/40) veterans.

Clinical team members contacted 42% (35/83) veterans over the course of the study either because of their item-9 response on the Patient Health Questionnaire–9 or because of an observable change in the model scores on the clinical dashboard. Approximately 26% (9/35) of the veterans who were contacted by clinical team members had endorsed suicidal ideation on the Patient Health Questionnaire–9. Clinical team members conducted risk assessments, reviewed safety plans, and facilitated outreach to the veteran’s primary mental health care provider. Approximately 30% (10/35) of the clinical contacts were due to observable changes in the model scores; 17% (6/35) reported experiencing increase in posttraumatic stress disorder symptoms or reported psychosocial stressors such as difficulty finding employment or difficulties in relationships, approximately 25% (9/35) veterans reported feeling “fine” and “great,” and the remainder (5/35, 14%) reported physical health issues (eg, colds, postoperative recovery status, or pain) impacting changes in their activities and use of their phone. The remaining clinical contacts (15/35, 43%) were because of missing scores. In such cases, participants required further operational support such as password resets, or instructions to turn on notifications or allowances specific to the app (eg, GPS).

Acceptability

Results from the Client Satisfaction Questionnaire–8 suggest that about half of veterans (34/67, 51%) enjoyed using the app a lot, 45% (30/67) enjoyed using the app a little, and 4% (3/67) did not enjoy using the app at all. Many described the convenience and accessibility of using the app, noting:

I could just do it at my own leisure.
...it was easily accessible...

It was on your phone, you carry your phone everywhere, that was the biggest thing.

More than half (35/67, 52%) of the veterans reported liking the audio check-in feature; 34% (23/67) reported liking the feature of reviewing past scores on the Cogito Technology Assessment Survey. Veterans identified these features as useful “tool[s]” for monitoring daily activity and stress and building self-awareness. A veteran stated:

It made me monitor my stress level, my attitude...monitored my stress and my everyday activities and everything that I do.

Many participants identified the audio check-in feature of the app as the primary way they monitored their day. One participant said:

It made me conscientious about how I’m feeling.

Several veterans referred to the audio check-in as a “diary,” with one veteran stating:

Describing my day, I guess it gave me maybe a rehash of the day and I was able to kind of work through the bad days and stuff, and even on good days I’d even say “hey, it was a good day!” Cool you can have good days.

Veterans commented that the audio check-in feature allowed them to “vent” about their day, without concern of others listening to their expressed thoughts.

Approximately 33% (22/67) of the participant liked the out-and-about app feature. One veteran used these scores to help create change:

...location, moving around and like how physical you are. Coming into contact with others...I was a person that didn’t want to be bothered with nobody...I liked to isolate myself...but you know, now I see that I’m more out-and-about, I’m in contact with lots of other people, I’m in this arena football league.

Fewer veterans endorsed liking the socially connected feature (18/67, 27%). A small subset discussed how this model score increased awareness of a lack of social connection. One veteran stated:

[The app] makes you think if you haven’t gone out with your friends or socialized in a week or two just makes you think “hey, it’s been awhile, maybe I should go out and do something.”

Other veterans discussed the sense of connection and caring they felt with study clinicians who monitored the clinician dashboard. One participant who was the recipient of a clinical outreach during the study expressed:
In other stuff... anytime I reached out before, it was like I was reaching out to a robot... And then, I am using this app instead and I am answering questions and I started getting phone calls and getting help. After I would answer the survey questions from the Companion app and someone would call me to check in on me. At first, I thought that was odd but then I thought that was kinda cool. I actually liked that.

Slightly less than five percent (3/67, 4%) of the veterans reported not liking the app. Moreover, qualitative data suggest that a small subset of participants felt neutral about the app. Many of the participants who expressed neutrality noted its potential utility for different populations, such as those struggling with more severe symptoms of posttraumatic stress disorder, depression, or those at increased risk for suicide. Furthermore, some participants noted the belief that individuals who are more “tech savvy” may reap great benefit.

Very few participants felt that the app violated their personal privacy (4/67, 6%). Nonetheless, qualitatively, a small number of participants shared privacy and monitoring concerns. One veteran stated:

I feel like I’m being monitored, my emotions or how I feel or what I’m doing... when I’m out and about you know like it follow me. I feel like I’m being spied on, but I know I’m not.

A small group of veterans believed that the study team was listening to the recordings, as one veteran noted:

I felt that I had to be careful about what I said or how I said it.

This hesitancy may have had an effect on the frequency and types of messages they recorded. This theme tended to emerge for participants who either expressed a lack of understanding of the app or the technology embedded within the app at the 3-month follow-up visit, or who shared larger concerns regarding privacy and the government on whole.

**Discussion**

**Principal Findings**

The feasibility of implementing the Cogito Companion app and system was evaluated via willingness of veterans to download and use the app; thereby facilitating tracking and outreach by study clinicians. Veterans were willing to enroll in this study, download the app, and keep the app on their phone for the 3-month study period. Participants varied in terms of their interaction with app features. That is, some participants were highly interactive with the app, checking their own model scores, leaving audio check-ins, and completing biweekly surveys. Other participants were not as interactive, leaving audio check-ins or completing surveys only. Another subset had minimal interaction with the app. Overall, we found that the highest active use of the app by veterans occurred in the first 2 weeks, with a decline in interaction over the course of the study. This finding is comparable to other studies that have found that mHealth app use declines over time [24,25]. This pattern has also been seen in mental health interventions, where treatment engagement declines over time [26,27]. Thus, continued investigation into maintaining patient engagement should be considered. Future studies will benefit from examining the integration of gamification techniques or leveraging intrinsic motivation principles to increase the duration of engagement with the app while maintaining successful clinical outcomes.

As noted above, active engagement declined over time; however, clinical tracking of the passive data and biweekly surveys were the unique and important features of this app. Feasibility of daily clinical monitoring was supported. Clinical outreach for approximately 40% (35/83) of the total sample occurred. Of these clinical contacts, one-third (10/35, 29%) were contacted due to changes in the passive data model scores. Frequently, the passive data signaled changes in physical health, psychological functioning or psychosocial stressors (e.g., job, relationships, etc.). The identification of possible suicide risk via biweekly Patient Health Questionnaire–9 survey responses was another primary reason for clinical contacts.

Acceptability was determined by veteran self-report and qualitative interview at the end of the 3-month study period. Veterans in this study reported overall satisfaction with the Cogito Companion app, demonstrating acceptability. That is, the scores on the Client Satisfaction Questionnaire–8 were above the cutoff indicative of acceptability of the app. At the end of the study about half of the sample (34/67, 51%) reported enjoying the app a lot. Qualitative interviews yielded specific feedback regarding features of the app and level of interaction with the app. Some veterans found completing self-assessments and monitoring their day-to-day symptoms and overall mood to be useful. This is consistent with prior literature that found that patients receiving mental health services were open to monitoring their health via their smartphones [28,29]. Such monitoring may provide an innovative way to improve access to care or to facilitate measurement-based care [30]. Veterans reported finding other app features such as the out-and-about and socially connected scores to be less useful. Research examining which subset of veterans liked or disliked these model scores is needed.

Qualitative feedback provided by the veterans did not indicate a need to significantly modify app features. On the other hand, veterans endorsed wanting a clearer understanding of how the app model scores were obtained. Future studies will benefit from integrating real-time feedback and helpful definitions within the app to properly orient users across the entire duration of app use. Although the study team expected some effect on clinical contacts, one-third (10/35, 29%) were contacted approximately 40% (35/83) of the total sample occurred. Of these clinical contacts, one-third (10/35, 29%) were contacted due to changes in the passive data model scores. Frequently, the passive data signaled changes in physical health, psychological functioning or psychosocial stressors (e.g., job, relationships, etc.). The identification of possible suicide risk via biweekly Patient Health Questionnaire–9 survey responses was another primary reason for clinical contacts.

**Discussion**

**Principal Findings**

The feasibility of implementing the Cogito Companion app and system was evaluated via willingness of veterans to download and use the app; thereby facilitating tracking and outreach by study clinicians. Veterans were willing to enroll in this study, download the app, and keep the app on their phone for the 3-month study period. Participants varied in terms of their interaction with app features. That is, some participants were highly interactive with the app, checking their own model scores, leaving audio check-ins, and completing biweekly surveys. Other participants were not as interactive, leaving audio check-ins or completing surveys only. Another subset had minimal interaction with the app. Overall, we found that the highest active use of the app by veterans occurred in the first 2 weeks, with a decline in interaction over the course of the study. This finding is comparable to other studies that have found that mHealth app use declines over time [24,25]. This pattern has also been seen in mental health interventions, where treatment engagement declines over time [26,27]. Thus, continued investigation into maintaining patient engagement should be considered. Future studies will benefit from examining the integration of gamification techniques or leveraging intrinsic motivation principles to increase the duration of engagement with the app while maintaining successful clinical outcomes.

As noted above, active engagement declined over time; however, clinical tracking of the passive data and biweekly surveys were the unique and important features of this app. Feasibility of daily clinical monitoring was supported. Clinical outreach for approximately 40% (35/83) of the total sample occurred. Of these clinical contacts, one-third (10/35, 29%) were contacted due to changes in the passive data model scores. Frequently, the passive data signaled changes in physical health, psychological functioning or psychosocial stressors (e.g., job, relationships, etc.). The identification of possible suicide risk via biweekly Patient Health Questionnaire–9 survey responses was another primary reason for clinical contacts.

Acceptability was determined by veteran self-report and qualitative interview at the end of the 3-month study period. Veterans in this study reported overall satisfaction with the Cogito Companion app, demonstrating acceptability. That is, the scores on the Client Satisfaction Questionnaire–8 were above the cutoff indicative of acceptability of the app. At the end of the study about half of the sample (34/67, 51%) reported enjoying the app a lot. Qualitative interviews yielded specific feedback regarding features of the app and level of interaction with the app. Some veterans found completing self-assessments and monitoring their day-to-day symptoms and overall mood to be useful. This is consistent with prior literature that found that patients receiving mental health services were open to monitoring their health via their smartphones [28,29]. Such monitoring may provide an innovative way to improve access to care or to facilitate measurement-based care [30]. Veterans reported finding other app features such as the out-and-about and socially connected scores to be less useful. Research examining which subset of veterans liked or disliked these model scores is needed.

Qualitative feedback provided by the veterans did not indicate a need to significantly modify app features. On the other hand, veterans endorsed wanting a clearer understanding of how the app model scores were obtained. Future studies will benefit from integrating real-time feedback and helpful definitions within the app to properly orient users across the entire duration of app use. Although the study team expected some effect on clinical contacts, one-third (10/35, 29%) were contacted approximately 40% (35/83) of the total sample occurred. Of these clinical contacts, one-third (10/35, 29%) were contacted due to changes in the passive data model scores. Frequently, the passive data signaled changes in physical health, psychological functioning or psychosocial stressors (e.g., job, relationships, etc.). The identification of possible suicide risk via biweekly Patient Health Questionnaire–9 survey responses was another primary reason for clinical contacts.

A subset of veterans reported liking a sense of connection to providers conducting outreach calls. Many mHealth apps have primarily passive functions, such as providing psychoeducation and self-management tools and coping strategies. The Cogito Companion app extends these functions by including daily clinical monitoring was supported. Clinical outreach for approximately 40% (35/83) of the total sample occurred. Of these clinical contacts, one-third (10/35, 29%) were contacted due to changes in the passive data model scores. Frequently, the passive data signaled changes in physical health, psychological functioning or psychosocial stressors (e.g., job, relationships, etc.). The identification of possible suicide risk via biweekly Patient Health Questionnaire–9 survey responses was another primary reason for clinical contacts.

**Discussion**

**Principal Findings**

The feasibility of implementing the Cogito Companion app and system was evaluated via willingness of veterans to download and use the app; thereby facilitating tracking and outreach by study clinicians. Veterans were willing to enroll in this study, download the app, and keep the app on their phone for the 3-month study period. Participants varied in terms of their interaction with app features. That is, some participants were highly interactive with the app, checking their own model scores, leaving audio check-ins, and completing biweekly surveys. Other participants were not as interactive, leaving audio check-ins or completing surveys only. Another subset had minimal interaction with the app. Overall, we found that the highest active use of the app by veterans occurred in the first 2 weeks, with a decline in interaction over the course of the study. This finding is comparable to other studies that have found that mHealth app use declines over time [24,25]. This pattern has also been seen in mental health interventions, where treatment engagement declines over time [26,27]. Thus, continued
organizations may be an acceptable way for health care providers to facilitate consistent and caring clinical contacts with their patients.

Even veterans who reported a limited benefit from participation with the app acknowledged the impact such technology may have for at-risk populations. Whereas this study had an inclusive recruitment approach, future studies may wish to study the acceptability, feasibility, and efficacy of mHealth apps such as the Cogito Companion in specific populations. High-risk, chronically health-challenged, or rural-dwelling individuals may derive benefits from such apps. Future investigations of mHealth apps will benefit from clinical trials to establish rigorous and validated mHealth apps among diverse populations.

Limitations

A few feasibility limitations that were noted were related to technological matters. At the time of this study, the Cogito Companion system was compatible with Android-based smartphones only, which did not permit enrollment of iPhone users. Although it is not expected that differences would be observed between Android-based smartphone and iPhone users, future research may want to ensure that the app is compatible with all smartphone platform types ensuring generalizability. Other limitations included disruption of use due to app upgrades and interruptions in internet connectivity. While technological limitations are expected for any mHealth app, future investigations should account for these issues and take steps to minimize disruptions. Another technological limitation may be the app’s reliance on participant use of text messaging as a necessary variable to populate specific model scores (ie, socially connected and energized). It could be that some veterans do not use SMS text messaging to communicate with family and friends. In fact, a survey on mobile messaging and social media found that 36% of smartphone users communicate via messaging apps separate from SMS text messaging [31]. This same survey report showed that these types of messaging apps are most popular among those aged 18 to 29 years. If veterans in this study used other social media modalities to communicate (such as Facebook Messenger, Snapchat, WhatsApp, etc), data would not be collected or recorded on the Cogito Companion app nor observed in the clinical dashboard. As a result, passive model score tracking for both the veteran and the clinician may have been less useful and less reflective of daily functioning.

Conclusions

Feasibility and acceptability of a smartphone app to monitor mental health symptoms, behaviors, and follow-up were generally supported. Veterans reported that the app was generally convenient and easy to use. Benefits of use included an improved sense of self-awareness, motivation to increase activity and engagement, and enhanced sense of connection with care providers. Technological improvements and a reduction of technological barriers are needed to ensure continued use. The use of mHealth apps such as the Cogito Companion app may provide an accessible and portable way for patients to track symptoms or behaviors and share changes with providers.
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Abstract

Background: Inappropriate asthma control reduces quality of life and causes increased exacerbations. Mobile health (mHealth) employs information and communication technology for surveying health-related issues.

Objective: This noninterventional, observational study assessed current real-world asthma control levels among Japanese patients with asthma and cough variant asthma (CVA) using the Zensoku-Log app.

Methods: We developed the app using the ResearchKit platform and conducted a mobile-based, self-reporting, observational survey among patients with asthma and CVA. The app was downloaded 7855 times between February 2016 and February 2018, and enabled collection of data on symptoms, comorbidities, quality of life, medications, asthma control, and adherence.

Results: Of the 1744 eligible participants (median age 33 years; range 20-74 years; male-to-female ratio 38.7:61.3), 50.97% (889/1744) reported unscheduled visits, 62.84% (1096/1744) reported regularly scheduled visits, 23.14% (402/1737) smoked, and 40.75% (705/1730) had pets. In addition, 91.89% (1598/1739) of participants had atopic predisposition, including allergic rhinitis and atopic dermatitis. Daily inhaled corticosteroid and oral corticosteroid treatment had been prescribed for 89.45% (1552/1735) and 22.07% (383/1735) of participants, respectively. Although an asthma control questionnaire demonstrated poor asthma control in 58.48% (1010/1727), a leukotriene receptor antagonist, theophylline, and a long-acting muscarinic antagonist had been prescribed for only 30.66% (532/1735), 15.91% (276/1735), and 4.38% (76/1735), respectively. The Adherence Starts with Knowledge 12 total score was 29. In the 421 participants who repeated the questionnaire, asthma control increased significantly between the initial and last rounds (P=.002).

Conclusions: Users of this mHealth app in Japan had poorly controlled asthma and may need more treatment for asthma and their comorbidities. Repeated app users demonstrated improved asthma control.

Trial Registration: UMIN Clinical Trial Registry UMIN000021043; https://upload.umin.ac.jp/cgi-open-bin/ctr_e/ctr_view.cgi?recptno=R000023913.

(J Med Internet Res 2020;22(8):e19006) doi:10.2196/19006
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**Introduction**

**Asthma**

Asthma is one of the most common chronic diseases that poses a serious global health problem; it affects around 334 million people worldwide and its prevalence is increasing every year [1]. In Japanese adults, asthma prevalence has increased from about 1% to 6%-10% since the 1960s [2]. Although regular follow-up is recommended for patients with asthma, adherence to asthma treatment guidelines is generally poor in many countries [3-6]. As a result of poor adherence, appropriate asthma control is not achieved, which contributes to reduced quality of life and depressive symptoms, and causes sleeplessness, daytime fatigue, and school and work absenteeism as well as an increased number of exacerbations [7-9]. Previous reports have shown that adherence to asthma medication regimens tends to be not so good in Japanese patients with asthma, even though they are under specialist care for their asthma [10-13]. These data suggest that for many Japanese patients, asthma remains poorly controlled, despite the availability of nationally promoted standards and improved agents for asthma treatment.

**Mobile Health App**

Mobile health (mHealth) involves the use of information and communication technology to improve the understanding of health care and is superseding previous forms of surveys, including traditional postal mail, telephone, and web page–based surveys [14,15]. Smartphones, which are used by around 40%-60% people in Japan, are used to collect real-world data directly from patients, which has been shown to be both cost-effective and fast [16-19]. mHealth research apps are often based on the ResearchKit platform of Medical Logue, Inc. The Zensoku-Log app was released on February 16, 2016, through the Apple App Store in Japan for iPhone 6, iPhone 6 Plus, iPhone 6s, and iPhone 6s Plus (Apple Inc.). Upon downloading and opening the app, participants had to view all informed consent screens and read about the risks and benefits of participating in the study and their right to withdraw from participation. During the electronic informed consent process, participants agreed to share data with the understanding that their personally identifiable information would be collected; they were also provided with an option for Consent withdrawal in the app that will allow them to withdraw from the study at any time without having to provide reasons. Once they consented to participate, they answered questions related to eligibility screening (age 20 years or older with physician-diagnosed asthma or CVA) and questions to confirm the certainty of their diagnosis of asthma or CVA (Multimedia Appendix 1).

This study was reviewed and approved by the Juntendo University Research Ethics Committee (Tokyo, Japan), and was registered in the UMIN Clinical Trial Registry (UMIN000021043) on February 16, 2016 (http://www.umin.ac.jp/). The app recorded all data collected for this study through a set of web services for data storage and security developed and operated by C2, Inc.

We conducted this mobile-based, self-reporting, observational survey of patients with asthma in Japan between February 2016 and February 2018. The Zensoku-Log app was downloaded 6491 times within 2 weeks of its launch and was downloaded 7855 times overall during the study period. Of the users who downloaded the app, 1813 consented to participate in the study and agreed to share their data; however, 69 users were excluded (17 had input incorrect information and 52 were not diagnosed as having asthma or CVA). The remaining 1744 participants completed the Question 1 (Q1) and Question 2 (Q2) sections of the survey questionnaire (Figure 1A and Multimedia Appendix 1).
Study Survey Design

We were unable to use certain standard validated questionnaires and quality of life surveys for patients with asthma directly in this study due to licensing constraints. Therefore, our asthma specialists developed a survey questionnaire by incorporating the general content used by validated survey instruments. Our survey questionnaire evaluated characteristics, including medical history, complications, familial atopic predisposition, social history, asthma trigger, and symptoms, in Q1 and Q2, asthma medications in the Question 3 (Q3) section, adherence to asthma medication in the Question 4 (Q4) section, and asthma control in the Question 5 (Q5) section (Multimedia Appendix 1). After the included participants (N=1744) initially answered Q1, 1744, 1735, 1685, and 1727 participants completed Q2, Q3, Q4, and Q5, respectively (Figure 1A). Furthermore, the Zensoku-Log
The app could collect user locations (latitude/longitude) and atmospheric pressure optionally at any time using the device’s global positioning system. After the first survey, users were able to repeat their answers in Q4 and Q5 optionally.

**Monthly Questionnaire for Assessing Asthma Control**

The monthly Mobile Asthma Control Questionnaire (MACQ) in Q5 was created based on the Asthma Control Test and assessment of asthma symptom control section in the Global Initiative for Asthma guidelines [24-26]. The MACQ survey is a patient-completed questionnaire with 5 items that assess daytime asthma symptoms, nocturnal symptoms, activity limitations due to asthma, use of rescue medications, and asthma attack (Multimedia Appendices 1 and 2). A total of 4 items included 3 response options, corresponding to a 3-point system, and 1 item for asthma attack included 2 response options, as indicated in Multimedia Appendix 2. The score to be validated in this study is called the MACQ score, which was computed by summing all these 5 items to yield a score ranging from 5 to 15. An MACQ score of 15, a score of 13 or 14, and a score of less than 13 were defined as total control, well control, and poor control of asthma, respectively.

**Adherence Starts With Knowledge 12 (ASK-12)**

The Adherence Starts with Knowledge 12 (ASK-12) questionnaire for Japanese adults with asthma was used for assessing adherence to asthma medication in our app [10,27,28]. For each item of the ASK-12 questionnaire, participants were asked to rate their potential barriers to medication adherence using a 5-point scale (all items are listed in Multimedia Appendix 1). For items 1-3 and 8-12, higher scores indicated stronger barriers to adherence. Items 4-7 were reverse-scored so that their final scores were in the same direction as those of the other 8 items. The ASK-12 total score was computed by summing all 12 items. The total barrier count (TBC) was developed as a simplified scoring approach [27,29]. To compute the TBC, the response to each item was dichotomized, with some sections (responses) in the 1-5 scale indicating no barrier “0”, and the remaining sections (responses) indicating a barrier “1” [27]. The ASK-12 questionnaire total score and the TBC score have a possible range of 12-60 and 0-12, respectively, with higher scores representing stronger barriers to adherence.

**Statistical Analysis**

Sample normality was examined using the D’Agostino–Pearson test. Differences in parameters between populations were analyzed for significance using the Wilcoxon rank-sum test. To assess correlations between variables, Spearman rank correlation coefficient was used, where appropriate. Differences were statistically significant when $P$ values were .05 or less. Statistical analyses were performed in Graph Pad Prism software (version 6; GraphPad Software, Inc.).

**Results**

### Clinical and Demographic Characteristics

A total of 1624 patients with physician-diagnosed asthma and 120 patients with physician-diagnosed CVA were enrolled in this study. The baseline characteristics of eligible patients are summarized in Table 1 and the geographic distribution of the study participants is shown in Figure 1B (n=1440). The male-to-female ratio was 38.7:61.3, the median age was 33 years (range 20-74 years), and the median duration of asthma was 15 years (range 0-57 years). The age distribution demonstrated that the study participants were predominantly a younger population (Figure 1C). As much as 91.89% (1598/1739) of individuals remained after exclusion of those who did not respond definitively to the question related to atopy (ie, these individuals selected “Not sure”) and these individuals had some form of atopic predisposition (Table 1 and Multimedia Appendix 1). The familial predisposition to atopic disorders included asthma, allergic rhinitis, atopic dermatitis, urticaria, hay fever, food allergy, and drug allergy (Table 1 and Multimedia Appendix 3) and 88.30% (1532/1735) of participants had some form of familial atopic predisposition (Table 1 and Multimedia Appendix 1).

The patients’ clinical characteristics (Multimedia Appendix 4) showed that 50.97% (889/1744) and 33.03% (576/1744) of the 1744 participants had unscheduled visits and were absent from school or work for asthma symptoms, respectively, even though 62.84% (1096/1744) of participants attended regularly scheduled visits. Overall, 99.43% (1734/1744) of participants reported that their asthma symptoms could be stimulated by a trigger, including house dust, common cold, cold air, and so on (Figure 1D). Moreover, Table 1 shows that 23.14% (402/1737) and 40.75% (705/1730) of participants were current smokers and had pets, respectively. These data suggest that the Zensoku-Log users were patients with poorly controlled asthma which resulted from exposure to environmental factors.
Table 1. Demographic characteristics of Zensoku-Log users.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diagnosis of asthma, n/N (%)</td>
<td>1624/1744 (93.12)</td>
</tr>
<tr>
<td>Diagnosis of cough variant asthma, n/N (%)</td>
<td>120/1744 (6.88)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male, n/N (%)</td>
<td>675/1744 (38.70)</td>
</tr>
<tr>
<td>Female, n/N (%)</td>
<td>1069/1744 (61.30)</td>
</tr>
<tr>
<td><strong>Age (year), median (range)</strong></td>
<td>33 (20-74)</td>
</tr>
<tr>
<td><strong>Body height (m), median (range)</strong></td>
<td>162 (140-196)</td>
</tr>
<tr>
<td><strong>Body weight (kg), median (range)</strong></td>
<td>60 (32-135)</td>
</tr>
<tr>
<td>BMI (kg/m²), median (range)</td>
<td>22.5 (12.7-49.9)</td>
</tr>
<tr>
<td><strong>Age at asthma onset (year), median (range)</strong></td>
<td>15 (0-61)</td>
</tr>
<tr>
<td><strong>Duration of asthma (year), median (range)</strong></td>
<td>15 (0-57)</td>
</tr>
<tr>
<td><strong>Number of remissions of asthma symptoms, n/N (%)</strong></td>
<td>571/1580 (36.14)</td>
</tr>
<tr>
<td><strong>Duration in remission (year), median (range)</strong></td>
<td>8 (1-43)</td>
</tr>
<tr>
<td><strong>Smoking history status (never/ex/current)</strong></td>
<td></td>
</tr>
<tr>
<td>Never, n/N (%)</td>
<td>955/1737 (54.98)</td>
</tr>
<tr>
<td>Ex-smoker, n/N (%)</td>
<td>380/1737 (21.88)</td>
</tr>
<tr>
<td>Current, n/N (%)</td>
<td>402/1737 (23.14)</td>
</tr>
<tr>
<td><strong>Smoking history (pack-year), median (range)</strong></td>
<td>7.5 (0.1-105)</td>
</tr>
<tr>
<td><strong>Having animals or birds as pets, n/N (%)</strong></td>
<td>705/1730 (40.75)</td>
</tr>
<tr>
<td>Atopic predisposition, n/N (%)</td>
<td>1598/1739 (91.89)</td>
</tr>
<tr>
<td>Familial atopic predisposition, n/N (%)</td>
<td>1532/1735 (88.30)</td>
</tr>
</tbody>
</table>

aN=1737.  
N=1682.  
cN=1675.  
dN=406.  
eN=750.

Comorbidity

Our data demonstrated that 75.29% (1313/1744) of participants with asthma reported that they suffered from allergic rhinitis (Table 2). Patients with allergic rhinitis usually also have allergic conjunctivitis, and atopic eczema frequently precedes allergic rhinitis. In this survey, 91.89% (1598/1739) of participants with asthma reported that they have a predisposition to atopic disorders (ie, allergic rhinitis, atopic dermatitis, urticaria, allergic conjunctivitis, hay fever, and certain drug-induced reactions; Tables 1 and 2). Among our participants with asthma, 8.20% (143/1744) and 1.32% (23/1744) had aspirin-exacerbated respiratory disease and allergic bronchopulmonary mycoses, respectively (Table 2). Although over half of participants had some symptoms of gastroesophageal reflux (GER), including heartburn and burping, only 20.30% (354/1744) of participants actually suffered from GER and gastroesophageal reflux disease (GERD; Table 2 and Multimedia Appendix 5). These data suggest that Zensoku-Log users require treatment of their comorbidities.
Table 2. Comorbidities (N=1744).

<table>
<thead>
<tr>
<th>Comorbidities</th>
<th>n</th>
<th>(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aspirin-exacerbated respiratory disease</td>
<td>143</td>
<td>(8.20)</td>
</tr>
<tr>
<td>Allergic rhinitis</td>
<td>1313</td>
<td>(75.29)</td>
</tr>
<tr>
<td>Chronic sinusitis</td>
<td>363</td>
<td>(20.81)</td>
</tr>
<tr>
<td>Nasal polyp</td>
<td>98</td>
<td>(5.62)</td>
</tr>
<tr>
<td>Atopic dermatitis</td>
<td>554</td>
<td>(31.77)</td>
</tr>
<tr>
<td>Urticaria</td>
<td>546</td>
<td>(31.31)</td>
</tr>
<tr>
<td>Allergic conjunctivitis</td>
<td>614</td>
<td>(35.21)</td>
</tr>
<tr>
<td>Pollen hay fever</td>
<td>1039</td>
<td>(59.58)</td>
</tr>
<tr>
<td>Food allergy</td>
<td>520</td>
<td>(29.82)</td>
</tr>
<tr>
<td>Drug allergy</td>
<td>307</td>
<td>(17.60)</td>
</tr>
<tr>
<td>Allergic bronchopulmonary aspergillosis or allergic bronchopulmonary mycoses</td>
<td>23</td>
<td>(1.32)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease or emphysema</td>
<td>31</td>
<td>(1.78)</td>
</tr>
<tr>
<td>Bronchial ectasia</td>
<td>65</td>
<td>(3.73)</td>
</tr>
<tr>
<td>Gastroesophageal reflux disease or gastroesophageal reflux</td>
<td>354</td>
<td>(20.30)</td>
</tr>
<tr>
<td>Sleep apnea syndrome</td>
<td>255</td>
<td>(14.62)</td>
</tr>
<tr>
<td>Depression or autism</td>
<td>277</td>
<td>(15.88)</td>
</tr>
<tr>
<td>History of pneumonia</td>
<td>507</td>
<td>(29.07)</td>
</tr>
<tr>
<td>History of tuberculosis</td>
<td>21</td>
<td>(1.20)</td>
</tr>
<tr>
<td>Interstitial pneumoniae</td>
<td>18</td>
<td>(1.03)</td>
</tr>
<tr>
<td>Lung cancer</td>
<td>1</td>
<td>(0.06)</td>
</tr>
</tbody>
</table>

**Asthma Medications**

In the asthma treatment section, 1735 participants completed the questionnaire. A daily inhaled corticosteroid (ICS) had been prescribed as asthma controller medicine for 89.45% (1552/1735) of participants and for all excluded individuals (n=1552) that did not respond to this questionnaire (Table 3). Although a daily oral corticosteroid had been prescribed for 22.07% (383/1735) of participants, a leukotriene receptor antagonist, theophylline, and a long-acting muscarinic antagonist had been prescribed for only 30.66% (532/1735), 15.91% (276/1735), and 4.38% (76/1735) of the participants, respectively (Table 3). These results, taken together with demographic and clinical characteristics shown in Table 1 and Multimedia Appendix 4, suggest that Zensoku-Log users were patients with poorly controlled asthma who require more treatment for asthma control.
Table 3. Asthma treatments (N=1735).

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oral corticosteroids, n (%)</td>
<td>383 (22.07)</td>
</tr>
<tr>
<td>ICS, n (%)</td>
<td>1552 (89.45)</td>
</tr>
<tr>
<td>Daily dose of ICS (FP&lt;sup&gt;b&lt;/sup&gt; equivalent dose, µg), median (range)&lt;sup&gt;c&lt;/sup&gt;</td>
<td>500 (50-2500)</td>
</tr>
<tr>
<td>ICS/LABA&lt;sup&gt;d&lt;/sup&gt; combination products, n (%)</td>
<td>1298 (74.81)</td>
</tr>
<tr>
<td>Single-agent ICS products, n (%)</td>
<td>293 (16.89)</td>
</tr>
<tr>
<td>Tulobuterol tape, n (%)</td>
<td>320 (18.44)</td>
</tr>
<tr>
<td>Leukotriene receptor antagonist, n (%)</td>
<td>532 (30.66)</td>
</tr>
<tr>
<td>Theophylline, n (%)</td>
<td>276 (15.91)</td>
</tr>
<tr>
<td>Long-acting muscarinic antagonist, n (%)</td>
<td>76 (4.38)</td>
</tr>
<tr>
<td>Disodium cromoglycate, n (%)</td>
<td>78 (4.50)</td>
</tr>
<tr>
<td>Omalizumab, n (%)</td>
<td>26 (1.50)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICS: inhaled corticosteroid.<br><sup>b</sup>FP: fluticasone propionate.<br><sup>c</sup>N=1216.<br><sup>d</sup>LABA: long-acting β adrenoceptor agonist.

### Asthma Control

A total of 1727 participants initially answered the Q5 section (asthma control section) of the questionnaire; of these, 1159 (67.11%) participants reported that they experienced good asthma control (Multimedia Appendix 6). However, over half of participants had some symptoms related to asthma or rhinitis and 58.48% (1010/1727) of participants had poor asthma control during the 4 weeks before scoring the MACQ survey (Figure 1E and Multimedia Appendix 6). Table 4 shows the number of each type of response for each item in the MACQ survey; the left column in Figure 1E demonstrates that 28.26% (488/1727) of participants were under complete and total control (Table 4 and Figure 1E). In the 421 participants who repeated the MACQ survey, the MACQ score for the last round was significantly increased as compared with the first round (P=.002). Figure 1E demonstrates that the frequency of participants with total and well control of asthma in the last round of the MACQ was increased as compared with the initial round. These results suggest that most Zensoku-Log users were patients with poorly controlled asthma, and that repeated use of the Zensoku-Log app may contribute to achieving better asthma control among users of the app.

Table 4. Monthly Mobile Asthma Control Questionnaire (N=1727).

<table>
<thead>
<tr>
<th>Question</th>
<th>Yes, n (%)</th>
<th>No, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Once a week or less</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Have you had any daytime asthma symptoms in the past 4 weeks?</td>
<td>545 (31.56)</td>
<td>687 (39.78)</td>
</tr>
<tr>
<td>2. Have you had any asthma symptoms at nighttime during the past 4 weeks?</td>
<td>475 (27.50)</td>
<td>843 (48.81)</td>
</tr>
<tr>
<td>3. Have you limited your activities, including exercising, because of your asthma in the past 4 weeks?</td>
<td>217 (12.57)</td>
<td>1305 (75.56)</td>
</tr>
<tr>
<td>4. Have you used your rescue medication to relieve asthma symptoms in the past 4 weeks?</td>
<td>376 (21.77)</td>
<td>1009 (58.43)</td>
</tr>
<tr>
<td>5. Have you had an asthma attack in the past 4 weeks?</td>
<td>827 (47.89)</td>
<td>900 (52.11)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Only yes or no.

### Adherence to Asthma Medication

A previous study reported that patients reporting low adherence to ICS had poorer asthma control than better adherers [30]. In our survey, 61.53% (966/1570) of participants answered that they had stopped taking ICS because 81.1% (784/967) of them had felt better or 81.6% (787/965) of them had improved asthma attacks (Multimedia Appendix 7). Takemura et al. [28] reported that the optimal cut-off value of the ASK-12 total score for discriminating nonadherent patients was 23. The ASK-12 total score and the TBC score in 1569 participants were 28.7 and 4.2, respectively (Multimedia Appendix 8), suggesting that Zensoku-Log users were patients with poor adherence. Among the 306 participants who repeated the ASK-12 questionnaire, the TBC score, but not the ASK-12 total score, was significantly decreased (P=.001) in the last round as compared with the first.
round of answering ASK-12 (Table 5 and Multimedia Appendix 8). Although the scores of Q1 (P<.001), Q2 (P<.001), Q6 (P=.01), and Q7 (P=.003) in ASK-12 in the last round of answering were significantly decreased as compared with the initial round, the scores of Q8 (P=.03), Q9 (P<.001), Q11 (P<.001), and Q12 (P=.004) of the ASK-12 in the last round of answering were significantly increased as compared with the initial round (Multimedia Appendix 8). These results, nevertheless, suggest that repeated use of the Zensoku-Log app may contribute to reducing medication adherence barriers.

Table 5. A summary of the ASK-12 questionnaire (N=306).a

<table>
<thead>
<tr>
<th>Question</th>
<th>TBCb, Mean (SD)</th>
<th>P valuec</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First</td>
<td>Last</td>
</tr>
<tr>
<td>1. I just forget to take my medicines some of the time.</td>
<td>0.56 (0.50)</td>
<td>0.43 (0.50)</td>
</tr>
<tr>
<td>2. I run out of my medicine because I don’t get refills on time.</td>
<td>0.49 (0.50)</td>
<td>0.40 (0.49)</td>
</tr>
<tr>
<td>3. Taking medicines more than once a day is inconvenient.</td>
<td>0.54 (0.05)</td>
<td>0.51 (0.50)</td>
</tr>
<tr>
<td>4. I feel confident that each one of my medicines will help me.</td>
<td>0.17 (0.37)</td>
<td>0.17 (0.37)</td>
</tr>
<tr>
<td>5. I know if I am reaching my health goals.</td>
<td>0.49 (0.50)</td>
<td>0.47 (0.50)</td>
</tr>
<tr>
<td>6. I have someone who I can call with questions about my medicines.</td>
<td>0.16 (0.37)</td>
<td>0.11 (0.32)</td>
</tr>
<tr>
<td>7. My doctor/nurse and I work together to make decisions.</td>
<td>0.32 (0.47)</td>
<td>0.25 (0.47)</td>
</tr>
<tr>
<td>8. Taken a medicine more or less often than prescribed?</td>
<td>0.41 (0.49)</td>
<td>0.45 (0.50)</td>
</tr>
<tr>
<td>9. Skipped or stopped taking a medicine because you didn’t think it was working?</td>
<td>0.12 (0.32)</td>
<td>0.14 (0.35)</td>
</tr>
<tr>
<td>10. Skipped or stopped taking medicine because it made you feel bad?</td>
<td>0.07 (0.25)</td>
<td>0.08 (0.27)</td>
</tr>
<tr>
<td>11. Skipped, stopped, not refilled, or taken less medicine because of the cost?</td>
<td>0.10 (0.31)</td>
<td>0.15 (0.35)</td>
</tr>
<tr>
<td>12. Not had medicine with you when it was time to take it?</td>
<td>0.16 (0.37)</td>
<td>0.24 (0.43)</td>
</tr>
<tr>
<td>Total</td>
<td>3.59 (2.32)</td>
<td>3.17 (2.40)</td>
</tr>
</tbody>
</table>

aWe used the Japanese version of ASK-12 in this study.
bTBC: total barrier count.
cComparisons performed by Wilcoxon signed-rank test.

Discussion

Principal Results

This observational study utilized an mHealth app to survey Japanese patients with asthma and CVA in a real-world setting. To the best of our knowledge, such a study has not been performed previously. This clinical observational study demonstrated that the Zensoku-Log app was useful for remote recruitment of Japanese patients, using an electronic informed consent form, with a wide geographic distribution across Japan, via their iPhones and without requiring intervention by medical staff. This app was more efficient than traditional survey studies that used conventional postal mail, telephone, and web page-based surveys, which are both costly and time-consuming. Different proportions of app downloads were investigated in previous mHealth studies conducted in different parts of the world; for example, in the United States, in the Asthma Mobile Health Study for asthma patients, 19% of downloads were investigated, whereas in the mPower study for Parkinson disease, 20% of downloads were analyzed. In Japan, the DryEyeRhythm study for patients with dry eye evaluated 23% of downloads and the GlucoNote study for patients with type 2 diabetes analyzed 31% of downloads [17,21,31,32]. Although our app was downloaded 7855 times, given the relative ease of app downloading, we attributed the moderate enrollment rate (22.20% [1744/7855] of all downloads), with some drop-off, to the huge volume of questionnaires to be filled in. This app allowed collection of a range of asthma-related data, including symptoms, comorbidities, quality of life, medications, asthma control, and adherence. These data suggested that the Zensoku-Log users were patients with poorly controlled asthma who require more treatment for asthma and their comorbidities, and who need to improve adherence. The geographic distribution of participants (Figure 1B) suggested that patients in metropolitan cities may have higher medical literacy or poorer asthma control or may more frequently be iPhone users. Furthermore, Figure 1C demonstrated that the age distribution in this study was biased toward a younger population. This age distribution may be the cause of the poor asthma control in the real-world setting, suggesting that the mHealth app may reach participants that are typically not reached adequately by traditional studies. Prevalence of allergic rhinitis in the United States is about 15%, based on physician diagnosis, and reaches 30% based on self-reported symptoms [33]. Over 42% of patients with asthma have allergic rhinitis, and up to 40% of patients with allergic rhinitis have or will have asthma [33,34]. Among the Zensoku-Log users, 91.89% (1598/1739) of participants with asthma reported that they have a predisposition to atopic predisposition. These findings and the finding of fewer patients with chronic obstructive pulmonary disease were also associated with a younger population bias in this study as compared with a previous review of comorbidities in severe asthma [35]. Moreover, because the number of patients with GER and GERD was less than the number expected from the
results in Multimedia Appendix 5, it is possible that patients themselves underestimate GER. It may be considered that poor asthma control is due to inadequate asthma treatment, poor adherence, inadequate environmental management (eg, current smoking), and inadequate management of comorbidities. Therefore, for asthma management, further education is necessary, including guidelines and development and implementation of a mobile app that can improve a patient’s self-management [36].

Three previous systematic reviews showed that mHealth app-based interventions, including providing reminders, have the potential to improve asthma control and medication adherence in patients with asthma [37-39]. Therefore, it is expected that the app-based intervention with the reminder will be more effective, such as facilitating the delivery of care and connecting patients to their medical staff. The COVID-19 (coronavirus disease 2019) pandemic requires the transformation of traditional medical practices. New digital health innovations will help optimize the efficiency of health care systems and improve patient outcomes. In addition to smartphone therapeutic apps, other components such as sensors, video, social media platforms, wearables, or a combination of these can help enable health care delivery and overcome distance, location, and time constraints. Digital treatment is evolving and it is necessary to involve government authorities/institutions in the approval process. In this study, the repeated use of this app appeared to contribute to achieving better asthma control and to reducing medication adherence barriers (Figure 1E and Table 5). It suggested that even an app designed for observational research, such as ours, which does not involve any app-based interventions, may be a useful educational medium. However, the findings based on the self-reported clinical data in this study may not be representative of the general asthma population and consequently, there is a need for further studies in this area.

Limitations
Our study had several limitations. First, only Japanese iPhone users could be enrolled, increasing the risk of selection and socioeconomic bias, because it has been shown in the United States that iPhone owners have higher education and income levels than users of other smartphones [17]. However, it is uncertain whether this applies to Japanese users, because according to a StatCounter report [20], the share of iPhones in the Japanese smartphone market is around 60%. However, the proportion of people with low education and low income levels among this group currently remains unknown. Moreover, this study has a potential selection bias toward a younger population. Although app developers should pay attention to usability aspects of mHealth apps during development and release [40], this study paid little attention to these aspects for users of other smartphones and users unfamiliar with using such apps. These biases also present vast differences in the ability of patients to find the health information they need on the internet, a phenomenon also known as “digital divide,” which is one of the most important issues related to the use of mHealth technology. To reduce digital divide across populations disproportionately impacted by health information, it is necessary to make efforts to refine mHealth apps as a study tool (eg, by implementing usability testing to establish how well the app works and serves its intended purpose). All data analyzed in this study were entirely based on participants’ self-motivation and self-reporting, with no way to validate these data by medical personnel; however, such a subjective self-reporting can be prone to bias, with patients likely to overestimate or underestimate the actual scenario [23]. Because these biases are also reported by similar studies using mobile apps, a randomized controlled trial should be performed to confirm the findings of this study. In addition, the validity of the study data collected within the app was difficult to be determined objectively. Our survey questionnaire is developed solely for this app, and thus may limit comparison with studies using standardized instruments. However, the validity of the MACQ score was supported by concordance between this score at baseline and another questionnaire for assessing asthma control. For example, participants’ daily symptoms were all found to be significantly associated with the MACQ score (Multimedia Appendix 9). Moreover, the MACQ score correlated with the TBC score and medication adherence barriers (Multimedia Appendix 9).

Although we requested participants to enter the values of fractional exhaled nitric oxide and peak expiratory flow as objective parameters (Q2 and Q5), these data were missing from their profiles, possibly because participants were unfamiliar with these terms and this information was self-reported (ie, without any assistance of a medical staff). The ResearchKit platform offers the positioning advantage of completely remote recruitment and enrollment, but lack of human communication may cause less motivation for participants to continue with the questionnaire, as compared with studies conducted face to face [17-19,31]. In this study, the proportion of participants repeating the MACQ survey was only 24.38% (421/1727 participants). Therefore, further studies are required to improve retention rates with long-term use. Moreover, although mHealth offers some advantages over traditional face-to-face methods, data collection and interview for delivering behavioral interventions in face-to-face methods are more precise and accurate than the mHealth method. Besides, the face-to-face methods also report better treatment adherence than studies using the mHealth methods.

Conclusions
We have reported on the use of an mHealth app for Japanese patients with asthma and CVA in a real-world setting. To the best of our knowledge, such a study has not been performed previously. These app users were patients with poorly controlled asthma, who may need more treatment for asthma and their comorbidities. Moreover, repeated use of this app may have improved asthma control. This new mHealth app has novel possibilities for data collection and can reach participants that traditional studies may fail to represent adequately. However, it will be necessary to address the challenges associated with this technology, including selection bias, potential reporting bias, data security, usability issues, digital divides, and low user-retention rate [17].
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Abstract

Background: Patients with esophageal cancer often experience clinically relevant deterioration of quality of life (QOL) after esophagectomy owing to malnutrition, lack of physical exercise, and psychological symptoms.

Objective: This study aimed to evaluate the feasibility, safety, and efficacy of a comprehensive intervention model using a mobile health system (CIMmH) in patients with esophageal cancer after esophagectomy.

Methods: Twenty patients with esophageal cancer undergoing the modified McKeown surgical procedure were invited to join the CIMmH program with both online and offline components for 12 weeks. The participants were assessed before surgery and again at 1 and 3 months after esophagectomy. QOL, depressive symptoms, anxiety, stress, nutrition, and physical fitness were measured.

Results: Of the 20 patients, 16 (80%) completed the program. One month after esophagectomy, patients showed significant deterioration in overall QOL (P=.02), eating (P=.005), reflux (P=.04), and trouble with talking (P<.001). At the 3-month follow-up, except for pain (P=.02), difficulty with eating (P=.03), dry mouth (P=.04), and trouble with talking (P=.003), all other QOL

http://www.jmir.org/2020/8/e18946/
Introduction

Esophageal cancer is the third most common cancer and the fourth most common cause of cancer death in China [1]. Esophagectomy is the major curative treatment option and is often performed in combination with neoadjuvant chemotherapy or chemoradiotherapy [2]. The surgery is considered extensive and entails a more than 40% risk of postoperative complications [3,4]. For example, anastomotic leakage is one of the most common postoperative complications, and it occurs in 5%-20% of patients with esophageal cancer [5,6]. Complications such as this may increase hospital stay, delay oral feeding, lead to malnutrition, increase psychological burden, cause poor quality of life (QOL), and subsequently worsen the long-term survival of patients [7-10].

Enhanced recovery after surgery (ERAS) is a patient-centered, evidence-based multimodal and multidisciplinary approach for promoting early recovery and reducing complications among patients after surgery [11]. Previous studies have shown the beneficial effects of interventions based on ERAS guidelines to improve the nutrition and physical status of patients with head, neck, and breast cancer after surgery [12,13]. For patients with esophageal cancer, existing interventions may be effective, but each intervention program usually focuses on one specific aspect of health such as nutrition or exercise [14-16]. To meet different needs, such as overcome postoperative complications and malnutrition, patients need to meet different professionals and to return to the hospital frequently for different appointments, creating potential obstacles for those who have been discharged from the hospital, especially those residing in rural or remote areas. Moreover, individual intervention programs may lack coherence. A comprehensive intervention program tailored to individual patients and designed to support patients holistically in all aspects, including nutrition, physical exercise, and psychosocial support, is thus urgently warranted for patients with esophageal cancer after esophagectomy.

In addition, effective information delivery and adherence to follow-up with health care professionals are of high priority in cancer care and are key elements of successful implementation of ERAS. In the past, most interventions were delivered face-to-face in either individual or group settings [12,17]. However, a face-to-face approach may not be easy for patients who live far away from the hospital or those who have physical difficulties in travelling. Therefore, a home-based supportive care intervention is warranted for discharged patients with esophageal cancer after esophagectomy [18,19]. An offer of timely guidance of home-based supportive care to patients can help reduce symptom distress or anxiety and prevent complications, and thus promote physical rehabilitation after surgery. In recent years, the wide adoption of mobile technology (eg, smartphones and mobile apps) offers a promising platform for efficient and accessible intervention delivery [20]. Mobile health (mHealth) refers to health care or health-related services delivered by mobile or other wireless devices, such as smartphones and tablets [21,22]. Several studies have demonstrated the efficacy of mHealth interventions for improving overall QOL in patients with endometrial, breast, or lung cancer [23-25]. However, there has been no mHealth-based intervention to improve QOL in patients with esophageal cancer after esophagectomy. Using a mHealth system on a mobile platform may be ideal for patients who have difficulty in making frequent follow-up visits to a hospital, which can be particularly challenging in China as hospitals are always situated in city centers. As 98.5% of people aged 50 to 80 years use the WeChat platform in China [26], an mHealth program delivered via WeChat would reach a substantial percentage of patients with cancer in China to support them at home.

Therefore, we designed the first comprehensive intervention model supported by mHealth (CIMmH) delivered on the WeChat platform, providing nutrition, exercise, and psychological support for patients with esophageal cancer after esophagectomy. This prospective pilot study aimed to examine the feasibility and safety of a 12-week CIMmH. The study will support the development of future programs for those patients with cancer who may not be able to visit the hospital frequently or who live in rural areas in China.

Methods

Study Design

This prospective, single-arm, nonrandomized pilot study was conducted at the First Affiliated Hospital of Sun Yat-sen University in Guangzhou, China, which has 2850 beds serving...
4.9 million patients each year. The Department of Thoracic Surgery cares for more than 300 patients with esophageal cancer each year. The study was registered at the Chinese Clinical Trial Registry (ChiCTR-IPR-1800019900) and was approved by the ethics committee of the First Affiliated Hospital of Sun Yat-sen University according to the Declaration of Helsinki.

Participants
Patients diagnosed with esophageal cancer and scheduled for esophageal radical resection were referred by thoracic oncologists in the inpatient department of the hospital from December 2018 to October 2019. Those who met the eligibility criteria were invited to join the study. The inclusion criteria of the study were a diagnosis of esophageal cancer, suitability for the modified McKeown procedure (thoracoscopic esophageal mobilization three-incision esophagectomy) [27] and jejunostomy before surgery, age between 18 and 75 years with an expected survival of 12 months or longer, normal preoperative gastrointestinal function, Karnofsky performance scores of ≥90 before surgery, ability to walk continuously for 6 minutes or longer before surgery, own WeChat account or an account among family members, cognitive capability to understand Chinese and the study procedures, and ability to provide written informed consent. Individuals were excluded if they had esophageal carcinoma with distant metastases, were unable to engage in physical exercise owing to medical comorbidities, were HIV seropositive, were pregnant or lactating, were unable to finish the questionnaire owing to mental problems or other reasons, did not undergo R0 resection, failed to have a jejunostomy feeding tube fitted, or had other serious medical, psychiatric, or cognitive illnesses that would interfere with their participation. Interested participants had appointments with trained research staff to receive further information about the study, signed the informed consent form, and completed the baseline assessment.

Study Flow
Figure 1 depicts the flow chart of the study. Of 38 patients diagnosed with esophageal cancer and scheduled for resection with the modified McKeown surgical approach, 10 did not meet the inclusion criteria and 8 declined to take part in the study. Personal reasons for rejection included concerns for patient privacy from family members and patients’ unstable postoperative condition. Thus, the final sample included 20 patients. The overall response rate was 52.6% (20/38). Of the 20 patients enrolled, 16 (80%) completed the study and 4 (20%) dropped out at the 3-month follow-up owing to disease exacerbation, unwillingness to continue, or missing routine assessments.

Figure 1. CONSORT flow chart of the study.
**Intervention Protocol**

A 3-month CIMmH program was delivered to participants after surgery by specialists in the hospital (offline) and through the enhanced WeChat platform (online). The program included general guidelines on postsurgery recovery, strategies to cope with postoperative complications, nutrition guidelines, physical exercise promotion, and psychological support courses. Details of the CIMmH are provided in Table 1. The components of the CIMmH are presented below.

**Table 1. Components of the 3-month CIMmH program.**

<table>
<thead>
<tr>
<th>Category</th>
<th>Presurgery</th>
<th>Postsurgery&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Postsurgery&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Postsurgery&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Week 1-2</td>
<td>Week 1 (before discharge)</td>
<td>Week 2-3 (nasogastric tube removed)</td>
<td>Week 4-6 (nasogastric tube feeding tube removed)</td>
</tr>
<tr>
<td>General introduction</td>
<td>Introduction of the CIMmH&lt;sup&gt;b&lt;/sup&gt; program (video by a doctor)</td>
<td>Introduction of the strategies to cope with common postoperative complications</td>
<td>Introduction of the strategies to cope with common postoperative complications</td>
<td>Introduction of the strategies to cope with common postoperative complications</td>
</tr>
<tr>
<td>Nutrition</td>
<td>Standard postoperative nutrition support in the hospital</td>
<td>Rehabilitation guidance of the jejunostomy feeding enteral nutrition period (video by a doctor and nurse)</td>
<td>Home jejunostomy feeding enteral nutrition guidance (article)</td>
<td>Home enteral nutrition guidance for the use of the feeding tube (video)</td>
</tr>
<tr>
<td>Physical exercise</td>
<td>Inspiratory muscle training</td>
<td>Walk promotion</td>
<td>Walk promotion</td>
<td>Walk promotion</td>
</tr>
<tr>
<td>Psychological courses</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Adapted MBCR&lt;sup&gt;e&lt;/sup&gt; courses (articles and audio)</td>
</tr>
<tr>
<td>Data collection</td>
<td>Data collection at baseline (ie, about 1 week before surgery)</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Data collection at 1 month after surgery</td>
</tr>
</tbody>
</table>

<sup>a</sup>Postoperative day (POD) 1: commence 20 mL/h water via jejunostomy feeding; POD 2: commence 20 mL/h jejunostomy feeding enteral nutrition suspension; POD 3 to the date of discharge: gradually increase jejunostomy feed to the rate that meets the individual daily energy plan.

<sup>b</sup>CIMmH: comprehensive intervention model using the mobile health system.

<sup>c</sup>N/A: not applicable.

<sup>d</sup>ONS: oral nutrition supply.

<sup>e</sup>MBCR: mindfulness-based cancer recovery.

**Nutrition Guidelines**

Individual nutrition plans were developed by clinical nutritionists and cardiothoracic surgeons based on European Society of Clinical Nutrition and Metabolism guidelines (energy, 30 kcal/kg; protein, 1.5 g/kg ideal body weight) [28]. Patients and/or family caregivers were trained in jejunostomy feeding and used the WeChat platform at home. There were three different periods of nutrition support for patients with esophageal cancer who underwent surgery after discharge as follows: (1) home total enteral nutrition (TEN) on postoperative days (PODs) 8 to 21; (2) partial enteral nutrition (PEN) + oral nutrition supply (ONS) on PODs 22 to 42; and (3) ONS + oral intake on PODs 43 to 90. Detailed individual nutrition plans of each period were delivered by a nutritionist in a face-to-face meeting (offline) at POD 7, POD 21, and POD 42 in the hospital. In addition, three educational readings on general nutrition guidelines for each period (1000 words and 5 minutes of reading on average) and two instructional videos (7 minutes on average) on home-based enteral nutrition were sent to the participants or their caregivers via the WeChat (online) platform.

**Physical Exercise**

The physical exercise protocol consisted of inspiratory muscle training (chest mobilization exercise, flow-oriented incentive spirometry, deep breathing, and coughing exercise), walking exercise [29,30], and Baduanjin qigong [31], which is a mild form of muscular exercise from China involving eight movements. The participants were trained by rehabilitation therapists to perform inspiratory muscle exercises once before surgery lasting about 30 minutes (offline) and were also asked to use these techniques after surgery. Guidance on walking was individually tailored to the participants’ fitness levels measured by the 6-minute walk distance (6MWD) before discharge.
Baduanjin qigong has been shown to have positive effects on patients with cancer, including alleviating sleep disturbances, strengthening immune function, and improving QOL [32,33]. A video of the Baduanjin qigong exercise was sent to the patients every day from 1 month to 3 months after surgery (online). Patients were encouraged to complete at least one cycle of about 15 minutes every day during this period.

**Psychological Support**

A psychological support program was adapted from mindfulness-based cancer recovery (MBCR) courses [34,35], which have demonstrated effectiveness in reducing stress and depressive symptoms in patients with cancer [36,37]. The adapted MBCR program consisted of four articles on meditation and coping with stress (400 words for each article and average reading time of 3 minutes) and 14 audio clips on meditation and stress reduction (10 minutes on average for each clip). The participants received the program 6 days a week for 2 months from 1 month to 3 months after surgery, with one rest day per week.

**mHealth Intervention Development**

The enhanced WeChat platform was developed by the research team, with three enhanced functions, including automatic intervention delivery, progress monitoring of patient engagement, and personalized feedback with community support.

**Online Intervention Delivery**

Through the enhanced WeChat platform, intervention materials were delivered to the participants and their family caregivers. In order to deliver the targeted intervention at different stages of recovery, the 3-month intervention was divided into the following five stages: (1) enrollment to presurgery; (2) after surgery and before discharge (POD 8); (3) after discharge until before removal of the nasogastric tube (POD 21); (4) before removal of the feeding tube (POD 42); and (5) after removal of the feeding tube until completion (POD 84). Researchers preset the stages for each patient on the online platform, and the corresponding intervention materials for each stage were automatically sent to the users.

**Progress Monitoring**

Patient engagement was tracked and monitored by the enhanced mHealth system, which showed whether the participants had switched on the program and the length of time they stayed on it. In addition, the participants were asked to report their nutrition intake, duration of walking, frequency of practicing Baduanjin qigong exercise, and mood every day on WeChat. The patients received instant and automatic feedback through WeChat and phone calls when needed, to discuss how they had completed the CIMmH program and whether their intake met the nutrition needs.

**Support Community**

An online support community was developed to offer social support through a chat feature. All participants were invited to join, and they were able to post their questions or comments on the WeChat group or via private chat to seek help or share their experiences. Researchers could also respond to messages instantly.

**Data Collection and Measures**

The participants were assessed at the following three time points: baseline (about 1 week before surgery) and 1 month and 3 months after surgery. The assessments were conducted in the hospital with the use of tablets and were assisted by trained research staff. Sociodemographic characteristics were collected, and they included age, gender, marital status, education, employment, and income. For measuring patient QOL, the European Organization for Research and Treatment of Cancer-Quality of life Question-Core (EORTC-QLQ-C30, version 3.0) and Esophageal Cancer Module (EORTC-QLQ-OES-18) questionnaires [38] were used. EORTC-QLQ-C30 is a 30-item measure that includes an overall QOL scale, five functional scales (physical, role, emotional, cognitive, and social), three symptom subscales (fatigue, nausea & vomiting, and pain), and six single items (dyspnea, insomnia, appetite loss, constipation, diarrhea, and financial difficulties). The scores of EORTC-QLQ-C30 range from 0 to 100, with higher scores indicating a higher QOL. The Chinese version of the scale has been used in Chinese patients with cancer and has high validity and reliability [39].

EORTC-QLQ-OES-18 is a supplement of the disease-specific module for patients with esophageal cancer [40]. It consists of four symptom subscales (dysphagia, difficulty with eating, reflux, and pain) and six single items (trouble swallowing saliva, choking at swallowing, dry mouth, trouble with tasting, coughing, and talking). The Chinese version of the scale is reliable and acceptable to measure the health-related QOL of patients with esophageal cancer in China [41]. In addition to QOL, the patients’ body weight and physical fitness measured by the 6MWD were assessed by medical doctors. Psychological status was measured using the Chinese versions of Patient Health Questionnaire-9 (PHQ-9) for depressive symptoms, General Anxiety Disorder-7 (GAD-7) for anxiety, and Perceived Stress Scale-10 (PSS-10) for stress. All these measures have high validity and reliability in Chinese populations [42-44].

**Data Management and Statistical Analyses**

Descriptive analyses of the sociodemographic characteristics and health outcomes were conducted. Means and SDs were used to describe normally distributed continuous variables, while medians and IQRs were used for continuous variables that were not normally distributed, and proportions were used for categorical variables. Pre-post comparisons of outcomes between baseline and the 1-month follow-up and between baseline and the 3-month follow-up were conducted. Paired Student t tests were used for normally distributed continuous variables, Wilcoxon signed-rank tests were used for nonnormally distributed variables, and chi-square tests were used for categorical variables. The rates of depressive symptoms and anxiety in the participants were calculated using the cutoff scores of at least 10 and 7 for PHQ-9 and GAD-7, respectively [45,46]. The analyses were performed using SAS version 9.4 (SAS Institute, Inc).
Results

Patient Engagement
In total, 95% (19/20) of the participants used the online program. Moreover, participants used the online program for an average of 71 minutes in total during the study period. Participants viewed on average 84% (3.38/4) of the online video intervention content and completed on average 14% (3.20/23) and 34% (9.44/28) of the online audio and article content, respectively. Participants completed on average 63% (5.01/8), 100.00% (1/1), and 24% (10.89/46) of the online nutrition, physical exercise, and psychological intervention content, respectively. There was no serious adverse event in any of the participants.

Patients’ Characteristics
Participants’ sociodemographic and clinical characteristics are summarized in Table 2. The mean age of the participants was 62.2 years (SD 7.1 years). The majority (18/20, 90%) of the participants were male, and more than half lived in rural regions (12/20, 60%) and did not complete high school (11/20, 55%). Most participants (13/20, 65%) had not received neoadjuvant chemotherapy or radiotherapy, and half (10/20, 50%) had a tumor in the middle thoracic area.
Table 2. Demographic and clinical characteristics of the study participants.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants (N=20), mean (SD) or n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age, years</strong></td>
<td>62.20 (7.10)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>18 (90)</td>
</tr>
<tr>
<td>Female</td>
<td>2 (10)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
</tr>
<tr>
<td>City</td>
<td>8 (40)</td>
</tr>
<tr>
<td>Rural</td>
<td>12 (60)</td>
</tr>
<tr>
<td><strong>Educational status</strong></td>
<td></td>
</tr>
<tr>
<td>Less than high school</td>
<td>11 (55)</td>
</tr>
<tr>
<td>High school or greater</td>
<td>9 (45)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>20 (100)</td>
</tr>
<tr>
<td>Unmarried</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Parenting</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>19 (95)</td>
</tr>
<tr>
<td>No</td>
<td>1 (5)</td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
</tr>
<tr>
<td>Retired</td>
<td>12 (60)</td>
</tr>
<tr>
<td>Employed</td>
<td>8 (40)</td>
</tr>
<tr>
<td><strong>Family monthly income, yuan (¥)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;3000</td>
<td>11 (55)</td>
</tr>
<tr>
<td>≥3000</td>
<td>9 (45)</td>
</tr>
<tr>
<td><strong>Smoking</strong></td>
<td></td>
</tr>
<tr>
<td>Drinking</td>
<td>9 (45)</td>
</tr>
<tr>
<td>Kungfu tea drinking</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Regular exercise</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Cancer history</td>
<td>9 (45)</td>
</tr>
<tr>
<td><strong>Neoadjuvant chemotherapy/radiotherapy</strong></td>
<td></td>
</tr>
<tr>
<td>Not performed</td>
<td>13 (65)</td>
</tr>
<tr>
<td>Performed</td>
<td>7 (35)</td>
</tr>
<tr>
<td><strong>Tumor location</strong></td>
<td></td>
</tr>
<tr>
<td>Upper thoracic area</td>
<td>4 (20)</td>
</tr>
<tr>
<td>Middle thoracic area</td>
<td>10 (50)</td>
</tr>
<tr>
<td>Lower thoracic area</td>
<td>6 (30)</td>
</tr>
<tr>
<td><strong>Pathological stage</strong></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>4 (20)</td>
</tr>
<tr>
<td>II</td>
<td>6 (30)</td>
</tr>
<tr>
<td>III</td>
<td>9 (45)</td>
</tr>
</tbody>
</table>

∀¥1 = US $0.14.
Outcomes of the CIMmH Program
Table 3 presents the scores of all outcome variables at baseline, the 1-month follow-up, and the 3-month follow-up.

Quality of Life
Overall QOL decreased significantly ($P=0.02$) from baseline to the 1-month follow-up, and symptoms, including fatigue ($P<0.001$), pain ($P=0.004$), dyspnea ($P<0.001$), difficulty with eating ($P=0.005$), trouble with coughing ($P=0.02$), trouble with talking ($P<0.001$), and reflux ($P=0.04$), were aggravated. From baseline to the 3-month follow-up, most of the QOL dimensions returned to the preoperative level, except for pain ($P=0.02$), diarrhea ($P=0.04$), difficulty with eating ($P=0.03$), and trouble with talking ($P=0.003$). Compared with baseline findings, the symptom of dry mouth was significantly alleviated at the 3-month follow-up ($P=0.04$).

Nutrition Status
Participants’ nutrition status worsened after esophagectomy. Analyses of pre-post changes showed a significant decrease in weight ($P<0.001$) and BMI ($P=0.02$) from baseline to the 1-month follow-up. Similarly, there was a significant decrease in weight ($P<0.001$) and BMI ($P=0.02$) from baseline to the 3-month follow-up.

6-Minute Walk Distance
There was no significant change in the 6MWD between baseline and the 1-month follow-up ($P=0.22$) or between baseline and the 3-month follow-up ($P=0.52$).

Psychological Outcomes
There was a significant increase in depressive symptoms from baseline to the 1-month follow-up ($P<0.001$). From baseline to the 3-month follow-up, the change in depressive symptoms was not statistically significant ($P=0.08$). There were also no significant changes in anxiety (from baseline to the 1-month follow-up: $P=0.48$; from baseline to the 3-month follow-up: $P=0.59$) and perceived stress levels (from baseline to the 1-month follow-up: $P=0.06$; from baseline to the 3-month follow-up: $P=0.78$) throughout the study. Based on the cutoff scores of the measures, 15% (3/20) of patients developed depressive symptoms 1 month after surgery, while 6% (1/16) still had depressive symptoms at the 3-month follow-up. With regard to anxiety, 20% (4/20) of patients had anxiety at baseline, 20% (4/20) had it at the 1-month follow-up, and 12% (2/16) still had it at the 3-month follow-up.
<table>
<thead>
<tr>
<th>Outcome variables</th>
<th>Baseline score or value(^a) (N=20)</th>
<th>1-month follow-up score or value(^a) (N=20)</th>
<th>3-month follow-up score or value(^a) (N=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Quality of life</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>EORTC-QLQ-C30(^b)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall quality of life(^c)</td>
<td>76.70 (17.40)</td>
<td>65.40 (16.10)(^d)</td>
<td>69.80 (12.10)</td>
</tr>
<tr>
<td><strong>Functioning scale(^e)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical functioning</td>
<td>93.70 (12.30)</td>
<td>84.00 (17.30)</td>
<td>90.80 (8.20)</td>
</tr>
<tr>
<td>Role functioning</td>
<td>80.00 (29.80)</td>
<td>72.50 (23.70)</td>
<td>74.00 (20.60)</td>
</tr>
<tr>
<td>Emotional Functioning</td>
<td>86.70 (13.20)</td>
<td>76.70 (26.00)</td>
<td>85.40 (20.70)</td>
</tr>
<tr>
<td>Cognitive functioning</td>
<td>94.20 (11.80)</td>
<td>90.00 (18.10)</td>
<td>92.70 (11.40)</td>
</tr>
<tr>
<td>Social functioning</td>
<td>71.70 (25.80)</td>
<td>70.80 (22.90)</td>
<td>65.60 (25.90)</td>
</tr>
<tr>
<td><strong>General symptom scale(^f)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fatigue</td>
<td>10.00 (12.30)</td>
<td>36.10 (19.70)(^e)</td>
<td>20.80 (23.10)</td>
</tr>
<tr>
<td>Nausea and vomiting scale</td>
<td>5.00 (11.60)</td>
<td>12.50 (22.90)</td>
<td>5.20 (15.90)</td>
</tr>
<tr>
<td>Pain</td>
<td>3.30 (6.50)</td>
<td>15.80 (18.20)(^e)</td>
<td>12.50 (15.70)(^d)</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>3.30 (14.20)</td>
<td>25.00 (17.40)(^e)</td>
<td>20.80 (27.70)</td>
</tr>
<tr>
<td>Insomnia</td>
<td>23.30 (32.70)</td>
<td>30.00 (32.40)</td>
<td>22.90 (35.60)</td>
</tr>
<tr>
<td>Appetite loss</td>
<td>6.70 (22.10)</td>
<td>20.00 (26.00)</td>
<td>20.80 (27.70)</td>
</tr>
<tr>
<td>Constipation</td>
<td>11.70 (21.30)</td>
<td>13.30 (21.60)</td>
<td>16.70 (28.00)</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>6.70 (13.00)</td>
<td>13.30 (19.00)</td>
<td>12.50 (15.70)</td>
</tr>
<tr>
<td>Financial difficulties</td>
<td>36.70 (28.90)</td>
<td>28.30 (33.00)</td>
<td>29.20 (25.20)</td>
</tr>
<tr>
<td><strong>EORTC-QLQ-OES18(^b)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General functional scale(^e)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dysphagia</td>
<td>68.30 (33.80)</td>
<td>62.80 (27.50)</td>
<td>68.10 (29.60)</td>
</tr>
<tr>
<td><strong>General symptom scale(^f)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trouble swallowing saliva</td>
<td>36.70 (44.70)</td>
<td>31.70 (39.10)</td>
<td>26.70 (37.60)</td>
</tr>
<tr>
<td>Choked when swallowing</td>
<td>16.70 (28.20)</td>
<td>23.30 (25.40)</td>
<td>28.90 (33.10)</td>
</tr>
<tr>
<td>Eating</td>
<td>6.70 (14.70)</td>
<td>25.80 (18.20)(^e)</td>
<td>21.70 (16.40)(^d)</td>
</tr>
<tr>
<td>Dry mouth</td>
<td>20.00 (28.00)</td>
<td>23.30 (25.40)</td>
<td>6.70 (12.90)(^d)</td>
</tr>
<tr>
<td>Trouble with taste</td>
<td>5.00 (21.30)</td>
<td>11.70 (23.60)</td>
<td>2.20 (8.10)</td>
</tr>
<tr>
<td>Trouble with coughing</td>
<td>11.70 (18.60)</td>
<td>38.30 (33.00)(^d)</td>
<td>15.60 (20.00)</td>
</tr>
<tr>
<td>Trouble talking</td>
<td>0.00 (0.00)</td>
<td>43.30 (29.30)(^e)</td>
<td>17.80 (20.00)(^e)</td>
</tr>
<tr>
<td>Reflux</td>
<td>5.00 (14.60)</td>
<td>23.30 (26.90)(^d)</td>
<td>25.60 (31.70)</td>
</tr>
<tr>
<td>Pain</td>
<td>8.30 (14.10)</td>
<td>10.60 (12.10)</td>
<td>10.40 (13.30)</td>
</tr>
<tr>
<td><strong>Nutrition status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Weight (kg)</td>
<td>60.00 (8.70)</td>
<td>56.30 (7.80)(^e)</td>
<td>55.00 (8.00)(^e)</td>
</tr>
<tr>
<td>BMI (kg/m(^2))</td>
<td>21.50 (3.30)</td>
<td>20.50 (2.60)(^d)</td>
<td>20.00 (2.60)(^d)</td>
</tr>
<tr>
<td><strong>Physical fitness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6MWD(^i) (m)</td>
<td>506 (330.00-558.00)</td>
<td>469 (276.00-612.00)</td>
<td>486 (343.00-682.00)</td>
</tr>
<tr>
<td>6MWD change(^d)</td>
<td>N/A(^k)</td>
<td>0.95 (0.67-1.43)</td>
<td>1.03 (0.83-1.24)</td>
</tr>
</tbody>
</table>
### Outcome variables

<table>
<thead>
<tr>
<th>Psychological measures</th>
<th>Baseline score or value(^a) (N=20)</th>
<th>1-month follow-up score or value(^a) (N=20)</th>
<th>3-month follow-up score or value(^a) (N=16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHQ-9(^d)</td>
<td>1.11 (1.33)</td>
<td>5.00 (4.61)(^d)</td>
<td>2.81 (3.56)</td>
</tr>
<tr>
<td>GAD-7(^m)</td>
<td>3.50 (4.16)</td>
<td>4.20 (4.54)</td>
<td>2.65 (3.52)</td>
</tr>
<tr>
<td>PSS-10(^n)</td>
<td>10.30 (4.54)</td>
<td>12.60 (6.61)</td>
<td>10.65 (7.03)</td>
</tr>
<tr>
<td>Depressed, n (%)</td>
<td>0 (0)</td>
<td>3 (15)</td>
<td>1 (6)</td>
</tr>
<tr>
<td>Anxiety, n (%)</td>
<td>4 (20)</td>
<td>4 (20)</td>
<td>2 (12)</td>
</tr>
</tbody>
</table>

\(^a\)Data are presented as mean (SD), n (%), or median (range).

\(^b\)EORTC-QLQ-C30: European Organization for Research and Treatment of Cancer-Quality of life Question-Core-30.

\(^c\)Higher scores indicate better health.

\(^d\)\(P<.05\).

\(^e\)Higher scores indicate better function.

\(^f\)Higher scores indicate worse symptoms.

\(^g\)\(P<.01\).


\(^i\)6MWD: 6-minute walk distance.

\(^j\)6MWD change was calculated using follow-up 6MWD values divided by baseline 6MWD values.

\(^k\)N/A: not applicable.

\(^l\)PHQ-9: Patient Health Questionnaire-9.

\(^m\)GAD-7: General Anxiety Disorder-7.

\(^n\)PSS-10: Perceived Stress Scale-10.

### Qualitative Feedback

At the end of the study, participants were asked about their experiences of the intervention through the WeChat platform. Of the 20 participants, 18 (90%) reported that they were satisfied with the intervention program. Some suggested that the intervention interface and content could be designed in a more interesting and attractive way. One patient suggested that more intervention programs should be delivered in video format. Eight patients reported that they would like to receive more information about effective strategies to cope with postoperative complications.

### Discussion

### Principal Results

To the best of our knowledge, this prospective pilot study is the first attempt to develop and test the feasibility of an mHealth-based comprehensive intervention with nutrition, exercise, and psychological support through an online platform to help promote the ERAS program for patients with esophageal cancer.

For patients with cancer, ERAS is critical and challenging, as they experience both physical and mental complications. Tailor-made comprehensive interventions are needed for patients with specific cancers, as different types of cancers have different needs. Patients with esophageal cancer, for example, need special attention for nutrition intake and rehabilitation of respiratory movement after esophagectomy. The CIMmH is a comprehensive intervention addressing poor nutrition, physical inactivity, and intensified mental health symptoms within a single program for patients with esophageal cancer after surgery. The findings from this study indicate that the CIMmH is feasible and safe with no serious adverse effects for patients. The relevant decrease in overall QOL and increases in symptoms like fatigue, pain, dyspnea, difficulty with eating, trouble with coughing, trouble with talking, and reflux at the 1-month follow-up were expected, as patients were still in the recovery period after the surgery and were using feeding tubes. The results indicated that at the 3-month follow-up, except for pain, difficulty with eating, dry mouth, and trouble with talking, most of the QOL measures returned to the levels at the preoperative stage, indicating that recovery in these dimensions occurred 3 months after surgery. Compared with this study, previous studies that used traditional postoperative rehabilitation programs reported greater decreases in most functional dimensions of QOL and more serious deterioration of symptoms at 1 month and 3 months after surgery [47-49]. The CIMmH facilitated more comprehensive recovery for patients undergoing esophagectomy by restoring their declining functions faster and easing the symptoms caused by surgical injury. Nevertheless, patients still reported more problems with talking, coughing, and eating at 3 months after the surgery compared with the preoperative stage. These issues might stem from neurological injury during surgery, requiring a longer recovery time. These findings therefore highlight the need for routine evaluation and assessment of the postoperative functional status in patients. Careful consideration of the effects of possible complications on functional outcomes after surgery is thus needed when providing counseling services to patients before they make their decisions to undergo surgery and to plan rehabilitation.
As surgical injury often worsens the nutritional status of patients with esophagectomy, decreases in body weight and BMI are expected and have been well documented [8,50]. However, the drop in BMI was smaller in this study (1.0 and 1.5 at the 1- and 3-month follow-ups, respectively) than in a previous report (1.9 and 2.3 at the 1- and 3-month follow-ups, respectively) [50]. The minor drop in nutritional measures in this study indicates improved nutritional outcomes compared with the previous study [50].

Results of the 6MWD test at the 3-month follow-up demonstrated physical status comparable to that at baseline, indicating the effects of the CIMmH with regard to buffering the deterioration of physical fitness in patients after esophagectomy. Previous studies involving traditional postoperative rehabilitation showed a greater decrease in the 6MWD in the third month after surgery when compared with the finding in this study [51,52]. Lastly, with respect to psychological outcomes, depressive symptoms greatly increased at the 1-month follow-up, while anxiety and stress did not change greatly across all time points. Increased scores for depressive symptoms were expected as patients were greatly affected by surgical injuries at 1 month and were experiencing difficulties in eating, speaking, and even breathing in some cases. Nevertheless, the rates of depressive symptoms and anxiety in the present sample at 3 months after surgery were 6% (1/16) and 12% (2/16), respectively, whereas in a previous study, more than 40% of patients had depressive symptoms and anxiety after surgery [53], showing the potential of the CIMmH to support patients in coping with their conditions.

In this study, the mHealth system yielded a unique opportunity to provide much needed postsurgical care for the included patients. The functions of automatic monitoring, timely interventions, and feedback through the online mHealth system helped improve intervention adherence, as 80% (16/20) of participants completed the intervention. Although no formal qualitative data were collected in this study, some participants reported that they liked the video talks given by the medical doctors on patient self-care and found the information on nutrition, exercise, and symptom management useful and helpful. In addition, professionals in the hospital reflected that the comprehensive intervention model of combining online (mHealth) and offline (face-to-face) services in this study was cost-effective and easier to incorporate into existing clinical practice and health care services, as less professional time was required and patients could receive tailor-made and timely interventions at home [54]. Given the large number of patients with esophageal cancer in low- and middle-income countries, the CIMmH has the potential to be a feasible cost-effective therapeutic option for improving postsurgical recovery in patients with esophageal cancer after esophagectomy.

Patient engagement data indicated that online intervention content in video format was more popular than audio or written materials. One possible reason might be that most participants in this study were elderly people who might have found it easier to understand vivid videos compared with audio content and articles. Future interventions may consider using more intervention materials in video format. Moreover, the completed proportions of the online nutrition and exercise intervention content were much higher than the completed proportion of the psychological intervention content. One possible explanation could be that the mental health status of the participants at baseline was better than that during follow-ups, so it was very likely that participants paid more attention to coping with postoperative complications than mental health–related issues. Another reason might be that there was insufficient emphasis on the importance of mental health at the beginning of the program. Mental health is an important problem in patients with esophageal cancer, as many of these patients experience depressive symptoms and anxiety after surgery [53,55]. Future interventions should emphasize the importance of mental health issues and educate patients to pay attention to their mental wellness after surgery.

Implications

The CIMmH has yielded a unique opportunity to provide much needed postsurgical care in patients with esophageal cancer for the likely improvement of postoperative nutrition and the physical and mental status. This pilot study has shown that the CIMmH approach is a feasible and well-received option for ERAS in patients with esophageal cancer. Experiences of the CIMmH pilot study may help future development of a large randomized controlled trial or similar programs for patients with esophageal cancer or other cancers, especially those who are not able to visit the hospital frequently or who reside in rural areas. For example, patient adherence to the program needs to be enhanced in future interventions for better treatment effects, especially in the component of psychological intervention. More intervention programs should be delivered in video format, as video talks by medical doctors on patient self-care are particularly well received by patients.

Limitations

Despite the positive outcomes, there were several limitations in this study. First, the sample size was small and there was no comparison group; thus, caution is needed to avoid over interpreting the findings. Second, some outcome data were missing owing to the drop-out of several patients at follow-up assessments. Third, effects of the CIMmH might be influenced by adherence and complications after surgery, which differ from patient to patient. Future studies should adopt a larger sample size and preferably use a randomized controlled trial design. The subjective experience of the participants should also be explored by collecting qualitative feedback throughout the study.

Conclusions

The CIMmH is the first mHealth-based comprehensive intervention developed and tested in patients with esophageal cancer after esophagectomy. Our results show that the CIMmH is usable, feasible, and safe among patients with esophageal cancer after surgery in China. Future studies with a more rigorous design and larger samples are needed to establish efficacy in patients with esophageal cancer and those with other types of cancers.
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Abstract

Background: Local and organic foods have shown increased importance and market size in recent years. However, attitudes, sentiment, and habits related to such foods in the context of video social networks have not been thoroughly researched. Given that such media have become some of the most important venues of internet traffic, it is relevant to investigate how sustainable food is communicated through such video social networks.

Objective: This study aimed to explore the diffusion paths of local and organic foods on YouTube, providing a review of trends, coincidences, and differences among video discourses.

Methods: A combined methodology involving webometric, framing, semantic, and sentiment analyses was employed.

Results: We reported the results for the following two groups: organic and local organic videos. Although the content of 923 videos mostly included the “Good Mother” (organic and local organic: 282/808, 34.9% and 311/866, 35.9%, respectively), “Natural Goodness” (220/808, 27.2% and 253/866, 29.2%), and “Undermining of Foundations” (153/808, 18.9% and 180/866, 20.7%) frames, organic videos were more framed in terms of “Frankenstein” food (organic and local organic: 68/808, 8.4% and 27/866, 3.1%, respectively), with genetically modified organisms being a frequent topic among the comments. Organic videos (N=448) were better connected in terms of network metrics than local organic videos (N=475), which were slightly more framed regarding “Responsibility” (organic and local organic: 42/808, 5.1% and 57/866, 6.5%, respectively) and expressed more positive sentiment (M ranks for organic and local organic were 521.2 and 564.54, respectively, Z=2.15, P=.03).

Conclusions: The results suggest that viewers considered sustainable food as part of a complex system and in a positive light and that food framed as artificial and dangerous sometimes functions as a counterpoint to promote organic food.

(J Med Internet Res 2020;22(8):e16761) doi:10.2196/16761
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Introduction

Background
Sustainability has been receiving global attention with the United Nations promotion of Sustainable Development Goals. Goal 2 “Zero Hunger” involves food security and agriculture development [1]. In these regards, organic and local foods have been proposed as alternatives to industrialized patterns of food production, consumption, and distribution, with the potential to overcome the structural issues of mainstream sustainable consumption practices [2]. However, sustainable food markets still need to address a lack of information on resource efficiency and eating habits [3].

The global organic food market size was estimated at US $90 billion in 2016, with the United States, Germany, and France being the main consumers and India, Uganda, and Mexico being
the main producers [4]. Lee and Yun [5] provided a model to explain organic food consumer behavior based on stimuli (nutrition, nature, ecological welfare, sensory appeal, and price), organism (utilitarian and hedonic attitudes), and response (buying intention). In the European context, animal welfare, regional production, and fair price were important in purchase decisions [6].

On the other hand, the marketing of food products showed a change in the 2000s from industrialized processes to artisanal, small, and locally based processes [7]. In 2007, the term “locavores” was used for those who eat food produced within a 100-mile radius [8]. Darby et al [9] found that a consumer’s will to pay for local foods is independent from values associated with product freshness and farm size. Additionally, local food is linked to authenticity in tourism contexts [10]. These findings suggest that “organic” and “local” are conceptually different enough to be distinguishable for consumers, although the terms frequently overlap in food descriptions. However, it is important to understand consumers’ definitions, attitudes, and behaviors related to sustainable food in the context of modern technologies, such as social networking sites.

There is evidence that sensationalist and erroneous content is being fueled by social media search engines owing to their business focus [11,12]. How this impacts the communication of sustainable food products is largely unknown. Thus, this study aimed to explore organic and local food products on YouTube, with the following objectives:

- To find diffusion paths of local and organic food products on YouTube by collecting information on related videos and comparing their network levels with social network analysis.
- To review trends and differences among discourses through framing analysis on video content.
- To explore the opinions, attitudes, behaviors, and emotions expressed by viewers through semantic and sentiment analyses on comments extracted from the videos.

**Literature Review**

With the advent of internet 2.0, online collaboration and activism increased, transforming the internet into a conversational space through the rise of social networking sites. Internet 3.0 incorporated location and real-time aware devices and apps, prompting more personalization of products and services. Social networks can reduce the communication gap between producers, consumers, and other interested people. For example, business engagement on Twitter is related to consumers’ web-based word-of-mouth communication, and its influence reaches consumers with a second-degree relationship to brands [13]. However, Rutsaert et al [14] argued that social media can contain inaccurate, incorrect, or misleading information and that there is a delicate balance between fast communication in a food crisis and amplification of risk perceptions.

Previous social media studies on food communication through text included two-way communication by public organizations related to food safety and nutrition, and it was found that the main themes were queries and complaints, benefits of social media in query and complaint services, content redesign driven by social media use, and social media to learn about consumers [15]. Pantelidis [16] examined restaurant reviews, arguing that costumers considered food, service, ambience, price, menu, and décor regardless of their economic conditions. Moreover, direct-to-consumer marketing strategies of farmers on Facebook were positively related to their social capital and farm revenue [17].

Structural and social factors of web-based communication channels affect their roles in the image construction process of organic food brands [18]. Studies on organic food communication and eating habits expressed by Koreans and Mexicans on Twitter revealed that (1) Mexicans focused on basic food products in street markets; (2) Koreans highlighted promotions and firms related to processed products; and (3) both countries showed family orientation/domesticity and sentiment/emotion [19,20].

Comments from Mexico’s Starbucks Facebook page (a shop chain that sells organic coffee) reflected that people interacted more through happiness, but anger and longing were often used to generate participation [21]. Predicted effects of comments and likes were found when comments in Facebook posts related to organic food were perceived as useful, and the number of likes had an effect on negative emotions and willingness to pay [22]. A study involving organic local food suggested that such products can gain popularity and overcome purchasing barriers (eg, high price, low awareness, and low availability) through integration in consumers’ daily experiences with Facebook [23].

However, video networks related to organic or local food have not been thoroughly researched. Video social networks account for over half of the internet traffic when measured in bytes [24], and YouTube is an integrated video sharing platform that tends to form small-world networks [25]. An analysis of 76 food safety–related videos posted on YouTube found that artful quality was important to attract viewers and that the intended purpose of the videos can differ from the viewers’ perception of them [26]. Moreover, a study in Europe argued that YouTube was the least used media for consultation in case of food risks, although its general usage was high, particularly among younger generations [27]. In summary, communities related to sociotechnical food systems can be observed through video social networks in order to understand their communication patterns and discourses.

**Methods**

**Operational Definitions**

There is no consensus on what is organic or local food. A definition adapted from previous reports [28,29], establishes that any foods produced, processed, and managed through methods that do not implicate harmful synthetic inputs or additives, irradiation, or genetically modified organisms in compliance with standards generally set by the country in which they are sold, are considered organic.

With regard to local food, the most recognized feature is the marketing arrangement [30]. Thus, local food can be defined as food sold by producers to consumers and food sold by producers directly to retailers at markets or other regional areas.
Data Collection
According to applicable institutional and national guidelines and regulations, ethics approval was not required for this study, as we focused on publicly available YouTube data. Video data were extracted in 2015 with YouTube Data Tools [31], which use the YouTube Data application program interface (API). The following two modules were employed: Video Network and Video Info. The first module builds a network starting with a query (one or more keywords), thus retrieving related videos and their metrics (number of views, likes, dislikes, comments, and categories). It also creates a graph file readable through the Gephi software [32]. As for the second module, video identifiers obtained through the first module were used to extract video comments.

Classification of Data
The following three queries were used to extract video data: “organic food,” “local food,” and “local organic food.” The resulting three files were appended into one. Videos that appeared only with the “organic food” query were labelled as “organic food videos.” There were no videos that appeared exclusively with the “local food” query; thus, all videos that were not labelled as “organic food videos” were labelled as “local organic food videos.” Videos were watched by an investigator, and in case the content was not in an understandable language, the investigator requested a native speaker to interpret the content. Content that clearly was unrelated to food was discarded, reducing a total of 964 videos to 923 videos. The videos were also classified according to country and uploader. The types of uploaders considered were as follows:

Table 1. Condensed frame packages for sustainable food products.

<table>
<thead>
<tr>
<th>Frame</th>
<th>Emotional basis</th>
<th>Key concepts</th>
<th>Visual cues</th>
<th>Textual cues</th>
</tr>
</thead>
<tbody>
<tr>
<td>Responsibility</td>
<td>Endearment</td>
<td>Accountability and vulnerability</td>
<td>Children, fragile plants, and young animals</td>
<td>Caring, future generations, our children, and vulnerability</td>
</tr>
<tr>
<td>Undermining of foundations</td>
<td>Alarm and concern</td>
<td>Balance, base, complex systems, and links</td>
<td>Interconnections between elements in the ecosystem</td>
<td>Fragile balance, mutual dependency, and unstable</td>
</tr>
<tr>
<td>Frankenstein</td>
<td>Anxiety and unscrupulousness</td>
<td>Apocalypse, Pandora’s box, and sorcerer’s apprentice</td>
<td>Monsters and skulls</td>
<td>Frankenstein food, poison, and risks</td>
</tr>
<tr>
<td>Natural goodness</td>
<td>Admiration and astonishment</td>
<td>Authenticity, good taste, health, and purity</td>
<td>Idyllic nature and products</td>
<td>Natural, pure, and taste</td>
</tr>
<tr>
<td>Progress</td>
<td>Trust</td>
<td>Modernization and progress</td>
<td>High-tech tools</td>
<td>A better world, constant striving, and technology</td>
</tr>
<tr>
<td>Good mother</td>
<td>Gratitude, enjoyment, and love</td>
<td>Freedom of choice and great variety of products</td>
<td>Pleasure of shopping and rich harvest</td>
<td>Friendliness and product range</td>
</tr>
</tbody>
</table>

Social Network Analysis
This type of analysis involves theories, methods, and techniques to study social relations and their structures [36]. A social network can be defined as a group of nodes and ties, where a node represents an entity (a YouTube video in this case) and a tie represents a relationship. In this study, ties connect nodes to related videos. Social network measurements were made with the Gephi software package.

Sampling and Cleaning of Comments
Based on the study by Tsou et al [37], a random sample of comments made on “average” videos was considered to conduct semantic and sentiment analyses. In other words, comments from videos that had a maximum of 500 and a minimum of 5 comments were sampled. Thus, a total of 213 videos (155 from the organic network and 58 from the local organic network) were selected for sampling. The number of total extracted comments for each video was identified and included in a...
random number generator [38]. The outcome was five numbers that were used to select the comments, resulting in a total of 1065 comments. If a comment was not in English, the random number generator was employed again until a comment in English was selected. Moreover, text belonging to 13 comments not retrieved completely by the YouTube API was added by hand. URLs (web addresses) were shortened, as they were not the focus of this study. Information on replies to Google+ and Twitter accounts was also omitted.

**Semantic Analysis**

This is a type of network study where the unit of analysis is keywords. The software employed was TI, an open source tool that generates a word frequency list, a word-occurrence matrix, a word co-occurrence matrix, a normalized co-occurrence matrix, and a word list from a set of short texts [39]. In order to cope with semantic ambiguities, coding notes were employed and refined over multiple test rounds to adjust the data, especially in the case of frequently found synonyms and plurals. Because TI does not recognize emoticons or punctuation symbols, these features were later included in the sentiment analysis.

**Sentiment Analysis**

The sentiment analysis aimed to determine the polarity of text through natural language processing. Although most sentiment studies on social networks do not consider emoticons, this tendency has reverted in recent years, as their inclusion increases accuracy. Thus, the value of emoticons (positive, neutral, or negative) was assigned based on the SentiStrength software package [40] and in the context of comments sampled for this study.

**Results**

**Classification of Videos and YouTube Metrics**

Among the 923 videos related to organic and local food, 448 were included in the organic food video list and 475 in the local organic food video list. Overall, 606 videos disclosed location (47 countries). As the keywords employed were in English, the lists contained videos mostly from the United States (n=393). The second most frequent location was undisclosed (n=317), followed by India (n=25) for organic food videos and Canada (n=39) for local organic food videos. Overall, organic food videos had higher metrics in terms of views, likes, dislikes, and comments (Table 2).

As for types of uploaders, media-related YouTube channels were the most common for both lists (Table 3). In the case of organic food videos, the second most frequent uploader was “Education,” whereas in the case of local organic food videos, it was “Community.” However, the differences were not significant (P=.42).

**Table 2. Nonparametric test of YouTube metrics.**

<table>
<thead>
<tr>
<th>Metric and group</th>
<th>N</th>
<th>Mean rank</th>
<th>Sum of ranks</th>
<th>Z</th>
</tr>
</thead>
<tbody>
<tr>
<td>Views Organic</td>
<td>448</td>
<td>561.90</td>
<td>251729.00</td>
<td></td>
</tr>
<tr>
<td>Local organic</td>
<td>475</td>
<td>367.78</td>
<td>174697.00</td>
<td></td>
</tr>
<tr>
<td>Likes Organic</td>
<td>441</td>
<td>565.08</td>
<td>249199.50</td>
<td>12.655a</td>
</tr>
<tr>
<td>Local organic</td>
<td>464</td>
<td>346.48</td>
<td>160765.50</td>
<td></td>
</tr>
<tr>
<td>Dislikes Organic</td>
<td>441</td>
<td>515.27</td>
<td>227234.00</td>
<td></td>
</tr>
<tr>
<td>Local organic</td>
<td>464</td>
<td>393.82</td>
<td>182731.00</td>
<td></td>
</tr>
<tr>
<td>Comments Organic</td>
<td>436</td>
<td>528.26</td>
<td>230323.00</td>
<td></td>
</tr>
<tr>
<td>Local organic</td>
<td>463</td>
<td>376.30</td>
<td>174227.00</td>
<td>9.304a</td>
</tr>
</tbody>
</table>

aP<.001.
Table 3. Types of uploaders of organic and local organic food videos.

<table>
<thead>
<tr>
<th>Uploader</th>
<th>Organic(^a) (N=448)</th>
<th>Local organic(^a) (N=475)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Business</td>
<td>37</td>
<td>87</td>
</tr>
<tr>
<td>Community</td>
<td>78</td>
<td>94</td>
</tr>
<tr>
<td>Education</td>
<td>93</td>
<td>74</td>
</tr>
<tr>
<td>Media</td>
<td>194</td>
<td>157</td>
</tr>
<tr>
<td>Others</td>
<td>7</td>
<td>17</td>
</tr>
<tr>
<td>Undisclosed</td>
<td>39</td>
<td>46</td>
</tr>
</tbody>
</table>

\(^a\)\(\chi^2\)\((N=923) = 4.15; P=.42.\)

The top organic-related videos in terms of views and likes were uploaded mostly by media channels and contained short educative facts about food products. However, some of them were sensationalist. The top video was “Grocery Store Wars,” a stop-motion parody of the movie franchise Star Wars, contrasting organic food products and conventional food products in a supermarket. On the other hand, the top videos related to local organic food were business oriented and sometimes employed humor. The video with the highest number of views and likes was a three-dimensional animation commercial, which was part of a campaign by Chipotle Mexican Grill, an American restaurant chain. This video contrasted chemically treated and mechanically processed food products with food produced and processed by farmers. It can be concluded that the top videos in both cases were story-telling driven and showed a contrast between sustainable and nonsustainable foods.

Frames in Organic and Local Organic Food Videos

Based on van Gorp and van der Goot [35], the Good Mother and Natural Goodness frames were expected to be found most frequently in video images and narratives. The third most used frame was Undermining of Foundations in both video groups. A difference was found for the fourth most used frame, which was Frankenstein in the case of organic food videos and Responsibility in the case of local organic food videos (Table 4).

Table 4. Types of frames in organic and local organic food videos.

<table>
<thead>
<tr>
<th>Frame</th>
<th>Organic(^a) (N=808), n (48.26%)</th>
<th>Local organic(^a) (N=866), n (51.73%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Good mother</td>
<td>282 (34.9%)</td>
<td>311 (35.9%)</td>
</tr>
<tr>
<td>Natural goodness</td>
<td>220 (27.2%)</td>
<td>253 (29.2%)</td>
</tr>
<tr>
<td>Undermining of foundations</td>
<td>153 (18.9%)</td>
<td>180 (20.7%)</td>
</tr>
<tr>
<td>Frankenstein</td>
<td>68 (8.4%)</td>
<td>27 (3.1%)</td>
</tr>
<tr>
<td>Responsibility</td>
<td>42 (5.1%)</td>
<td>57 (6.5%)</td>
</tr>
<tr>
<td>Progress</td>
<td>43 (5.3%)</td>
<td>38 (4.3%)</td>
</tr>
</tbody>
</table>

\(^a\)\(\chi^2\)\((N=1674/923) = 4.84; P=.03.\)

Comparison of Network Metrics and Structures

In order to visualize how different is the structure of the two video groups, their network metrics were compared. Because both lists share ties, metrics for the entire video network were also calculated. Local organic food videos had higher connected components, modularity, diameter, and average path lengths (Table 5). Density, number of shortest paths, degree, clustering coefficient, betweenness, and closeness were lower. Such results indicated that the local organic food network was less consolidated than the organic food network. On adding videos from the organic food list, the network showed a slight decrease in its diameter and became better connected, suggesting a broadcast typology for the organic food video network. This can be seen in Figure 1, which is drawn with NodeXL [41].
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Table 5. Network centralities.

<table>
<thead>
<tr>
<th>Centrality name</th>
<th>Description</th>
<th>Organic network</th>
<th>Local organic network</th>
<th>Organic and local organic network</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weakly connected components</td>
<td>Subgroups of nodes that can be reached from every other node in the group.</td>
<td>48</td>
<td>155</td>
<td>197</td>
</tr>
<tr>
<td>Density</td>
<td>Total number of ties divided by the number of all possible ties that can exist within a network.</td>
<td>0.038</td>
<td>0.005</td>
<td>0.007</td>
</tr>
<tr>
<td>Modularity</td>
<td>The strength of the division between subgroups in a network.</td>
<td>0.197</td>
<td>0.471</td>
<td>0.329</td>
</tr>
<tr>
<td>Diameter</td>
<td>Average of the maximum distance between the nodes of a network.</td>
<td>12</td>
<td>16</td>
<td>15</td>
</tr>
<tr>
<td>Path length</td>
<td>Average of the distance between the nodes of a network.</td>
<td>3.902</td>
<td>4.640</td>
<td>4.652</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>N/A</td>
<td>448</td>
<td>475</td>
<td>923</td>
</tr>
<tr>
<td>Number of shortest paths</td>
<td>N/A</td>
<td>95,908</td>
<td>28,967</td>
<td>263,249</td>
</tr>
<tr>
<td>Degree</td>
<td>Average number of direct connections a node has to other nodes.</td>
<td>9.67</td>
<td>2.50</td>
<td>6.75</td>
</tr>
<tr>
<td>Clustering Coefficient</td>
<td>Measure of how close a node is to be part of a group.</td>
<td>0.191</td>
<td>0.081</td>
<td>0.142</td>
</tr>
<tr>
<td>Closeness</td>
<td>Average number of steps to access all the other nodes in a network.</td>
<td>3.272</td>
<td>2.509</td>
<td>2.287</td>
</tr>
<tr>
<td>Betweenness</td>
<td>Number of shortest paths that connect other nodes in the network by passing through a specific node.</td>
<td>621.457</td>
<td>222.01</td>
<td>532.013</td>
</tr>
</tbody>
</table>

*N/A: not applicable.

Figure 1. The local organic food video network and the organic food video network tied together. The organic food video network is presented as a star with central videos reaching the most distant videos within the network.

The top videos in terms of betweenness and in-degree centrality explained the basics of organic and local food and were predominantly uploaded by media channels. In contrast, videos with high out-degree centrality were uploaded mostly by...
businesses and individuals. A few organic-related videos identified the food as expensive, while local organic-related videos usually presented a specific area where such food products were available.

Spearman correlation analyses between YouTube metrics and network-related metrics were performed to find how much the popularity features are related to communication patterns in the network. The number of views, likes, dislikes, and comments were moderately correlated with degree, modularity class, eigenvector, and betweenness centralities in the organic food video network (Table 6). As for the local organic network, there were less correlations and the ranks were lower (Table 7). This supports the assumption that the organic network has more consolidated features.

**Table 6.** Spearman correlations for the organic network.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Degree</th>
<th>Modularity class</th>
<th>Clustering coefficient</th>
<th>Betweenness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Views</td>
<td>0.209*</td>
<td>0.174*</td>
<td>−0.185*</td>
<td>0.218*</td>
</tr>
<tr>
<td>Likes</td>
<td>0.187*</td>
<td>0.192*</td>
<td>−0.201*</td>
<td>0.182*</td>
</tr>
<tr>
<td>Dislikes</td>
<td>0.240*</td>
<td>0.120 (P=.01)</td>
<td>−0.180*</td>
<td>0.193*</td>
</tr>
<tr>
<td>Comments</td>
<td>0.182*</td>
<td>0.157 (P=.001)</td>
<td>0.191*</td>
<td>0.164 (P=.001)</td>
</tr>
</tbody>
</table>

*aP<.001.

**Table 7.** Spearman correlations for the local organic network.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Degree</th>
<th>Modularity class</th>
<th>Clustering coefficient</th>
<th>Betweenness</th>
</tr>
</thead>
<tbody>
<tr>
<td>Views</td>
<td>0.156 (P=.001)</td>
<td>0.116 (P=.01)</td>
<td>0.015 (P=.75)</td>
<td>0.287*</td>
</tr>
<tr>
<td>Likes</td>
<td>0.087 (P=.06)</td>
<td>0.075 (P=.11)</td>
<td>−0.030 (P=.52)</td>
<td>0.239*</td>
</tr>
<tr>
<td>Dislikes</td>
<td>0.086 (P=.07)</td>
<td>0.039 (P=.41)</td>
<td>0.029 (P=.54)</td>
<td>0.177*</td>
</tr>
<tr>
<td>Comments</td>
<td>0.143 (P=.002)</td>
<td>0.081 (P=.08)</td>
<td>0.045 (P=.34)</td>
<td>0.257*</td>
</tr>
</tbody>
</table>

*aP<.001.

**Semantic Analysis of Comments**

The Gephi software was used to visualize the semantic networks corresponding to the two video lists. The 107 most frequent words found in the comments sample from the organic food videos were represented with nodes (Figure 2).

The word “organic” was the most frequent in these comments, with the term “food” closely related to it. Verbs connected to “organic” were “grow,” “know,” “like,” “need,” “say,” and “think.” Frame-related words are presented in Table 1. Textual cues associated with the Good Mother frame were “love,” “product,” and “thanks.” Words connected to the Natural Goodness frame were “health,” “healthy,” “raw,” and “taste.” Textual cues associated with the Frankenstein frame were “chemical,” “gmo” (genetically modified organism [GMO]), “hormone,” “Monsanto,” and “pesticide.” All terms related to this frame were connected to “organic.” Products included fruits, vegetables, fish, meat, cheese, and milk. Positive words included “awesome,” “cool,” “great,” “hope,” “nice,” and laughing textual representations like “haha” and “LOL.” The 98 most frequent terms found in the comments sample extracted from the local organic food videos were mapped (Figure 3). The word “food” was the most frequent in these comments, with the words “good,” “organic,” and “video” closely related to it. The verbs connected to “local” were “eating,” “love,” “need,” “produce,” “think,” and “know.” Textual cues associated with the Good Mother frame were “love,” “product,” and “thanks.” Words related to the Natural Goodness frame included “fresh,” “health,” “healthy,” “natural,” and “taste.” In particular, the terms health and healthy were found less frequently than in the organic-related comments. Textual cues associated with the Frankenstein frame were “gmo,” “pesticide,” and “toxic.” Although both the words “local” and “organic” were connected to “gmo,” only the word “organic” was connected to “pesticide” and “toxic,” suggesting a more frequent usage of this frame regarding organic food. Products included fruits, vegetables, corn, and soy. The positive terms were “awesome,” “cool,” “nice,” and laughing textual representations like “LOL.”
Figure 2. Semantic network for organic food video comments. The size reflects the word frequency. Ties show which words were found in the same comment, with tie thickness reflecting the frequency of such relationships.
In summary, while both groups of comments featured fruits and vegetables, organic food videos featured dairy and proteins, and local organic food videos featured grains and cereals. Moreover, the organic food network had a greater variety of Frankenstein frame–related words.

**Sentiment Analysis of Comments**

There was no relevance with regard to negativity valence. However, comments made on local organic videos had a higher rank for positive valence in comparison with comments made on organic videos (Table 8).
Discussion

Principal Findings and Comparison With Prior Work

Organic and local food products were communicated on YouTube by several actors articulating efforts to educate the public about food. In particular, the position of organic food videos in the network strengthened the diffusion paths, with a better structural capital than local organic videos, whereas the high in-degree (ties directed to a video) suggested a broadcast network. The relationship between network metrics and negative reactions (number of dislikes and less positive sentiment in comments) implied that negativity might play a relevant role in the diffusion of videos. This coincides with the theory that negative relationships might explain social network outcomes better than positive relationships [42], although most of the video content and user reactions fell in the positive category. Other factors like psychological traits, which influence food choice [43], should also be taken into account. The interplay between psychological traits and the communication of negative/sensationalist video content related to sustainable food should be investigated further in future studies.

Another relevant finding was the words related to “organic” and “local.” The frames have been summarized in Table 1. Although both terms were used in contrast with “gmo,” the amount of risk and artificial-related words linked to “organic” was larger. Taking into account that “organic” and “local” are viewed as good food alternatives (in congruency with the frequent usage of the Natural Goodness and Good Mother frames), a clear contrast between what is considered dangerous frames), a clear contrast between what is considered dangerous and artificial can be seen in some video-related comments. Further, there was more emphasis on health among these comments than in the local organic–related text, reflecting a relationship with subjective well-being, and it is moderated by health concern that has been documented in scientific literature previously [44].

Words like “love” and “thanks” were used often in the case of comments for local organic videos. As they also employed the Responsibility frame more frequently, it implies a more human and social dimension for the word “local.” It also has implications for activating the viewer in areas besides food consumption, as images involving future generations and nonhuman living beings are part of this frame. This partly explains why comments for local organic videos were more positive than those for organic videos.

Finucane et al [45] argued that individuals who have favorable opinions about GMOs are more likely to endorse statements reflecting hierarchical views. The communities analyzed in this study might then represent an egalitarianism perspective linked to organic and local food. Commenters shared their own research on the topics in an articulated, generous, and respectful voice. Thus, usage of the words “know,” “think,” “please,” and “thanks” was frequent.

The persistence of uncomfortable feelings among the public towards GMOs, which are considered as “monsters” according to the Frankenstein frame, points to a failure in scientific communication. This is particularly true regarding information on pesticides, soil depletion, and nutrition. Such communication patterns could be improved by closing the gap between scientists and the public, as attempted by some of the videos uploaded by education channels. This could potentially bring more transparency and trust to the food production chain.

Dissimilar ideas of what is food influence the outcomes of guidelines and food policies. There is little knowledge on the effect of YouTube’s ranking criteria in areas other than politics and entertainment. Hence, a multimethod analysis of the communication of basic human needs, such as food, can provide us with more understanding of the consequences of algorithm usage in rich social media and its interplay with human users. Moreover, we uncovered communication patterns and specific visual and textual cues, providing more comprehensive insights of a complex ecosystem of actors involved in food production, distribution, and consumption. The case of organic and local food intertwines consumerism with environmental concerns that have the potential to impact public health.

Limitations

As the language of analysis was English, there was partially limited access to videos from non-English speaking cultures. Sentiment can be influenced by many contextual features, such as weather [46] and geographical location [47], which were not taken into account for this study.

Conclusions

This study explored the communication paths, discourses, opinions, attitudes, behaviors, and emotions related to sustainable food products in YouTube video networks. Based on our objectives, we can make the following conclusions:

Discussion

Table 8. Nonparametric test: sentiment valence of comments made on the videos.

<table>
<thead>
<tr>
<th>Valence and group</th>
<th>Mean rank</th>
<th>Sum of ranks</th>
<th>Z</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive valence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Organic</td>
<td>521.2</td>
<td>403927</td>
<td>2.159</td>
<td>.03a</td>
</tr>
<tr>
<td>Local organic</td>
<td>564.54</td>
<td>163718</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative valence</td>
<td></td>
<td></td>
<td>0.15</td>
<td>.88a</td>
</tr>
<tr>
<td>Organic</td>
<td>532.27</td>
<td>4125409</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Local organic</td>
<td>534.95</td>
<td>155136</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[a_{N1}=775, N2=290.\]
• The organic video network was more consolidated than the local organic video network and was driven mostly by media and business YouTube channels.
• The “Good Mother” and “Natural Goodness” frames were most frequently employed in the videos, followed by “Undermining of Foundations.”
• The concept “organic” has become consolidated among both specialists and the public, while the term “local” is in the process of acquiring a formal definition. Nevertheless, the term “organic” was slightly more associated with health risks and negative feelings, while the term “local” was perceived as more human/social and more positive.

Further studies could incorporate more languages, as well as a larger data set. Time-based analysis and segmentation of semantic analysis across different geographical locations would also deepen the present understanding of the diffusion of both organic and local food products. Another area for further exploration is GMOs, as this technology will continue to transform food production and consumption patterns in contrast with traditional agricultural methods.
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Abstract

Background: Social media has substantially changed how people confront health issues. However, a comprehensive understanding of how social media has altered the foci and methods in public health research remains lacking.

Objective: This study aims to examine research themes, the role of social media, and research methods in social media–based public health research published from 2000 to 2018.

Methods: A dataset of 3419 valid studies was developed by searching a list of relevant keywords in the Web of Science and PubMed databases. In addition, this study employs an unsupervised text-mining technique and topic modeling to extract research themes of the published studies. Moreover, the role of social media and research methods adopted in those studies were analyzed.

Results: This study identifies 25 research themes, covering different diseases, various population groups, physical and mental health, and other significant issues. Social media assumes two major roles in public health research: produce substantial research interest for public health research and furnish a research context for public health research. Social media provides substantial research interest for public health research when used for health intervention, human-computer interaction, as a platform of social influence, and for disease surveillance, risk assessment, or prevention. Social media acts as a research context for public health research when it is mere reference, used as a platform to recruit participants, and as a platform for data collection. While both qualitative and quantitative methods are frequently used in this emerging area, cutting edge computational methods play a marginal role.

Conclusions: Social media enables scholars to study new phenomena and propose new research questions in public health research. Meanwhile, the methodological potential of social media in public health research needs to be further explored.

(J Med Internet Res 2020;22(8):e17582) doi:10.2196/17582
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Introduction

Social media has deeply penetrated people’s lives in many aspects. In developing and developed societies, social media has played a significant role in health management and disease control [1]. Social media is integrated into empirical examinations of the prevention and control of various types of diseases, including emerging, infectious, and chronic diseases [2-4]. Social media has been employed to study health phenomena among different populations or social groups such as children, pregnant women, and older adults [5,6]; different genders [7,8]; and individuals in various social classes [9]. Agencies widely use social media to fulfill different health purposes. For the general public, social media is used to satisfy
its orientation for health information, linking with health services and communication with others who share the same health interests [10]. For public health professionals and organizations, social media (eg, Facebook, Grindr, mobile apps) serves as a multifunctional tool to launch interventions to reach a wide array of the population efficiently [11-14]. The large volume of mobility and discourse data on social media (eg, Twitter) can be conducive for public health management, including disease surveillance, assessment, and control [15-17].

These studies have demonstrated the increase of scholarly interest in empirical research conducted on social media platforms with public health goals, including the social media–based public health research in this study [18-21]. Although many scholars in social science and public health have contributed to this field, the overview about how social media has been integrated into public health research remains limited. Prior systematic reviews on social media–based public health research often focused on certain domains or topics. Many reviews systematically investigated the effectiveness of social media interventions for varied specific health outcomes, such as the promotion of safe sexual health behaviors [22], vaccine uptake [23], noncommunicable disease management [24], and HIV prevention [19]. Scholars are often dedicated to one or two domains, neglecting the fact that using social media in one field may shed light on another. Meanwhile, focusing on one particular area, these reviews often face challenges to identify similar patterns across domains and capture an integrated picture about social media–based public health research. In addition, most existing reviews included a limited number of original articles [25,26]. Even a review of systematic reviews only extracted few studies [18]. In this emerging and fast-growing subject field, the limited literature being included may fail to provide a panoramic description of social media–based public health research.

Furthermore, most prior systematic reviews have adopted a top-down approach and therefore may have narrowed the view by overlooking certain nuances and novelties that have been emerging. This study adopts a bottom-up approach [27] to understand the growth of social media–based public health research and remain open to map the intellectual landscape in this area. Specifically, the study aims to address the following research questions:

- **RQ 1**: What are the major publication trends of social media–based public health research since 2000?
- **RQ 2**: What are the major research themes in social media–based public health research since 2000?
- **RQ 3**: What role does social media play in social media–based public health research since 2000?
- **RQ 4**: What are the major research methods adopted in social media–based public health research since 2000?

## Methods

### Data Collection
To examine how social media has been adopted and integrated into public health research, a list of terms was identified and the Web of Science (Clarivate Analytics) and PubMed databases were searched (see Figure 1). Lists of keywords about social media and disease were established. This study focused on emerging, infectious, and chronic diseases. Specifically, 14 diseases were selected that are of high prevalence among the population or pose major public health threats according to the World Health Organization [28]: influenza, HIV, hepatitis A, hepatitis B, hepatitis E, dengue, Ebola, Middle East respiratory syndrome (MERS), asthma, diabetes, obesity, cancer, oral disease, and alcohol use. A list of keywords was constructed. Then a list of social media keywords, including the general social media categories and specific social media platforms, was established.

![Knowledge-mapping workflow of social media–based public health research from 2000 to 2018.](http://www.jmir.org/2020/8/e17582/)

The lists of disease and social media keywords were combined pairwise and submitted to search titles, abstracts, and keywords of published studies in the databases of the Web of Science and PubMed. The publication period was limited to between 2000 and 2018. The article language was limited to English, and document type was limited to scholarly journal articles.
Considering the PubMed database includes numerous medical and clinical studies that are beyond the research scope of this study, the search results were refined by setting the broad subject terms as related categories, such as public health and medical informatics to reduce the noise in the search results. This search strategy led to the identification of 5271 articles in the two databases. Then, another round of data checking to remove unqualified studies such as non-social media-related articles, duplicate records, and clinical studies was implemented. Finally, a dataset of 3419 articles was collected for further analysis. Ultimately, document level information of the 3419 articles from the databases, including authors, article title, journal title, abstract, author keywords, and cited references, was retrieved.

Data Analysis

An automatic text-mining approach was adopted to extract research themes in the field of social media-based public health research. As the abstracts of published studies conveyed the themes or foci of the articles [29], the article abstracts were mined through latent Dirichlet allocation (LDA) topic modeling, which is a popular unsupervised text-mining technique in computational social science. LDA topic modeling helps recognize the structure of research development, current trends, and interdisciplinary landscapes of research [27]. The LDA topic modeling [30] was implemented with the tm package in the R software (R Foundation for Statistical Computing). Data preprocessing, such as removal of stop words and numbers, was performed before the LDA topic modeling.

Numerous LDA topic models were estimated with various numbers of topics. These models were evaluated on the basis of three main criteria: (1) a substantial proportion of articles exists under each topic, (2) themes show independence with one another and the lists of top terms of topics are not highly overlapped or not relevant, (3) models differing in theme number are compared to identify the nuanced differences and determine the best theme extraction by assuring that each term list is coherent. Finally, a topic model with 25 topics, which presented adequate discrimination between topics and convergence within a topic, was selected. The articles were classified into the research theme with which they had the greatest probability scores.

To understand how social media has been integrated into public health research with different thematic foci, a manual content analysis was conducted among a randomly selected sample of 500 abstracts (20 from articles in each theme) to understand the role of social media. A coding scheme was developed by two authors of this study. The two authors first separately coded a subsample of 60 randomly selected abstracts to construct the coding scheme. After several rounds of exploration and discussion, they achieved a satisfying intercoder reliability (as measured with a Cohen kappa). The role of social media is categorized into two main types. First, social media provides a substantial research interest for public health research, which includes the use of social media for intervention, as human-computer interaction characteristics, as platforms of social influence, and for risk assessment or disease prevention. Second, social media is employed as a context in public health research with social media as mere reference, as participant recruitment tool, or as data source. Categories and their definitions are further illustrated in the analytical findings section (also see Multimedia Appendix 1).

Finally, the research methods adopted by social media-based public health research were identified by searching a list of keywords associated with various research methods among the titles, abstracts, and keywords of the retrieved studies. Figure 1 summarizes the study workflow.

Results

Publication Trends in Social Media–based Public Health Research

Publication trends in the field of social media-based public health research in the past two decades were presented in 3 dimensions: growth of overall publications, growth of publications by specific diseases, and growth of journal outlets. Empirical studies in this area were relatively limited in the first decade (2000 to 2010), which demonstrated a minimal increase as shown in Figure 2. A significant annual increase was observed from 2011 to 2018. Such trends intersected with the advancement of the internet, especially that of social media. Although popular social media platforms, such as Facebook, Twitter, and Instagram, were launched before 2010, they have been widely accepted worldwide since 2010. This implies that social media-based public health research is a study area responsive to technological development. Prior research also demonstrated similar findings that internet research evolved along with technological development [29].

Social media has been increasingly incorporated into the studies of certain types of diseases in the past decades. Dramatic increases in research occurred on cancer, HIV, diabetes, obesity, and alcohol use after 2010. Other diseases, such as influenza, hepatitis A, hepatitis B, dengue, Ebola, MERS, asthma, and oral disease, showed a relatively slow growth rate that remained quite stable from 2000 to 2018. For the journal outlets, a total of 799 journals published studies in these areas (see Figure 3). Table 1 reports the 15 most visible journals in this area. Among them, Journal of Medical Internet Research, which published 331 articles, is the most visible one accounting for 9.68% of the total publications. Moreover, JMIR sister journals, such as JMIR mHealth and uHealth (165 publications), JMIR Research Protocols (114 publications), and JMIR Public Health and Surveillance (49 publications) also showed great interest in this domain. Other high-ranked journals included PLoS One, BMC Public Health, Studies in Health Technology and Informatics, AIDS and Behavior, and BMJ Open, each occupy more than 1.5% of publication in this field.
Figure 2. Total number of articles for each disease in the Social Sciences Citation Index from 2000 to 2018.

Figure 3. Number of unique outlets that published output of social media–based public health research from 2000 to 2018.
Table 1. Top journals in social media–based public health research.

<table>
<thead>
<tr>
<th>Number</th>
<th>Journal Name</th>
<th>Publications, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Journal of Medical Internet Research</td>
<td>331 (9.7)</td>
</tr>
<tr>
<td>2</td>
<td>JMIR mHealth and uHealth</td>
<td>165 (4.8)</td>
</tr>
<tr>
<td>3</td>
<td>PLoS One</td>
<td>123 (3.6)</td>
</tr>
<tr>
<td>4</td>
<td>JMIR Research Protocols</td>
<td>114 (3.3)</td>
</tr>
<tr>
<td>5</td>
<td>BMC Public Health</td>
<td>72 (2.1)</td>
</tr>
<tr>
<td>6</td>
<td>Studies in Health Technology and Informatics</td>
<td>68 (2.0)</td>
</tr>
<tr>
<td>7</td>
<td>AIDS and Behavior</td>
<td>53 (1.5)</td>
</tr>
<tr>
<td>8</td>
<td>BMJ Open</td>
<td>52 (1.5)</td>
</tr>
<tr>
<td>9</td>
<td>JMIR Public Health and Surveillance</td>
<td>49 (1.4)</td>
</tr>
<tr>
<td>10</td>
<td>Journal of Health Communication</td>
<td>49 (1.4)</td>
</tr>
<tr>
<td>11</td>
<td>International Journal of Medical Informatics</td>
<td>37 (1.1)</td>
</tr>
<tr>
<td>12</td>
<td>Journal of Diabetes Science and Technology</td>
<td>37 (1.1)</td>
</tr>
<tr>
<td>13</td>
<td>Health Communication</td>
<td>34 (1.0)</td>
</tr>
<tr>
<td>14</td>
<td>Computers in Human Behavior</td>
<td>33 (1.0)</td>
</tr>
<tr>
<td>15</td>
<td>International Journal of Environmental Research and Public Health</td>
<td>31 (0.9)</td>
</tr>
</tbody>
</table>

Research Themes in Social Media–Based Public Health Research

The 25 extracted research themes were labeled on the basis of the top 15 most frequently used terms associated with each theme and the articles assigned to the theme. Table 2 presents the lists of terms under each theme. A network graph of theme-word probability of the 25 research themes is provided in Multimedia Appendix 2. Multimedia Appendix 3 displays a typical study under each theme.

The percentages in Table 2 reveal the article distribution across research themes. The articles under each theme varied greatly from 2.22% (76/3419) to 7.93% (271/3419; Table 2), with men and HIV occupying the largest number of articles and reproductive cancers the least. Among them, the mHealth family, the themes about mHealth (themes 1, 2, 3, 4), contained a large body of 653 articles. Themes about substance use (themes 6, 7, 8) comprised 409 articles. Another big cluster was cancer (themes 10, 12, 13), which consisted of 385 articles.

The 25 research themes were further grouped into 6 research clusters on the basis of similar concerns and associations. The first cluster was on health education, which comprises 4 themes: health education–school and students, health education–family and oral/dental health, mHealth and medical decisions, and pregnancy. Health education aims to prevent diseases through improving people's knowledge and health efficacy. School and family, as the main scenes for the students to learn health beliefs and behaviors, have been the foci of health education. Sexual health education on condom use and pregnancy have also attracted increasing scholarly attention.

The second cluster was on health management with the help of mHealth. The themes mHealth and weight control, mHealth and diabetes management, digital campaigns in targeted populations, social media and alcohol drinking, substance usage and cessation, food and asthma, and vaccination and immunization all fell into this cluster. This indicates the functional attributes of social media to help manage health problems. Social media use is used to intervene in certain unhealthy behaviors and promote healthy behavior adoption.

The third cluster, cancer studies, includes women's cancer, reproductive cancer, cancer survivor, and caregiving on social media. Cancer is one of the world's largest health problems and a significant cause of death. Thus, continuous attention has been paid to cancer studies.

The fourth cluster, infectious diseases, includes HIV as a key topic: mHealth and HIV; men and HIV; and infectious disease, health campaign, and stigma belong to this cluster. In this line of research, social media provides breakthrough channels to reach risky subgroups and focuses more attention on campaigns to reduce the stigma surrounding infectious diseases.

The fifth cluster was on mental health issues. This cluster consists of two themes: mental health and substance use and mental health–depression and digital technology. Mental health problems have been prominent in modern society. Digital technology is considered a cause and a solution to mental health issues.

The sixth cluster was on extended health research empowered by social media: health and human mobility, health marketing, surveillance and Twitter, and eHealth–miscellaneous. These research areas have flourished due to the availability of geographical information, mass user behavioral data, and extensive online discourse on social media platforms.
Table 2. Research themes and the top 15 keywords under each theme.

<table>
<thead>
<tr>
<th>Number</th>
<th>Research themes</th>
<th>Top 15 keywords</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>mHealth and weight management</td>
<td>App, weight, loss, selfmonitor, usabl, mHealth, adher, exercise, download, dietary, BMI, Fit, Android, coach, mainten</td>
<td>208 (6.08)</td>
</tr>
<tr>
<td>2</td>
<td>mHealth and diabetes management</td>
<td>diabet, selfmanag, glucos, usabl, mHealth, adolesc, HbA1c, TDM, young, selfcar, older, glycem, insulin, selfefficacy, cardiovascular</td>
<td>192 (5.62)</td>
</tr>
<tr>
<td>3</td>
<td>mHealth and medical decisions</td>
<td>decis, mHealth, intent, peer, consum, screen, trust, cell, doctor, choic, privacy, navig, leader, read, worker</td>
<td>103 (3.01)</td>
</tr>
<tr>
<td>4</td>
<td>mHealth and HIV</td>
<td>adher, mhealth, HIV, literacy, SMS, ART, portal, selfmanag, PLWH, retent, digest, RCTs, beta, viral, nurs</td>
<td>150 (4.39)</td>
</tr>
<tr>
<td>5</td>
<td>Men and HIV</td>
<td>HIV, men, sexual, MSM, partner, PrEP, AOR, gay, condom, drug, young, STI, YMMMS, websit, Latino</td>
<td>271 (7.93)</td>
</tr>
<tr>
<td>6</td>
<td>Alcohol drinking and social media</td>
<td>alcohol, drink, young, consumpt, student, Facebook, post, colleg, alcoholreel, SNS, exposur, norm, adolesc, market, peer</td>
<td>174 (5.09)</td>
</tr>
<tr>
<td>7</td>
<td>Substance use and cessation</td>
<td>smoke, cessat, smoker, drug, tobacco, quit, marijuana, cigarett, EMA, abstin, substanc, addict, ecolog, alcohol, momentary</td>
<td>115 (3.36)</td>
</tr>
<tr>
<td>8</td>
<td>Mental health and substance use</td>
<td>symptom, mental, substanc, pain, disorder, veteran, drug, cope, distress, adolesc, tan, fatigu, abus, stress, pro</td>
<td>120 (3.51)</td>
</tr>
<tr>
<td>9</td>
<td>Mental health–depression and digital technologies</td>
<td>depress, pain, digit, anxiety, adolesc, symptom, suicid, cancer, disorder, older, memory, genet, injury, dengu, young</td>
<td>112 (3.28)</td>
</tr>
<tr>
<td>10</td>
<td>Women's cancer</td>
<td>cancer, breast, screen, women, vaccin, HPV, campaign, prostat, colorect, cervic, lung, imag, news, cancerrel, papillomavirus</td>
<td>151 (4.42)</td>
</tr>
<tr>
<td>11</td>
<td>Pregnancy</td>
<td>women, pregnanc, pregnant, mother, gestat, GDM, matern, worker, CHWS, child, contracept, HCV, mHealth, postpartum, antenat</td>
<td>117 (3.42)</td>
</tr>
<tr>
<td>12</td>
<td>Reproductive cancers</td>
<td>cancer, ovarian, prostat, gene, polymorph, cultur, genotyp, postop, cohort, predict, nutrit, genet, PON, BRCA, surgic</td>
<td>76 (2.22)</td>
</tr>
<tr>
<td>13</td>
<td>Cancer survivor care</td>
<td>cancer, survivor, emot, breast, psychosoci, oncolog, young, modul, wellb, survivorship, AYA, selfmanag, QOL, depress, consult</td>
<td>158 (4.62)</td>
</tr>
<tr>
<td>14</td>
<td>Caregiving on social media</td>
<td>Facebook, post, caregiv, page, blog, comment, emot, CRC, virtual, channel, Twitter, friend, profil, chat, fit</td>
<td>136 (3.98)</td>
</tr>
<tr>
<td>15</td>
<td>Vaccination and immunization</td>
<td>vaccin, influenza, predict, coverag, season, event, news, queri, flu, immun, volum, forecast, surveil, websit, outbreak</td>
<td>119 (3.48)</td>
</tr>
<tr>
<td>16</td>
<td>Infectious disease, health campaigns and stigma</td>
<td>Ebola, HIV/AIDS, campaign, epidemic, stigma, outbreak, audienc, Africa, outreach, facil, news, post, neighbourhood, stori, IBDD</td>
<td>110 (3.22)</td>
</tr>
<tr>
<td>17</td>
<td>Food and asthma</td>
<td>food, asthma, nutrit, game, children, intak, consumpt, dietari, exposur, veget, infant, eat, weight, beverag, feed</td>
<td>146 (4.27)</td>
</tr>
<tr>
<td>18</td>
<td>Health education–family and oral/dental health</td>
<td>parent, websit, children, oral, dental, child, readabl, read, grade, instrument, discern, childhood, rank, pediatr, page</td>
<td>128 (3.74)</td>
</tr>
<tr>
<td>19</td>
<td>Health education–school and students</td>
<td>student, nurses, physician, mHealth, skin, school, melanoma, sun, cluster, EMR, hypertens, rural, India, NCDS, CVD</td>
<td>107 (3.13)</td>
</tr>
<tr>
<td>20</td>
<td>Health and human mobility</td>
<td>map, street, neighborhood, urban, walk, audit, built, sale, resid, agreement, happi, crowdsourc, hookah, LOS, imag</td>
<td>111 (3.25)</td>
</tr>
<tr>
<td>21</td>
<td>Digital campaigns in target-ed populations</td>
<td>youth, advertis, rural, Hispan, adolesc, percent, young, homeless, campaign, urban, digit, women, black, cultur, underserv</td>
<td>131 (3.83)</td>
</tr>
<tr>
<td>22</td>
<td>Health behavior guidelines</td>
<td>behavior, guidelin, usag, practicion, programm, ethic, sedentary, men, websit, GPS, ICT, screen, kingdom, citat, geosoci</td>
<td>86 (2.52)</td>
</tr>
<tr>
<td>23</td>
<td>Health marketing and social media</td>
<td>video, YouTub, market, brand, product, girl, adolesc, tobacco, industry, consum, company, ecigarett, boy, cigarett, surgery</td>
<td>100 (2.92)</td>
</tr>
<tr>
<td>24</td>
<td>Surveillance and Twitter</td>
<td>tweet, Twitter, surveil, post, sentiment, ILI, influenza, outbreak, detect, drug, opinion, mention, retweet, marijuana, pandem</td>
<td>165 (4.83)</td>
</tr>
<tr>
<td>25</td>
<td>eHealth–miscellaneous</td>
<td>eHealth, phase, eat, refer, client, mHealth, telemedicin, uncertainty, COPD, reward, PLHIV, emot, EVD, static, compet</td>
<td>133 (3.89)</td>
</tr>
</tbody>
</table>
Roles of Social Media in Public Health Research

Social Media as Research Context or Substantial Interest

Social media is integrated into public health research by providing a new research context or producing new substantial interest in public health research.

When social media was adopted as a research context, social media was specifically considered as a mere reference, a platform for participant recruitment, and as a data source. When social media was adopted as a mere reference, research mostly used social media as a tool to offer intervention and facilitate the health management of individuals. For the role of a platform for recruitment, research either recruited participants through distributing questionnaires or posting participant recruitment announcements on social media (e.g., Facebook) or employed users of certain social media platforms as the study target group (Grindr for the men who have sex with men group). For the role of data source, social media could contribute to collecting data in text, image, video, and app interface formats and collecting published posts and articles for meta-analysis or scope review.

When social media produced substantial interests for public health research, social media was used for intervention; employed to study human-computer interaction characteristics; used as a platform of social influence; and used for disease surveillance, risk assessment, or prevention. Under these 4 broad categories, the role of social media is described as follows:

**Intervention**

For public health intervention, the 4 subroles of social media in the published studies are as follows: (1) interactive intervention tool targeted at changing personal and environmental risky health factors, (2) intervention information-distributing tool (1-way and not real-time interactive), (3) source for health information seeking, such as YouTube and other platforms, and (4) usability test of social media platforms as intervention instruments.

**Human-Computer Interaction Characteristics**

Under this role, social media was used to serve the goal of revealing (1) the public’s attitudes toward technology and social media for health use, (2) characteristics and behaviors of social media users and groups, (3) factors affecting the health behaviors or attitudes of users on social media, and (4) consequences/influences on health behaviors caused by (popular) social media.

**Platform of Social Influence**

Social networking and interaction between different individuals and groups on social media could facilitate the change of health behaviors through the following approaches: (1) building online (support) groups for patients, such as cancer patient groups on Facebook, (2) promoting physician-patient communication or information seeker–provider communication, (3) enhancing health-related marketing, such as precision advertising, and (4) changing public health behavior at a macro level. All of these approaches are representations of social influence in online communities.

**Disease Surveillance, Risk Assessment, or Prevention**

The digital traces of online behaviors and massive online discourse granted opportunities to understand health conditions at a population level. For instance, Google trends and search query records could grant references to predict the possibility of a flu outbreak at an early stage.

Figure 4 presents the percentages of articles in each type of social media role. The results showed that among substantial interest, “an interactive intervention tool targeted at changing personal and environmental risky health factors” accounted for the largest percentage of 19.2%, followed by “usability test of social media platforms as intervention instruments” (10.6%), and “a source for health information seeking” (8.0%). Four of other types, “characteristics and behaviors of social media users and groups” (7.4%), “consequences/influences on health behaviors caused by (popular) social media” (6.4%), “enhancing health-related marketing” (6.4%), and “changing public health behavior as macro influence” (6.4%), also occupied a relatively larger proportion of more than 6%.

Among the dimension of social media as research context (Figure 5), “as a mere reference,” which took social media as a research background or a research environment, played the dominant role (47.2%). The second most frequent role that social media plays was content data source (i.e., text/picture/video/app data sources, 24.8%). The other three were “social media as article search platform for meta-analysis or literature review” (11.6%), “for participant recruitment” (10.6%), and “as platforms to recruit their users” (1.2%).
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Figure 4. Article distributions based on social media as substantial interest.

Figure 5. Article distributions based on social media as research context.
Research Methods in Social Media–Based Public Health Research

Public health research with social media data was dominated by traditional quantitative research methods, whereas cutting edge computational methods played a minor role. Among all the articles, 30.6% employed survey method, 24.0% employed experiment design, 22.7% employed qualitative methods (eg, field observation, in-depth interview, and focus group), 8.3% included employed digital methods (including digital tracks analysis and computational methods, such as text mining, sentiment analysis, agent-based modeling, and network modeling), and 5.6% employed traditional content analysis. Figure 6 demonstrates that the method distributions under the 25 research themes were similar to the general distribution among the whole body of the studies. Survey and experiment were the two most adopted methods, whereas review article number was relatively small among all themes.

Figure 6. Research methods adopted under research topics.

Discussion

Principal Findings

With a bottom-up approach, this study provided a panoramic mapping of the landscape of social media–based public health research. By analyzing publication trends, research themes, roles of social media, and research methods adopted in this emerging research area, this study concluded that (1) social media has penetrated almost all the health-related processes and domains since 2010, showing a dramatic increase in the research body; (2) existing social media–based public health research mainly focuses on 25 themes in 6 clusters; (3) social media generally played two roles in public health research: generating substantial research interest and providing a research context/platform; (4) existing social media–based public health research is dominated by traditional research methods while the share of computational method is on the rise. The panoramic mapping can help scholars understand the state of the art in this research area and what is under- or overstudied in this field. This study can enable scholars across various disciplines to understand each other’s needs and contribute jointly to health promotion and disease control. Here, three notable issues that possess theoretical and methodological implications in social media–based public health research are elaborated.

When Public Health Research Meets Social Media: From New Phenomena to New Questions

Social media has infiltrated almost all health-related processes and domains with the rapid advancement of social and mobile media. This dramatic change has entailed many new phenomena to be explored in public health research. The findings of this study are consistent with previous studies that found that almost one-third of internet studies have focused on eHealth and mHealth since 2009 [29] and a trend toward digitization exists in health care [31]. Many traditional public health activities, such as health education, health promotion, and disease surveillance, have taken advantage of social media technologies to become digitized [32-34]. Social media has substantially altered how individuals seek and share health information, discuss health issues, and engage in health behaviors [35]. Social media also provides innovative ways to change health behaviors in various domains, such as smoking cessation, substance use, weight control, HIV prevention, and cancer screening [36-38]. Consistent with previous reviews on social media and public health studies, this study concludes that social media contributes to these public health domains by broadening the reach of health education, providing accessible online professional consultation, and improving the efficacy of access to care and medication uptake, etc [19,39]. Moreover, an upward trend of integrating social media in various public health campaigns exists due to...
the instrumental benefits of social media technologies, such as lower intervention cost, higher user engagement, higher efficiency, and better documentation of the process [40].

When public health research meets social media, new topics have emerged and attracted the attention of public health scholars [41]: mHealth and social media–empowered health research. “Digital campaigns in targeted populations” and “surveillance and Twitter” are typical new topics where researchers frequently examine new research questions [42,43]. For example, researchers discuss how to employ user-generated content together with geolocation information to predict an outbreak of an emerging disease or visually map their diffusion routes and locate the risky population [44]. The digital trace on social and mobile media offers many possibilities to study online health behaviors such as online health information-seeking, online social support, and online medical consultation behaviors [45]. In addition, some health topics have attracted burgeoning attention in the era of social media. For instance, mental health problems have been identified as significant concerns among the 25 themes in this study. However, no conclusion has yet been reached whether and how the adoption and use of social media alleviates or exacerbates mental health problems [46].

This relatively new domain calls for in-depth exploration. New phenomena and new questions raised by social media are of practical and theoretical significance for public health research. Timely responses to those new phenomena via scientific research can promote the advancement of the domain to keep up with technology advances and establish a realistic understanding of what social media can and cannot do in public health. Meanwhile, public health research should delve into scientific research questions behind those new phenomena and address them either by exploiting the existing body of knowledge or exploring new methods and knowledge to extend the domain.

**When Public Health Research Meets Social Media: Methodological Potential to Be Further Tapped**

When public health research meets social media, the dominant research methods are traditional quantitative methods, despite the growing interest in computational methods among public health scholars. The methodological potentials of social media for public health research can and should be further tapped. Specifically, the potential of social media in participant recruitment and measurement development has direct and salient implications to public health research.

Social media substantially facilitates participant recruitment in public health research. Recruiting research participants from specific groups of individuals who have sensitive health issues or are stigmatized in society, such as people living with HIV/AIDS or individuals with mental health issues, remains a significant challenge for public health scholars [19,47]. Given the size and heterogeneity of social media users, recruiting a fairly sizable number of subjects from particular social groups to participate in public health surveys and experiments should be possible. More importantly, participants recruited from online platforms such as Facebook and Amazon’s Mechanical Turk can have significant heterogeneity in their demographic characteristics (eg, age, gender, race, cultural background) and other key variables relevant to specific researcher contexts [48]. Nevertheless, it is worth noting here that the representativeness of participants recruited on social media needs to be empirically evaluated in particular contexts. Amazon’s Mechanical Turk workers are not a generalizable population with regard to health status and behaviors in the United States [49]. Without an empirical evaluation of representativeness of recruited subjects on social media, researchers should be cautious in the generalizability of their research findings. Moreover, ethical issues involved in participant recruitment via social media platforms have become more prominent and challenging. Due to the anonymity of social media users, it is extremely difficult if not impossible to obtain informed consent beforehand from recruited participants. When users of a social media platform accept the terms of service of the platform, can researchers assume that the users have given an explicit or implicit consent to participate in any type of experiment or intervention conducted on the platform [50]? We do not have a widely accepted ethical guideline in this regard. A collective effort from the scientific community is needed to outline responsible and ethical conduct in this emerging research area.

Social media contributes to public health research by providing refreshed measurements of existing concepts or new observations of emerging phenomena. Rich semantic information in digital traces can provide a social telescope [51] with which to observe or infer what health information is produced, shared, and consumed by ordinary users. Multiple social and interactive relations in digital traces facilitate empirical studies on who connects with whom in various contexts. Voluminous and real-time social media data have been widely employed for epidemic surveillance or tracking emotional contagion [52,53]. A growing number of studies have employed user-generated content on social media to monitor emerging diseases at the breaking-out stage to minimize consequences or track trends in public health issues [54-56]. When public health scholars embrace new measures derived from social media data, empirically assessing and monitoring the quality of the new measures by cross-validating them with established measures is necessary. The parable of Google Flu Trends well illustrates the necessity of such cross-validation. When Google Flu Trends was first released, it outperformed traditional flu surveillance measures adopted by the US Centers for Disease Control and Prevention [57]. However, Google Flu Trends is reported to overestimate flu cases in the United States [58]. Validation of empirical measures is an ongoing process in public health research and beyond [59].

**When Public Health Research Meets Social Media: Unequal Status With Detached Concerns?**

Social media–based public health research lies in the crossroad between public health studies and social science studies on information and communication technologies (ICTs) [60] and benefits from both perspectives. In the cooperative process, social media–based public health research reaches various levels in elaborating on the two perspectives. Taking the initial perspective of public health interest, many acceptability studies and randomized controlled trials have been documented to examine the effectiveness of social media to reach different public health goals [40,61]. In these studies, social media is...
often considered a new functional tool to improve public health. Meanwhile, in research that further examines the influence of ICTs on public health, who used what social media content targeted at whom through which social media platforms with what health effects is the core concern [62]. In this line of research, studies typically focus on the transmission of health information, communication between health agencies, the uses of health apps, and so on [63]. The inherent concerns of these studies seem to be detached though not in conflict in that social media facilitates the public health promotion process, and public health outcomes add value to the communication through social media.

From an overview of social media–based public health research, the dominating approach of these published studies considers public health issues as the substantial interests and ultimate outcomes rather than regard social media as an equally important area of concern. Many articles used limited space to describe the use of social media in health promotion campaigns or projects [64,65]. The subordinate role of social media suggests that the potential of ICTs has not been fully realized in the domain of public health [41]. Empirical studies should not only focus on what social media can contribute to public health research but should also examine how and why social media can make an impact in various contexts of public health research. This can substantially improve the understanding of the intended as well as unintended consequences social media can exert on health attitudes and behaviors. This can also enable public health researchers to integrate social media into their research design further.

Limitations
Despite the strengths and contributions, this study has certain limitations. First, the study may suffer from the file drawer effect given that only studies indexed in Web of Science and PubMed were included. Empirical studies published in other outlets were not considered here. Future studies are warranted to expand the pools to conference proceedings and articles indexed in other databases. Second, this study used numerous diseases as search terms in the initial search, but the list remains incomplete. Some important diseases, such as mental disorders, were not incorporated. Despite this, the topic modeling captured mental health as a major theme. Further research is suggested to include mental health keywords as search terms. Third, LDA topic modeling is a well-recognized method to identify related themes through document-word matrices. However, the results of the topic modeling were not as neat as expected. No standard and quantitative thresholds exist for researchers to choose the optimal number of topics. Future studies are encouraged to replicate this study and examine the reliability of such themes.

Conclusions
This study examined research themes, roles of social media, and research methods in social media–based public health research published from 2000 to 2018. This research identifies 25 research themes covering different diseases, various population groups, physical and mental health topics, and other significant issues. Social media assumes two major roles in public health research: one is to produce substantial research interest for public health research and the other is to furnish a research context for public health research. Social media enables scholars to study new phenomena and propose new research questions in public health research. Meanwhile, the methodological potential of social media in public health research needs further exploration.
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Abstract

Background: In most industrialized societies, regulations, inspections, insurance, and legal options are established to support workers who suffer injury, disease, or death in relation to their work; in practice, these resources are imperfect or even unavailable due to workplace or employer obstruction. Thus, limitations exist to identify unmet needs in occupational safety and health information.

Objective: The aim of this study was to explore hidden issues related to occupational accidents by examining social network services (SNS) data using topic modeling.

Methods: Based on the results of a Google search for the phrases occupational accident, industrial accident and occupational diseases, a total of 145 websites were selected. From among these websites, we collected 15,244 documents on queries related to occupational accidents between 2002 and 2018. To transform unstructured text into structure data, natural language processing of the Korean language was conducted. We performed the latent Dirichlet allocation (LDA) as a topic model using a Python library. A time-series linear regression analysis was also conducted to identify yearly trends for the given documents.

Results: The results of the LDA model showed 14 topics with 3 themes: workers’ compensation benefits (Theme 1), illicit agreements with the employer (Theme 2), and fatal and non-fatal injuries and vulnerable workers (Theme 3). Theme 1 represented the largest cluster (52.2%) of the collected documents and included keywords related to workers’ compensation (ie, company, occupational injury, insurance, accident, approval, and compensation) and keywords describing specific compensation benefits such as medical expense benefits, temporary incapacity benefits, and disability benefits. In the yearly trend, Theme 1 gradually decreased; however, other themes showed an overall increasing pattern. Certain queries (ie, musculoskeletal system, critical care, and foreign workers) showed no significant variation in the number of queries.

Conclusions: We conducted LDA analysis of SNS data of occupational accident–related queries and discovered that the primary concerns of workers posting about occupational injuries and diseases were workers’ compensation benefits, fatal and non-fatal injuries, vulnerable workers, and illicit agreements with employers. While traditional systems focus mainly on quantitative monitoring of occupational accidents, qualitative aspects formulated by topic modeling from unstructured SNS queries may be valuable to address inequalities and improve occupational health and safety.

(J Med Internet Res 2020;22(8):e19222) doi:10.2196/19222
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**Introduction**

Occupational health and safety are fundamental components of a good work environment [1]. They are relevant not only to increased productivity but also to the moral and legal responsibilities of both employees and employers [1]. Although many strategies and programs promote occupational safety and health, fatal and nonfatal accidents in the work environment remain a global problem [1,2]. Occupational accidents include any injury, disease, or death arising through the course of employment [2]. The International Labor Organization estimates that 2.78 million workers die each year from occupational injuries, and 374 million workers suffer nonfatal work-related injuries and illnesses [2].

Occupational accident statistics vary from country to country due to differences in coverage, definitions, and classifications; data divided into fatal and nonfatal rates of occupational accidents provide similar perspectives on the risks related to occupational safety and health [2]. The paradox of low levels of nonfatal injuries but high rates of fatal accidents is observed in many countries, including South Korea [3,4]. In 2017, the rate of fatal occupational injuries reached 1.12 per 10,000 Korean workers; however, the rate of nonfatal occupational injuries was 0.54 per 100 workers [5]. This paradox may be rooted in underreporting or covering up of nonfatal occupational accidents to avoid reprisal or stigma at work or due to a perception that an injury is minor or simply part of the job [3,6]. Thus, conventional record keeping of occupational accidents may simply fail to provide the actual occupational injury rates. Furthermore, there are limitations to identifying unmet needs in occupational safety and health information, resources, and interventions for injured workers.

Due to the rapid spread of smart devices and mobile internet services, social network services (SNSs) are changing the ways in which people interact with other people who have similar interests, thoughts, services, or desires [7-9]. SNS users can also engage in knowledge sharing about specific topics (ie, academic, medical, and legal issues) [7-9]. People with work-related injuries or illnesses differ from other SNS users in how they seek professional advice and information over the internet. Employers sometimes present obstacles to injured workers or minimize their benefits, and the process of approving workers’ compensation benefits is time-consuming and frustrating. Therefore, it is inevitable that injured workers will seek legal and technical information and discuss their challenges through SNSs.

We believe that SNS data do not show the entire picture of occupational accidents but are useful for discovering hidden aspects of these accidents that are not captured by conventional surveillance. In this study, by applying topic modeling techniques to SNS data, we explored issues regarding occupational accidents that are not shared or discussed publicly but are nonetheless important.

**Methods**

The data upon which our study is based were obtained using Google’s Korean-language search engine (Figure 1). Using the results of a Google search for the phrases *occupational accident*, *industrial accident*, and *occupational diseases*, a total of 129,000 webpages were initially selected. Next, 87,800 webpages were excluded from the initial sites by applying the keyword *workers compensation*. We further filtered the keywords *certified labor attorneys*, *doctors*, and *other attorneys*, and we excluded webpages corresponding to news, laws, and regulations. Ultimately, 355 websites were identified after applying the filter. We subsequently narrowed down our selection to 210 expert counseling and knowledge-sharing websites on which injured workers and their families could discuss difficulties related to treatment and compensation after occupational accidents and could seek answers and advice from experts. Finally, 145 websites were deemed eligible for use in the current study, excluding those that were suspended or contained fewer than 10 posts. We used web crawlers to gather website data from between 2002 and 2018; a total of 23,076 documents were collected from 145 websites. These documents were composed of full-text documents (articles or posts), comments, and blogs. From among these websites, 7,832 duplicate documents were excluded. Finally, 15,244 documents were subjected to further analysis.
Prior to topic modeling analysis, the various documents were transformed into a structured form by text preprocessing. Natural language processing (NLP) was performed using KoNLPy, which is an open-source morphological analyzer for Korean processes based on the Python package [10]. Lexical analysis was performed by sentence splitting followed by tokenizing. We removed unnecessary components such as unnecessary white spaces, punctuation, special characters, and stop words such as “a,” “the,” and “it” from the unstructured data. To convert the sentences from the documents into words, tokenization was conducted using MeCab [11], an open-source morphological analyzer and part-of-speech tagger modified for the Korean language.

With keywords created through NLP, a term-document matrix was created to evaluate the importance of a word in a document. We used the term frequency–inverse document frequency (TF-IDF) technique [12], in which the term frequency measures how often a word appears in a given document divided by the total number of words while the inverse document frequency measures how frequently a word appears in all documents divided by the number of documents that contain the word. Thus, a word with a high TF-IDF score is distinctly frequent in a given document compared with other documents in the set. In this way, a term-document matrix of 35,315 words was generated from 15,244 documents. We created a co-occurrence network for high-frequency words in the given documents.

Topic modeling is a machine learning technique that is used to determine the abstract topics discussed in a given text [13]. Topic modeling is recognized as a standard methodology with high performance and convenience; it has been suggested as an alternative method of solving problems of rareness, synonyms, multiplicity, and semantic hierarchy that occur in existing word frequency analyses [13]. Latent Dirichlet allocation (LDA), a generative probabilistic model of a corpus, is a commonly used topic model. LDA assumes sparse Dirichlet prior distributions, encoding the intuition that the probability distribution of words in a topic is skewed so that only a small set of words have high probability [14,15]. In a collection of documents (D) including a word (W) and a preselected number of topics (K), LDA calculates two probabilities: the probability of words in document d assigned to topic t, P(t|d), and the probability of topic t in all the documents in a set for word w, P(w|t). The prior distributions of P(t|d) and P(w|t) are defined by the hyperparameters $\alpha$ and $\beta$. Gibbs sampling is used to assess distribution over topics and distribution over words for each document [13,16]. We used LDA in the Gensim library in Python for topic modeling. We set $\lambda$ as 0.6 and ran the LDA with 3000 Gibbs sampling iterations. The optimal number of topics was based on perplexity and coherence (Supplemental Figure 1 in Multimedia Appendix 1). Perplexity is a method of evaluating how well a probability distribution can predict a held-out sample [17]. The smaller the change in the perplexity value, the better the probabilistic model. Topic coherence measures the score of a single topic by calculating the degree of similarity between the top N words of a topic [18]. The higher the score, the easier it is to choose the appropriate number of topics. Because there are variations in the interpretation of the quality of topics among perplexity, coherence, and human judgment [15], we further evaluated the manually formulated topics by varying the number of topics of the LDA model. Finally, we determined that 14 was a reasonable number of topics to discover hidden structures in the text body. Each topic was represented by a set of several keywords and was named by the authors of this report, who included a physician specializing in occupational medicine. These topics were categorized into three themes based on the LDA plot and the authors’ interpretation. For each topic, we performed time-series linear regression analysis with SAS statistical software (SAS Institute) by using the AUTOREG procedure to identify trends by year. The years were taken as independent variables, and the dependent variables were the average weight values for each
topic by year. We classified the topics as “hot” if the regression coefficient was positive or as “cold” if the coefficient was negative, taking a 5% significance level.

Results

Table 1 shows the numbers of documents related to occupational accidents collected on the internet by year. From the 145 websites, a total of 15,244 documents were identified during the study period (2002 to 2018). The number of documents fluctuated over time. In the first three years, from 2002 to 2005, about 100 documents (0.6% of the total documents) were identified. Occupational accident queries were very frequent in 2011 but then declined briefly. After 2012, the number of queries surged again, resulting in an average of over 1500 queries per year.

Figure 2 shows the co-occurrence network of the high frequency keywords in the set of documents. Using keyword analysis, we investigated the degrees of connection between major keywords.

Table 1. Numbers of documents related to occupational accidents by year (N=15,244).

<table>
<thead>
<tr>
<th>Year</th>
<th>Documents, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2002</td>
<td>9 (0.06)</td>
</tr>
<tr>
<td>2003</td>
<td>19 (0.12)</td>
</tr>
<tr>
<td>2004</td>
<td>34 (0.22)</td>
</tr>
<tr>
<td>2005</td>
<td>32 (0.21)</td>
</tr>
<tr>
<td>2006</td>
<td>104 (0.68)</td>
</tr>
<tr>
<td>2007</td>
<td>307 (2.01)</td>
</tr>
<tr>
<td>2008</td>
<td>192 (1.26)</td>
</tr>
<tr>
<td>2009</td>
<td>1148 (7.53)</td>
</tr>
<tr>
<td>2010</td>
<td>699 (4.59)</td>
</tr>
<tr>
<td>2011</td>
<td>480 (3.15)</td>
</tr>
<tr>
<td>2012</td>
<td>1602 (10.51)</td>
</tr>
<tr>
<td>2013</td>
<td>1977 (12.97)</td>
</tr>
<tr>
<td>2014</td>
<td>1774 (11.64)</td>
</tr>
<tr>
<td>2015</td>
<td>1754 (11.51)</td>
</tr>
<tr>
<td>2016</td>
<td>1508 (9.89)</td>
</tr>
<tr>
<td>2017</td>
<td>1934 (12.69)</td>
</tr>
<tr>
<td>2018</td>
<td>1671 (10.96)</td>
</tr>
</tbody>
</table>

The green lines indicate the connections between keywords; the darker the shade of green, the more connected the words. Among the top 100 keywords derived from TF-IDF, the keywords related to workers’ compensation showed the highest frequencies. These keywords were company, process, salary, insurance, request, treatment, and occupational accidents. Keywords related to occupational injuries, such as hospitals, surgical operation, rates, finger, and hospitalization, were also highly frequent. These high-frequency words linked to workers’ compensation and occupational injuries were interconnected with many other words.

Figure 3 presents the results of the LDA model; 14 topics were formulated using LDA. This set was plotted in a 2D plan along the transverse (PC1) and longitudinal (PC2) axes. Each topic was displayed as a circle, and the overall prevalence was calculated as the areas of the circles. The centers of each topic were determined by computing the distance between topics. The 14 topics were manually classified into 3 themes.
Figure 2. Co-occurrence network of 100 high-frequency keywords in documents related to occupational accidents.

Figure 3. Overview of the formulation of 14 topics and 3 themes with latent Dirichlet allocation topic modeling.
Table 2 shows the formulated topics and keywords from the LDA models, including the themes, topics, subjects, keywords, and topic proportions (ie, percentages). A total of 14 topics were divided into 3 themes. The topic proportion was defined as the proportion of words in a document that belong to a topic; this measurement indicates the main topics in a document. Herein, Topic 1 appeared the most frequently, at 52.2%, and was designated Theme 1 (workers’ compensation benefits). Many of the keywords for Topic 1 were associated with workers’ compensation (ie, company, process, occupational injury, insurance, and compensation), medical expense benefits (ie, hospital, surgical operation, medical treatment, hospitalization, and convalescence), temporary incapacity benefits (ie, salary, request, approval, workplace, and shutdown), and disability benefits (ie, possibility, rates, disability, fracture, and impairment). Topics 2 and 3, which totaled approximately 20.6% of all topics, were categorized as Theme 2, illicit agreement (called gong-sang in Korean) with the employer. These two topics contained keywords related to gong-sang: specifically, related to the musculoskeletal system of Topic 2 (ie, gong-sang, disk, rupture, MRI, lumbar, traffic accident, backbone, orthopedics, surgical procedure, and X-ray) and physical trauma of Topic 3 (ie, gong-sang, thumb, metal pin, reattachment, suture, tendon, bruise, scar, stitches, and infection). The remaining Topics 4-14, approximately 27.2% of the total, included keywords describing fatal and nonfatal injuries and vulnerable workers, Theme 3. Specifically, Topics 4, 5, 6, 9, and 10 implied keywords related to fatal and nonfatal injuries, such as critical care (Topic 4), fatal accident (Topic 5), lower extremity injury (Topic 6), fracture (Topic 9), and labor-management conflict (Topic 10). The remaining topics included keywords describing vulnerable workers, such as restaurant workers (Topic 7), construction workers (Topic 8), vulnerable jobs (Topic 11), student workers (Topic 12), and foreign workers (Topic 13). In addition, Topic 14 included words such as hearing, hearing loss, hepatocirrhosis, elderly, soft tissue, sudden, and garbage man.

Table 3 displays the regression coefficients and Figure 4 displays the heat map for the yearly changes in interest in the 14 topics from the LDA models. The largest topic was Topic 1, relating to workers’ compensation benefits; interest in this topic significantly decreased over time. In contrast, interest in Topic 2 (musculoskeletal system), Topic 4 (critical care), and Topic 13 (foreign workers) continued over time without significant changes. Most of the topics (Topic 3, Topics 5 to 12, and Topic 14) showed significant increases over time ($P<.05$).
Table 2. Themes, topics, and keywords formulated by latent Dirichlet allocation topic modeling.

<table>
<thead>
<tr>
<th>Theme and topics</th>
<th>Keywords</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme 1: Workers’ compensation benefits</strong></td>
<td></td>
<td>52.2</td>
</tr>
<tr>
<td>Topic 1a: Workers’ compensation</td>
<td>company, process, occupational injury, insurance, compensation</td>
<td></td>
</tr>
<tr>
<td>Topic 1b: Medical expense benefits</td>
<td>hospital, surgical operation, medical treatment, hospitalization, convalescence</td>
<td></td>
</tr>
<tr>
<td>Topic 1c: Temporary incapacity benefits</td>
<td>salary, request, approval, workplace, shutdown</td>
<td></td>
</tr>
<tr>
<td>Topic 1d: Disability benefits</td>
<td>possibility, rates, disability, fracture, impairment</td>
<td></td>
</tr>
<tr>
<td><strong>Theme 2: Illicit agreement (gong-sang) with employer</strong></td>
<td>gong-sang, disk, rupture, MRI, lumbar, traffic accident, backbone, orthopedics, surgical procedure, X-ray</td>
<td>13.4</td>
</tr>
<tr>
<td>Topic 2: Musculoskeletal system</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topic 3: Physical trauma</td>
<td>gong-sang, thumb, metal pin, reattachment, suture, tendon, bruise, scar, stiches, infection</td>
<td>7.2</td>
</tr>
<tr>
<td><strong>Theme 3: Fatal and nonfatal injuries and vulnerable workers</strong></td>
<td>bleeding, intensive care unit, nothing, whole life, hospital room, tear, infection</td>
<td>6.1</td>
</tr>
<tr>
<td>Topic 4: Critical care</td>
<td>die, bereaved, police, statement, rolled, autopsy, law</td>
<td>3.7</td>
</tr>
<tr>
<td>Topic 5: Fatal accident</td>
<td>cast, myoelectric, numbness, stabbed, foot, planta pedis, bumped</td>
<td>3.0</td>
</tr>
<tr>
<td>Topic 6: Lower extremity injury</td>
<td>service, kitchen, owner, sick, piece of meat, hotel, McDonald</td>
<td>2.8</td>
</tr>
<tr>
<td>Topic 7: Restaurant workers</td>
<td>fall, construction site, carelessness, Achilles tendon, builders, license, cement</td>
<td>2.3</td>
</tr>
<tr>
<td>Topic 8: Construction workers</td>
<td>open fracture, tumble, rib, incisura, cervical vertebrae, muscular pain, ventral root</td>
<td>1.9</td>
</tr>
<tr>
<td>Topic 9: Fracture</td>
<td>penalty, headquarters, Labor office, disgusted, civil and criminal, credit, tape-recording</td>
<td>1.8</td>
</tr>
<tr>
<td>Topic 10: Labor-management conflict</td>
<td>construction workers, facilities, line, factory, guard, service industry, fast food</td>
<td>1.7</td>
</tr>
<tr>
<td>Topic 11: Vulnerable jobs</td>
<td>disadvantage, part-timers, manager, professor, college student, class, attendance</td>
<td>1.4</td>
</tr>
<tr>
<td>Topic 12: Student workers</td>
<td>identity, visa, sojourn, local, Vietnam, Korea, reentry</td>
<td>1.3</td>
</tr>
<tr>
<td>Topic 13: Foreign workers</td>
<td>hearing, hearing loss, hepatocirrhosis, elderly, soft tissue, sudden, garbage man</td>
<td>1.2</td>
</tr>
<tr>
<td>Topic 14: Others</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)MRI: magnetic resonance imaging.
### Table 3. Regression coefficients of the yearly changes in interest in the 14 topics.

<table>
<thead>
<tr>
<th>Theme and topic</th>
<th>Estimate</th>
<th>( P ) value</th>
<th>Cold/Hot</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Theme 1</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topic 1: Workers’ compensation benefits</td>
<td>-0.2885</td>
<td>&lt;.001</td>
<td>Cold</td>
</tr>
<tr>
<td><strong>Theme 2</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topic 2: Musculoskeletal system</td>
<td>-0.0665</td>
<td>.10</td>
<td>— &lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Topic 3: Physical trauma</td>
<td>0.1194</td>
<td>.01</td>
<td>Hot</td>
</tr>
<tr>
<td><strong>Theme 3</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Topic 4: Critical care</td>
<td>-0.0042</td>
<td>.90</td>
<td>—</td>
</tr>
<tr>
<td>Topic 5: Fatal accident</td>
<td>0.0569</td>
<td>.01</td>
<td>Hot</td>
</tr>
<tr>
<td>Topic 6: Lower extremity injury</td>
<td>0.0207</td>
<td>.08</td>
<td>Hot</td>
</tr>
<tr>
<td>Topic 7: Restaurant workers</td>
<td>0.0465</td>
<td>&lt;.001</td>
<td>Hot</td>
</tr>
<tr>
<td>Topic 8: Construction workers</td>
<td>0.0324</td>
<td>&lt;.001</td>
<td>Hot</td>
</tr>
<tr>
<td>Topic 9: Fracture</td>
<td>0.0178</td>
<td>.004</td>
<td>Hot</td>
</tr>
<tr>
<td>Topic 10: Labor-management conflict</td>
<td>0.0261</td>
<td>&lt;.001</td>
<td>Hot</td>
</tr>
<tr>
<td>Topic 11: Vulnerable jobs</td>
<td>0.0139</td>
<td>.002</td>
<td>Hot</td>
</tr>
<tr>
<td>Topic 12: Student workers</td>
<td>0.0208</td>
<td>&lt;.001</td>
<td>Hot</td>
</tr>
<tr>
<td>Topic 13: Foreign workers</td>
<td>-0.0040</td>
<td>.64</td>
<td>—</td>
</tr>
<tr>
<td>Topic 14: Others</td>
<td>0.0086</td>
<td>.002</td>
<td>Hot</td>
</tr>
</tbody>
</table>

<sup>a</sup>: no significant variation.

**Figure 4.** Heat map of the yearly changes in interest in the 14 topics.

### Discussion

**Principal Findings**

Occupational accidents are a major public health challenge [1]. Although surveillance systems have been constructed to monitor the mortality and morbidity of occupational accidents, the surveillance data may be inaccurate due to underreporting or covering up of injuries and illnesses [6,19]. This impedes proper evaluation of the magnitude of health and safety problems in the workplace, which reduces protection of workers from workplace hazards, identification of risks, and implementation of needed interventions. Our study investigated hidden issues in occupational accidents observed on the internet. We collected...
data from SNSs on occupational accident–related queries and analyzed them using the LDA topic model. The LDA analysis extracted a total of 14 topics, which we clustered into 3 themes: workers’ compensation benefits (Theme 1), illicit agreements with the employer (Theme 2), and fatal and nonfatal injuries and vulnerable workers (Theme 3).

The largest share of 52.2% of the collected documents concerned workers’ compensation benefits; this was classified as Theme 1. In general, if a worker is injured while working, they do not or cannot work for a certain period of time. This not only leads to the burden of medical expenses but also considerably impacts the livelihood of the worker and their family due to the suspension of household income. To ensure social security as a collective measure against injuries, disease, and death, the Korean government implemented the Industrial Accident Compensation Insurance Act 2015, in which all workers are required to participate. The Industrial Accident Compensation Insurance Act pays compensation (hereafter referred to as workers’ compensation benefits) such as medical care benefits, temporary layoff benefits, and disability benefits to workers who are injured or disabled at work [20,21]. Although Korean workers who require more than three days of treatment are covered by the Industrial Accident Compensation Insurance Act, it has been found that the approval process for workers’ compensation benefits can be protracted and difficult because insurers and employers sometimes attempt to limit injured workers’ benefits [20]. Therefore, the primary concern of workers suffering from occupational injuries or diseases may focus on obtaining compensation benefits through legal procedures rather than how the occupational injury or disease affects them. That is, affected workers need advice from legal experts (such as certified labor attorneys and other attorneys) regarding the type of compensation they are eligible for. Due to these affected workers’ needs, Theme 1 is the most frequently mentioned subject throughout the entire industrial accident query. As shown in Table 2, Theme 1 is composed of Topic 1, which includes keywords related to workers’ compensation such as company, process, request, benefits, occupational injury, insurance, accident, approval, and compensation. In addition, it includes keywords describing the specific benefits of industrial accident compensation, namely medical expense benefits (ie, hospital, surgical operation, medical treatment, hospitalization, and convalescence); temporary incapacity benefits (ie, salary, request, approval, workplace, and shutdown); and disability benefits (ie, possibility, rates, disability, fracture, and impairment).

The second-largest cluster was Theme 3, fatal and nonfatal injuries and vulnerable workers, with 28.2 percent of documents. When we considered occupational accidents and industrial accident compensation, we found that the major concern of injured or disabled workers during work was whether they could be beneficiaries of industrial accident compensation. Although numerous injuries and illnesses are known to result from occupational causes [1,22], establishing a causal relationship between work factors and injuries is a prerequisite for the approval of industrial accident compensation. Therefore, the affected workers appear to have described their occupationally related injuries on SNSs, and on the same platforms, they asked whether their accidents or illnesses would constitute legitimate industrial accidents. In Theme 3, topics 4, 5, 6, 9, 10, and 14 encompassed keywords describing fatal and nonfatal occupation-related injuries (ie, bleeding, die, cast, fracture, incisura, and hearing loss). Another issue in Theme 3 is the employment status of affected workers. Workers’ employment status affects health and causes safety disparities, which is exacerbated by unregulated and unsafe workplaces [23–25]. International reviews have found that occupational injury rates for nonstandard and temporary workers are greater than those for permanent workers [26,27]. Nonregular workers such as part-time workers, temporary contract workers, and dispatched workers may be excluded from social insurance and corporate welfare programs, and they may receive no compensation when they are affected by industrial accidents. In fact, many workers on fixed terms are not covered by workers’ compensation [28]. Keywords related to vulnerable workers (ie, service, hotel, construction workers, guard, fast food, and Vietnam) were found in topics 3, 7, 8, 11, 12, and 13 in Theme 3.

Finally, Theme 2 accounted for the smallest percentage (20.6%) of the collected documents. The subject “illicit agreement” (gong-sang in Korean) in Theme 2 refers to cases where injured employees negotiate settlements separately (ie, beyond the legal purview) with their employers instead of legally declaring their accidents and pursuing workers’ compensation benefits [29]. Although injuries to the musculoskeletal system (Topic 2) and physical trauma (Topic 3) were the most common types of occupational injury, they are considered to be mild injuries, and it can be difficult to prove that they are work-related. Therefore, workers’ compensation claims for these injuries are rarely approved. Thus, when workers suffer from musculoskeletal disease or physical trauma (ie, disk, rupture, bruise, and reattachment), they often enter into illicit agreements with their employers to receive payment from the companies.

We also performed a time-series analysis to investigate the annual changes in themes and topics between 2002 and 2018. Typical queries regarding the compensation for occupational accidents (seen in Theme 1) were found to decrease over time, whereas most queries related to themes 2 and 3 increased. Notably, certain queries regarding the musculoskeletal system (Topic 2 in Theme 2), critical care (Topic 4 in Theme 3), and foreign workers (Topic 13 in Theme 3) showed no significant variation in the number of queries during the study period (2002 to 2018). This appears to indicate that those topics surface consistently every year in discussions surrounding occupational accidents.

LDA topic modeling is a method that is used to identify the underlying topics contained in unstructured text data. This method is used widely in topic detection in medicine, marketing research, political science, and linguistics [16,30,31]. Our study is the first to use LDA techniques to discover latent issues related to occupational accidents. Based on web-based and unstructured web-based documents, we obtained novel insights into the unfulfilled needs of industrial accident workers and the information they sought via expert consultation as well as the occupations that are vulnerable to industrial accidents.
Limitations

We should mention several important limitations regarding the methods used in this study. The main critique here relates to the instability of topic distribution and interpretation. Because topic modeling is sensitive to input data and analysis, changes (such as adding new documents and implementing text mining algorithms such as tokenization and stemming) can generate completely different topics. Therefore, the topics are often an amalgam, and it is difficult to assign truth to the interpretation and validation in the given corpus [32]. In addition, we focused on SNS data from experts (ie, certified labor attorneys, other attorneys, and physicians) on counseling websites between 2002 and 2018 with the aim of exploring latent issues in occupational accidents. However, depending on the SNS data source and time period collected, different topics and themes can be derived from our results. Therefore, our results may not genuinely represent the overall view of occupational accidents in our country. Moreover, applying our results to other countries with distinct industrial accident laws and regulations would require considerable attention.

Conclusion

We conducted LDA analysis with SNS data related to occupational accidents and discovered that the primary concerns of workers posting about occupational injuries and diseases were workers’ compensation benefits, fatal and nonfatal injuries and vulnerable workers, and illicit agreements with employers. While traditional systems focus mainly on quantitative monitoring of occupational accidents, qualitative aspects formulated by topic modeling from unstructured SNS queries may be valuable for providing practical knowledge and information to the affected workers. This approach may be useful to address inequality among workers and improve occupational health and safety.

Acknowledgments

This work was supported by a National Research Foundation of Korea (NRF) grant funded by the Korean government (No. NRF-2017R1E1A1A01078235).

Conflicts of Interest

None declared.

Multimedia Appendix 1

Supplementary table and figure.

References


Abbreviations

LDA: Latent Dirichlet allocation
NLP: natural language processing
SNS: social network service
TF-IDF: term frequency–inverse document frequency
Social Media Text Mining Framework for Drug Abuse: Development and Validation Study With an Opioid Crisis Case Analysis

Tareq Nasralah1, PhD; Omar El-Gayar2*, PhD; Yong Wang3*, PhD

1 Supply Chain and Information Management Group, D’Amore-McKim School of Business, Northeastern University, Boston, MA, United States
2 College of Business and Information Systems, Dakota State University, Madison, SD, United States
3 The Beacom College of Computer and Cyber Sciences, Dakota State University, Madison, SD, United States

* all authors contributed equally

Corresponding Author:
Tareq Nasralah, PhD
Supply Chain and Information Management Group
D’Amore-McKim School of Business
Northeastern University
360 Huntington Ave
Boston, MA, 02115
United States
Phone: 1 617 373 4460
Email: t.nasralah@northeastern.edu

Abstract

Background: Social media are considered promising and viable sources of data for gaining insights into various disease conditions and patients’ attitudes, behaviors, and medications. They can be used to recognize communication and behavioral themes of problematic use of prescription drugs. However, mining and analyzing social media data have challenges and limitations related to topic deduction and data quality. As a result, we need a structured approach to analyze social media content related to drug abuse in a manner that can mitigate the challenges and limitations surrounding the use of such data.

Objective: This study aimed to develop and evaluate a framework for mining and analyzing social media content related to drug abuse. The framework is designed to mitigate challenges and limitations related to topic deduction and data quality in social media data analytics for drug abuse.

Methods: The proposed framework started with defining different terms related to the keywords, categories, and characteristics of the topic of interest. We then used the Crimson Hexagon platform to collect data based on a search query informed by a drug abuse ontology developed using the identified terms. We subsequently preprocessed the data and examined the quality using an evaluation matrix. Finally, a suitable data analysis approach could be used to analyze the collected data.

Results: The framework was evaluated using the opioid epidemic as a drug abuse case analysis. We demonstrated the applicability of the proposed framework to identify public concerns toward the opioid epidemic and the most discussed topics on social media related to opioids. The results from the case analysis showed that the framework could improve the discovery and identification of topics in social media domains characterized by a plethora of highly diverse terms and lack of a commonly available dictionary or language by the community, such as in the case of opioid and drug abuse.

Conclusions: The proposed framework addressed the challenges related to topic detection and data quality. We demonstrated the applicability of the proposed framework to identify the common concerns toward the opioid epidemic and the most discussed topics on social media related to opioids.

(J Med Internet Res 2020;22(8):e18350) doi:10.2196/18350
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Introduction

Background

Social media are used by patients to exchange information and discuss different health-related topics [1]. Popular social media platforms, such as Twitter, provide efficient methods of information access for health surveillance and social intelligence [2] and could be used to recognize communication and behavioral themes of problematic use of prescription drugs [3]. Social media have been used in several studies as a resource for monitoring prescription medication abuse [3-7]. The literature shows that clear signals of medication abuse can be drawn from social media posts [5]. Furthermore, the literature used text mining to examine and compare discussion topics to discover the thematic similarity, difference, and membership in online mental health communities [8], provide timely information for epidemiologic surveillance [9], and analyze the public’s reactions to the opioid crisis [10].

Prior Work

Social media users’ posts are used to better understand providers’ attitudes toward using recovery drugs, such as “naloxone,” to treat opioid addiction [11]. Indeed, social media, such as Twitter, can serve as data sources for approaches that automatically detect opioid addicts and support a better practice of opioid addiction, prevention, and treatment [12]. Several studies have used social media as sources of input data to identify individuals amenable to drug recovery interventions [13] and used text mining to examine and compare discussion topics on social media communities to discover the thematic similarity, difference, and membership in online mental health communities [8].

Kalyanam et al [4] developed a strategy in the field of digital epidemiology to better identify, analyze, and understand trends in the nonmedical use of prescribed medications and drugs through social media by utilizing unsupervised machine learning methods. The results showed that social media data mining could provide insights regarding knowledge from daily life that could support a better practice of opioid addiction prevention and treatment. Cherian et al [6] characterized representations of codeine misuse through analysis of public posts on Instagram using content analysis to identify common themes arising in images. The results showed that codeine misuse was commonly represented with the ingestion of alcohol, cannabis, and benzodiazepines.

Further, Lu et al [7] analyzed Reddit data to gain insight into drug use/misuse by classifying user posts using a binary classifier that predicts transitions from casual drug discussion forums to drug recovery forums. Analysis and results showed that the proposed approach “delineates drugs that are associated with higher rates of transitions from recreational drug discussion to support/recovery discussion, offers insights into modern drug culture, and provides tools with potential applications in combating the opioid crisis” [7]. Jelodar et al [14] examined online discussions to discover knowledge and evaluate patients’ behaviors based on their opinions and discussions about alcohol, using a semantic framework based on a topic model (latent Dirichlet allocation [LDA]) and random forest. The results showed that social media data could be helpful in detecting relevant safety problems in a patient’s daily life.

To demonstrate that the use of machine learning and linguistic rules separately is not enough to achieve better results for information extraction from social media, Jenhania et al [15] proposed a hybrid system combining dictionaries, linguistic patterns, and machine learning to extract structured and salient drug abuse information from health-related tweets. The results showed that the use of a linguistic method based on a dictionary with no dictionary updates is a failed solution. Combining linguistic rules, machine learning, and domain achieved good performance compared with other approaches.

Goal of This Study

Despite recent advances, there are several limitations that exist when social media data are used for studying drug abuse. First, limitations exist in terms of data relevance and the ability to capture relevant data [6,16]. Second, challenges exist with social media data in terms of completeness and inconsistencies, especially with data collected from multiple resources [17]. Third, user-generated content often includes users’ personal opinions and thoughts, making the task of extracting high-quality information from such data increasingly important [18]. Finally, obtaining high-quality data is a key to avoid any issues in the data preparation step. Several studies reported issues with informal language used on social media [17-19], which could lead to low data quality.

Based on the aforementioned challenges and issues, there is a need to develop a framework that identifies important and relevant quality data on social media to study drug abuse. Furthermore, research that systematically analyzes social media content to study drug abuse in a manner that mitigates challenges and limitations related to topic deduction and data quality is needed.

This research proposed a social media text mining framework for drug abuse that provides a systematic approach to analyze social media data and addresses challenges related to topic deduction and data quality. We demonstrated the applicability of the proposed framework using the opioid epidemic as a drug abuse case analysis by analyzing Twitter data. Twitter was selected because it is an instant day-to-day micro-blogging platform [20] and is widely considered to have an advantage during crises [21]. From a theoretical perspective, this research highlights the importance of developing and adapting text mining techniques for social media data analytics in the context of drug abuse. From a practical perspective, automatically analyzing social media user-generated content can help understand the public themes and topics regarding drug abuse that exist in social media networks.

Methods

Social Media Text Mining Framework for Drug Abuse

Figure 1 shows the systematic framework to study drug abuse-related topics using social media data. The framework addresses topic detection and data quality challenges. The framework consists of four phases, namely, discovery and topic...
detection, data collection, data preparation and quality evaluation, and finally, analysis and results.

**Figure 1.** Social media text mining framework for drug abuse. Rx: prescription.

**Phase I: Discovery and Topic Detection**

According to the literature, challenges and limitations in discovery and topic detection exist [16,17,19]. The interdisciplinary nature of social media data and difficulties in determining the topic that social media posts represent are the most common challenges in social media analysis [17]. To address these challenges, our framework includes a topic expansion step. This step identifies drug abuse–related topics that address the research domain and objectives. To formalize the identification process, we created an ontology for drug abuse based on the literature and expanded the drug abuse ontology proposed by Cameron et al [22] by including related concepts and instances in prescription drug classes (Figure 2) that relate to symptoms, prescription drugs, illicit drugs, slang terms, related activities and behaviors, recovery, conditions, location, and period. The new ontology builds on the ontology by Cameron et al [22] by grouping concepts and instances into themes, reorganizing the concepts hierarchy, and including additional slang keywords and terminologies based on collected data that are related to opioid abuse.

**Figure 2.** Drug abuse ontology for drug main terms and classes.

**Phase II: Data Collection**

Data collection is determined by the date range of interest, social media data sources, such as Twitter, relevant keywords to search for posts, and restrictions to impose (language: English, geographic location: United States, etc). The selection of relevant search keywords is based on the proposed ontology in the topic expansion step.

---

**Figure: Drug Abuse Content Mining Framework on Social Media**
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Phase III: Data Preparation and Quality

The veracity of data leads to issues in data preparation [17]. Therefore, we need to preprocess the collected data and clean it from stop words, punctuations, URLs, etc. To extract quality data for the analysis phase, we evaluated the quality of the data with respect to the terms from the topic expansion step, using an evaluation matrix (Figure 3). The evaluation matrix examines each user’s post in the data set to ensure it includes related terms from the ontology in the topic expansion step.

We automatically generated and populated the evaluation matrix using natural language processing (Python NLTK package) to examine the relevant user tweet. Thereafter, each user’s post (represented as a row) was evaluated against different terms (represented as columns) from the topic expansion step. If the term is present in the post, the value of the term will be one; otherwise, it will be zero.

Evaluation is performed by assigning a data quality score for each post. The value of the quality score was calculated based on the summation of all the term values. The quality score of each user’s post was used as a metric for filtering out low-quality irrelevant posts. Specifically, posts with quality scores from 2 to 10 were retained as relevant posts and those with scores less than 2 or greater than 10 were considered not relevant.

Thresholds were selected based on manual analysis of the collected data. The choice of 2 as the minimum quality score for a post to be relevant was based on the presence of two keywords from the ontology, which increases the possibility of making the post relevant to the topic. The presence of another feature in the post increases the chance of making the context of the post relevant to the study topic. On the other hand, the choice of 10 as the maximum quality score for a post to be relevant was based on manual analysis, where the presence of many words (>10) in a post makes the subject matter and the context of the post too scattered and inaccurate to be relevant to the topic. The evaluation matrix performance was validated against a ground truth. The ground truth represents manually labeled posts.

Figure 3. Evaluation matrix for users’ post quality assessment.

<table>
<thead>
<tr>
<th>Post ID</th>
<th>Word 1</th>
<th>Word 2</th>
<th>Word 3</th>
<th>Word 4</th>
<th>Word n-1</th>
<th>Word n</th>
<th>Score</th>
<th>Auto_Lable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Post 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>...</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post m-1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Post m</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Phase IV: Analysis Approaches and Methods

Once quality data are ascertained, the researcher can choose the suitable data analysis approach based on research questions and objectives. Such approaches could be unsupervised machine learning approaches like topic modeling [23] and supervised machine learning approaches like classification [24].

Evaluation of the Framework

We instantiated the proposed framework using opioid drug abuse as a case study. To demonstrate and evaluate the proposed topic expansion step in the framework, we instantiated an opioid drug abuse ontology from the proposed drug abuse ontology in Figure 2. To demonstrate the applicability of the opioid drug ontology, we used a sample data set of 10,000 tweets belonging to self-identified opioid users on Twitter. We studied the distribution of the ontology terms and their occurrence over the collected samples. We relied on data collected from Twitter using the Crimson Hexagon platform from June 29, 2018, to April 11, 2019.

To evaluate the performance of the evaluation matrix as the first step in the process, we randomly selected 1000 tweets from the results of the search query. Two independent researchers reviewed the 1000 tweets to determine if each tweet was relevant. We measured the level of agreement using the Cohen kappa interrater reliability metric [25]. Considering the search query as our “base” classifier (classifier 1), where all 1000 tweets were predicted as relevant, we evaluated its performance against the “ground truth” obtained from manually evaluating the relevance of the 1000 randomly selected tweets, using standard data mining and machine learning performance metrics [26]. Using the same 1000 tweets, we applied the evaluation matrix (referred to as classifier 2) to classify the tweets as relevant or nonrelevant based on their quality score. Using the ground truth data obtained earlier, we evaluated the performance of classifier 2 and compared its performance metrics against those obtained for classifier 1.

Since our interest was to identify the different topics that exist in Twitter data about the opioid epidemic, we applied unsupervised text modeling using LDA [23] to extract the different topics that Twitter users have in their tweets. In our case analysis of studying the opioid epidemic, we followed the best practices suggested by Arun et al [27] and computed the term frequency-inverse document frequency (TF-IDF) and perplexity of a held-out test set to evaluate LDA models using a different number of topics. We trained several LDA models with a different number of topics (k) and evaluated the perplexity of a held-out test set. We held out 20% of the data for test purposes and trained the models on the remaining 80%.
Results

The results demonstrate the instantiation of the four phases of the proposed framework. Regarding phase I, Figure 4 depicts the results of an instantiation of the ontology in Figure 2 for opioid drug abuse, while Figure 5 shows the opioid drug abuse ontology classes using a tree representation. The same post can belong to more than one class in the tree. The number next to each branch in the tree represents the number of tweets based on the node terms. For example, searching relevant tweets using opioid drug–related terms, such as opioid, opioids, opiate, and opiates, yielded 6000 related tweets out of the 10,000 tweets. However, searching tweets using more specific and focused terms that belong to all subclasses of the “opioid drug” class yielded 9886 related tweets. A sample of the defined terms in the ontology can be found in Multimedia Appendix 1.

Figure 4. Opioid drug abuse ontology that includes opioid-related terms and concepts.

Figure 5. Opioid drug abuse ontology tree hierarchy that reflects the distribution of sample tweets over the ontology concepts and terms. Rx: prescription.
In phase II, using the Crimson Hexagon platform, a social media analytics tool for data collection and analysis, we created a search query (Figure 6) using terms extracted from the opioid drug abuse ontology to retrieve data with no retweets or URLs. For the time period from June 29, 2018, to April 11, 2019, we collected Twitter data related to the opioid epidemic from social media users living in the United States, including practitioners, leaders, patients, journalists, etc., who tweeted about opioids. Overall, we were able to collect 502,830 English-language tweets. Figure 7 shows a sample of the collected tweets.

Reviewing the 1000 randomly selected tweets as part of phase III resulted in 764 relevant tweets and 236 nonrelevant tweets representing the ground truth of the evaluation process. The resultant level of agreement using the Cohen kappa interrater reliability metric was 0.70, which represents moderate agreement [25].

The “base” classifier (classifier 1) (reflecting the search query without the application of the evaluation matrix) defaults to all 1000 tweets predicted as relevant, and this effectively indicates that 764 tweets were categorized as true positive and the remaining 236 tweets were categorized as false positive. The resultant performance metrics for our “base” classifier are summarized using the evaluation metrics under classifier 1 in Table 1.

Using the evaluation matrix (referred to as classifier 2) to classify the 764 relevant tweets representing the ground truth, classifier 2 resulted in 738 tweets classified as relevant (true positives) and 26 tweets classified as nonrelevant (false negatives). From the 236 nonrelevant tweets, classifier 2 classified 190 tweets as nonrelevant (true negative) and 46 tweets as relevant (false positive). The performance metrics using the evaluation matrix are summarized under classifier 2 in Table 1.

The results from Table 1 demonstrate that the proposed evaluation matrix outperforms the manual process. Such results are considered sufficient to adopt the evaluation matrix for evaluating the quality of the collected tweets.

We demonstrate the use of the evaluation matrix to automatically evaluate the relevance of the opioid-related tweets. Using the opioid drug abuse ontology, we ended up with more than 250 related terms. To obtain good data quality, we used a variety of opioid drug abuse terms in the evaluation matrix as features. The terms were adapted from the opioid ontology. Figure 8 shows a sample of the evaluation matrix results.

Based on the evaluation matrix score that represents the summation of the occurrence of ontology terms in a tweet, the matrix labeled relevant tweets with 1 if the tweet score was $\in [2, 10]$ and nonrelevant tweets with zero if the tweet score was $\notin [2, 10]$.

According to the evaluation matrix, 366,736 tweets out of the 502,830 collected tweets were deemed relevant (good quality) based on their scores. Multimedia Appendix 1 includes tables showing samples of good quality and excluded tweets. After we obtained the good quality tweet data set, we applied several preprocessing steps to prepare the data for the analysis phase, including the removal of emojis, lemmatization, and tokenization.

Figure 6. A search query based on the terms and concepts from the opioid drug abuse ontology to collect opioid-related users’ posts.

```python
(Opioid OR Opioids OR Opiate OR Opiates OR Codeine OR Naloxone OR Propoxyphene OR Hydrocodone OR Vicodin OR Oxycodone OR OxyContin OR Oxy OR Oxys OR Percocet OR Oxymorphone OR Opana OR Morphine OR Hydromorphone OR Tramadol OR Fentanyl OR Duragesic OR Actiq OR Subsys OR Recovery Drugs OR Methadone OR Dolphine OR Methadose OR Diskets OR Naltrexone OR Revia OR Vivitrol OR Buprenorphine OR Probuphine OR Subutex OR Suboxone
)
AND -
(http OR https OR RT)
```

Figure 7. Sample of the collected tweets.
Table 1. Metrics comparing the performance of manual analysis (classifier 1) and the evaluation matrix (classifier 2) [26].

<table>
<thead>
<tr>
<th>Variable</th>
<th>Without evaluation matrix (classifier 1)</th>
<th>With evaluation matrix (classifier 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Precision</td>
<td>0.764</td>
<td>0.941</td>
</tr>
<tr>
<td>Recall</td>
<td>1.000</td>
<td>0.966</td>
</tr>
<tr>
<td>F-measure</td>
<td>0.866</td>
<td>0.953</td>
</tr>
<tr>
<td>Accuracy</td>
<td>0.764</td>
<td>0.928</td>
</tr>
</tbody>
</table>

Figure 8. Sample outcomes from the evaluation matrix, where tweets autolabeled 0 are irrelevant and tweets autolabeled 1 are relevant.

Once we were able to finalize the set of relevant tweets, in phase IV, we applied the LDA topic mining algorithm as noted in the methodology. In that regard, the results showed that the perplexity decreased with an increase in the number of topics but tended to converge at a specific point. This occurred around 50 topics; hence, we set the number of topics to 50. We examined the LDA model results and manually labelled and grouped 18 topics from among the 50 topics of the public opioid tweets. The topics were labelled by two researchers independently and then reviewed iteratively. Figure 9 shows the word clouds for the top nine topics, with the size of the word representing the unigram TF-IDF score.

For each tweet, the LDA algorithm calculated the probability that tweet \( x \) belongs to topic \( y \). Thereafter, we computed the topics’ weights by determining how many tweets belonged to a specific topic. Table 2 shows the distribution of public opioid tweets over the topics. The most prevalent topics were related to the opioid crisis. Many posts were related to topics, such as chronic pain medications, the opioid crisis and how the US government deals with it, opioids drugs coming across the US border, deaths because of overdose due to opioid fentanyl and heroin, opioid treatments, opioid crisis as a real problem, taking opioid medications for health problems such cough, opioid overdose deaths, opioid crisis impact on American communities, and patients suffering from opioid addiction.
**Figure 9.** Top nine topic word clouds.

<table>
<thead>
<tr>
<th>T1: Chronic pain medications</th>
<th>T2: Opioid crisis and the government</th>
<th>T3: Border as the source of fentanyl</th>
</tr>
</thead>
<tbody>
<tr>
<td>emergency</td>
<td>chronic</td>
<td>stop</td>
</tr>
<tr>
<td>pain</td>
<td>opioid</td>
<td>country</td>
</tr>
<tr>
<td>prescribed</td>
<td>patient</td>
<td>fentanyl</td>
</tr>
<tr>
<td>medication</td>
<td>people</td>
<td>human</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T4: Overdose death of street fentanyl and heroin</th>
<th>T5: Opioid addiction treatments</th>
<th>T6: Opioid crisis as a real problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>kill</td>
<td>overdose, heroin</td>
<td>people</td>
</tr>
<tr>
<td>fentanyl</td>
<td>illicit</td>
<td>issue</td>
</tr>
<tr>
<td>sound</td>
<td>pills</td>
<td>crisis</td>
</tr>
<tr>
<td>codeine</td>
<td>pill</td>
<td>real</td>
</tr>
<tr>
<td>cough</td>
<td>buy</td>
<td>problem</td>
</tr>
<tr>
<td>percocet</td>
<td></td>
<td>making</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>T7: Opioid drugs for cough health problems</th>
<th>T8: Opioid overdose deaths</th>
<th>T9: Opioid crisis impact on Americans</th>
</tr>
</thead>
<tbody>
<tr>
<td>life, died</td>
<td>death</td>
<td>crisis, job, community</td>
</tr>
<tr>
<td>opioid crisis</td>
<td>rate</td>
<td>opioid, place</td>
</tr>
<tr>
<td>people, save</td>
<td>overdose</td>
<td>family</td>
</tr>
<tr>
<td>naloxone</td>
<td></td>
<td>epidemic</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2. Public opioid topic weights.

<table>
<thead>
<tr>
<th>Topic</th>
<th>Description</th>
<th>Top 10 topic words</th>
<th>Topic weighta (N=264,522)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Chronic pain medications</td>
<td>Pain, opioid, chronic, med, patient, medication, people, emergency, doctor, and prescribed</td>
<td>40,437 (15.29%)</td>
</tr>
<tr>
<td>2</td>
<td>Opioid crisis and government</td>
<td>Opioid, crisis, epidemic, money, government, abuse, trump, end, tax, and change</td>
<td>28,210 (10.66%)</td>
</tr>
<tr>
<td>3</td>
<td>Border as the source of fentanyl</td>
<td>Border, fentanyl, drug, wall, American, coming, stop, country, human, and China</td>
<td>25,380 (9.59%)</td>
</tr>
<tr>
<td>4</td>
<td>Overdose death from street fentanyl and heroin</td>
<td>Fentanyl, heroin, people, drug, kill, illicit, overdoses, street, literally, and laced</td>
<td>25,226 (9.54%)</td>
</tr>
<tr>
<td>5</td>
<td>Opioid addiction treatments</td>
<td>Addiction, opioid, addict, suboxone, drug, treatment, people, understand, free, and increase</td>
<td>18,160 (6.87%)</td>
</tr>
<tr>
<td>6</td>
<td>Opioid crisis as a real problem</td>
<td>Problem, opioid, real, crisis, issue, people, making, number, drug, and started</td>
<td>13,966 (5.28%)</td>
</tr>
<tr>
<td>7</td>
<td>Opioid drugs for cough and other health problems</td>
<td>Codeine, pill, oxy, shit, cough, percocet, sex, yall, buy, and sound</td>
<td>13,950 (5.27%)</td>
</tr>
<tr>
<td>8</td>
<td>Opioid overdose deaths</td>
<td>Death, overdose, opioid, died, die, people, life, naloxone, opioid crisis, and save</td>
<td>13,179 (4.98%)</td>
</tr>
<tr>
<td>9</td>
<td>Opioid crisis impact on Americans</td>
<td>Opioid, family, crisis, America, job, rate, community, place, epidemic, and member</td>
<td>11,214 (4.24%)</td>
</tr>
<tr>
<td>10</td>
<td>Patient suffering from opioid prescriptions</td>
<td>Patient, doctor, opioid, cancer, prescribing, control, doc, suffering, opioids, and suicide</td>
<td>10,909 (4.12%)</td>
</tr>
<tr>
<td>11</td>
<td>Taking opioids after surgery or hospitalization</td>
<td>Day, morphine, feel, surgery, hospital, gave, time, home, needed, and sick</td>
<td>10,326 (3.90%)</td>
</tr>
<tr>
<td>12</td>
<td>Illegal market for getting prescription drugs</td>
<td>Drug, prescription, illegal, street, market, dealer, law, opioid, supply, and sell</td>
<td>9948 (3.76%)</td>
</tr>
<tr>
<td>13</td>
<td>Legalizing medical marijuana and cannabis</td>
<td>Medical, marijuana, opioid, cannabis, legal, research, pot, study, state, and cannabidiol</td>
<td>9129 (3.45%)</td>
</tr>
<tr>
<td>14</td>
<td>People dying from opioids</td>
<td>People, opioid, white, dying, news, crime, crack, folk, black, and house</td>
<td>9012 (3.41%)</td>
</tr>
<tr>
<td>15</td>
<td>Public health and substance</td>
<td>Care, health, opioid, substance, public, worse, world, guy, mental, and vote</td>
<td>8065 (3.05%)</td>
</tr>
<tr>
<td>16</td>
<td>Opioid addiction and withdrawal</td>
<td>Addicted, opiate, percocet, week, people, opioid, withdrawal, hooked, thinking, and common</td>
<td>7662 (2.90%)</td>
</tr>
<tr>
<td>17</td>
<td>Methadone clinic solutions for addiction</td>
<td>High, methadone, solution, fix, clinic, level, crazy, gone, heroine, and wait</td>
<td>4912 (1.86%)</td>
</tr>
<tr>
<td>18</td>
<td>School health care education programs</td>
<td>Today, program, school, access, healthcare, policy, jail, recovery, act, and education</td>
<td>4837 (1.83%)</td>
</tr>
</tbody>
</table>

aThe number represents the number of tweets in each topic, and the percentage represents the proportion of tweets with respect to all tweets.

Discussion

Principal Findings

As shown in Table 1, use of the data quality evaluation matrix resulted in a distinct improvement, as depicted by the improvements in accuracy, precision, and F-measure. The slight decline in recall is an artifact of the metric, where all posts generated using the search query were predicted as relevant. The F-measure, which captures precision and recall, depicted a 10% increase in the classification relevance when the evaluation matrix was used.

With respect to the case study, the topics identified using the LDA topic modeling algorithm match the exiting topics in the literature, such as efforts by the former president of the United States to address the opioid epidemic, promotion and legalization of marijuana as an effective alternative for managing pain, marijuana as an alternative to opioids, roles of foreign countries in the epidemic and production of synthetic opioids, advertisements promoting opioid recovery programs [10], and opioids as “medications” to alleviate pain [28].

With respect to medication and pain management, topics 1, 7, 10, and 11 captured the public’s concerns about the prescriptions of chronic pain opioid medications for emergency health conditions and surgery-related chronic pain management. The strategy to address such issues is to change the policies for prescribing chronic pain medications. Example policies and strategies include promoting the responsible use of opioids, reducing the supply of opioids, implementing drug take-back...
programs [29], tracking and monitoring prescription drug abuse, and reporting electronic prescriptions [30].

With respect to prescription drug abuse, topics 4, 8, 12, and 14 dominated discussions about overdose deaths from taking opioids and illicit drugs, such as heroin, offered by street dealers and other illegal venues. Tightening monitoring and control over such venues (particularly online) can play a major role in the availability of such drugs and can ultimately reduce fatal cases of drug overdose.

With respect to the opioid crisis in the United States, topics 2, 3, 6, and 9 reflected discussions focusing on the opioid use crisis, how opioid drugs coming across the US border exacerbate the crisis, and the US government’s actions toward this crisis. Interventions to solve such a situation can involve supporting existing agencies such as customs and law enforcement units and drug interdiction agencies. The results are consistent with findings from the study by Glowacki et al [10], where many discussion topics were related to efforts from the former president of the United States to address the opioid epidemic, warnings from the Food and Drug Administration about mixing opioids with sedatives, and attempts from opioid makers to stop the legalization of marijuana.

With respect to compulsive drug seeking and use treatments, topics 5, 17, and 18 relate to opioid addiction treatments and resources that provide such treatments. Providing individuals and clinics with information about opioid treatment programs and increasing the number of providers of such programs can help in mitigating opioid addiction and overdose problems. Furthermore, providing schools with health care education programs about opioid addiction and recovery programs can create awareness in the community.

With respect to drug legalization for medical or recreational use, topic 13 involved discussions to legalize marijuana for medical and recreational use instead of using opioid prescriptions. Such discussions are in agreement with findings and recommendations regarding the promotion and legalization of marijuana as an effective alternative for managing pain [10,28], as well as advertisements promoting opioid recovery programs [10,31].

Our analysis identified specific discussions that were not identified by prior research. These discussions were mainly about the public’s awareness of problems with opioid overdose, its causes, and its consequences; the benefits of rehabilitation clinics as solutions for opioid addiction and overdose; and the need for health care educational programs at schools.

Overall, the most discussed topics in the analysis can help in understanding the different concerns that the public has around the opioid crisis in the United States. This can serve as a key input for defining and implementing innovative solutions and strategies to address the opioid epidemic.

Conclusions

Online social media are rich sources of data on an individual’s daily activities and lifestyle. Applying text mining techniques can help in understanding the concerns of online social communities. This study aimed to formulate a systematic analysis approach to obtain good quality social media data sets of drug abuse. We developed a social media text mining framework for drug abuse. We addressed how the framework can help in solving associated challenges related to topic detection and data quality. Further, we demonstrated the applicability of our proposed framework to identify the common concerns toward the opioid epidemic, and we addressed the most discussed topics on social media related to opioids. The insights from the daily posts of public and opioid-addicted social media network users can help provide better opioid prevention, treatment, and recovery strategies. From an information systems perspective, the framework and associated processes can be applied to other domains where there are challenges associated with topic identification and data quality. This research strengthens public health data reporting and collection through social media. With regard to the broader impact of the research results, we expect better insights into drug abuse epidemics.

Theoretical and Practical Implications

From a theoretical perspective, this research highlights the importance of developing and adapting text mining techniques to social media data analytics for drug abuse. A particular significance is the emphasis on developing methods for improving the discovery and identification of topics in social media domains characterized by a plethora of highly diverse terms and lack of a commonly available dictionary or language by the community, such as in the case of opioid and drug abuse. The framework addresses problems associated with data quality in such contexts and can be applied to other domains where there are challenges associated with topic identification and data quality.

From a practical perspective, automatically analyzing social media users’ posts can help decision-makers to understand the public themes and topics that exist in online communities. Addressing the most discussed topics on social media related to drug abuse, such as the opioid epidemic, can help understand the problem dimensions and create proper strategies. Moreover, classifying the online social activities of people who are addicted or have been addicted to opioids can help understand the nature of their issues of misusing or overdosing opioid prescriptions, as well as understand user experience. This can help in identifying their concerns and their common issues. Furthermore, it can help in understanding different themes, such as the ways that lead individuals to be addicted, the illicit ways that they obtain opioids, the management of their addiction (if they do manage it), the kinds of medications they use to recover, the other drugs they use or are addicted to, and the types of opioids they are addicted to and their percentages.

Limitations and Future Research

Additional refinement of the data quality evaluation matrix is needed. For the study case analysis, additional refinement of the defined categories can further support the applicability of the framework. Finally, there is a need to supplement the collected data with surveys of opioid users to better understand their specific concerns and experiences.

Future research aims to explore the proposed framework using different social media platforms to discover the relations
between “opioid” online communities and other online health communities, such as “chronic pain,” “posttraumatic stress disorder,” and “anxiety.” Such communities could have a strong relation with people addicted to opioids and could further improve the effectiveness of detecting drug abuse topics from users’ posts.
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Background: Twitter is a potentially valuable tool for public health officials and state Medicaid programs in the United States, which provide public health insurance to 72 million Americans.

Objective: We aim to characterize how Medicaid agencies and managed care organization (MCO) health plans are using Twitter to communicate with the public.

Methods: Using Twitter’s public application programming interface, we collected 158,714 public posts (“tweets”) from active Twitter profiles of state Medicaid agencies and MCOs, spanning March 2014 through June 2019. Manual content analyses identified 5 broad categories of content, and these coded tweets were used to train supervised machine learning algorithms to classify all collected posts.

Results: We identified 15 state Medicaid agencies and 81 Medicaid MCOs on Twitter. The mean number of followers was 1784, the mean number of those followed was 542, and the mean number of posts was 2476. Approximately 39% of tweets came from just 10 accounts. Of all posts, 39.8% (63,168/158,714) were classified as general public health education and outreach; 23.5% (n=37,298) were about specific Medicaid policies, programs, services, or events; 18.4% (n=29,203) were organizational promotion of staff and activities; and 11.6% (n=18,411) contained general news and news links. Only 4.5% (n=7142) of posts were responses to specific questions, concerns, or complaints from the public.

Conclusions: Twitter has the potential to enhance community building, beneficiary engagement, and public health outreach, but appears to be underutilized by the Medicaid program.

Introduction
Approximately 20% of online adults use Twitter [1], a social media platform that allows users to share short messages (“tweets”). With over 500 million tweets per day on topics including health-related issues, Twitter is a potentially valuable tool for public health officials to engage the public. Prior studies suggest that overall social media use is independent of educational attainment, race/ethnicity, education, income, and health care access [2]. Twitter use is also significantly higher in young adults compared with older age groups, which maps well to the Medicaid population, of which 93% are aged <65
years and 80% are aged <45 years [3]. However, evidence suggests that these platforms are currently underutilized. A minority of local public health departments and federal health agencies in the United States use Twitter [4], and these accounts typically have low public engagement [5].

Twitter may be particularly useful for state Medicaid programs, which together constitute the single largest source of public health insurance in the United States, covering 72 million children, older adults, people with disabilities, and low-income populations. Medicaid is currently undergoing a variety of program and policy changes, including eligibility expansion to low-income childless adults; establishment of work requirements for some enrollees; delivery system reforms like accountable care organizations and value-based payment models; and addressing emerging public health priorities like substance use disorder treatment. Given this context, there are significant opportunities for state agencies to better understand, respond to, and engage with the diverse needs of Medicaid-eligible and Medicaid-enrolled populations [6] and to communicate with the general public as a key stakeholder. Despite this potential, to our knowledge no prior study has examined the extent to which Medicaid agencies and health plans are using Twitter to communicate with the public.

Methods

We identified active Twitter profiles of state Medicaid agencies and Medicaid managed care organizations (MCOs), which are health insurance plans that contract with states to provide Medicaid health benefits and related services. We included the latter group because more than 70% of Medicaid beneficiaries receive their care through comprehensive managed care plans. To identify Medicaid MCOs, we used the Kaiser Family Foundation’s publicly available Medicaid Managed Care Market Tracker [7], which lists all Medicaid MCOs and their parent firms across all 50 states and the District of Columbia. For each state, we searched Twitter, agency websites, and Google to identify and verify relevant Medicaid agency and MCO accounts. Our focus was on state-level Medicaid programs and plans, so we excluded accounts of higher-level governmental agencies (eg, Department of Health and Human Services), parent firms of managed care plans operating across multiple states, and professional accounts of individual Medicaid administrators and leadership.

We used the Twitter public application programming interface [8] to collect a total of 158,714 public posts by the identified accounts, spanning March 2014 through June 2019. To conduct content analysis on these tweets, we manually coded 800 tweets and developed a coding scheme with 5 broad categories of tweet content (Table 1). Three coders independently coded identical samples of tweets, and resolved disagreements and updated the coding guidelines via discussion. Two coders then reviewed a new set of 5338 tweets (excluding retweets), yielding an intercoder agreement of 0.78 using Cohen over 998 overlapping tweets. Tweets that could not be categorized as belonging to one of the 5 categories were labeled “Other” (n=198).

We used the coded tweets to train and evaluate supervised machine learning algorithms, experimenting with four approaches: naive Bayes, support vector machines, random forests, and an ensemble of these three classifiers, which combined the predictions of the independently trained classifiers using predetermined rules [9]. The ensemble classifier obtained the best performance when evaluated using the manually annotated labels, with an accuracy of 74.1%, and therefore we used this classifier to automatically classify all the posts in our data set.

Results

We identified 96 Twitter accounts, including 15 state Medicaid agencies and 81 Medicaid MCOs (out of 51 total state Medicaid agencies and 323 Medicaid MCOs). Among these accounts, the mean number of followers was 1784 (range 2-38,352, median 1434), the mean number of those followed was 542, and the mean number of posts was 2476. Twitter accounts had been active for a mean of 79 months, and approximately 39% of tweets came from just 10 accounts.

The most active accounts in terms of number of tweets were those of health plans, including Fidelis (New York, @FidelisCare, 14,748), HAP Midwest Health Plan Inc (Michigan, @hapmichigan, 12,598), Hawaii Medical Service Association (Hawaii, @AskHMSA, 12,568), Blue Cross Blue Shield of Texas (Texas, @BCBSTX, 12,157), and UPMC Health Plan (Pennsylvania, @UPMCHealthPlan, 8302). Top accounts in terms of follower count were also health plans, including Fidelis (38,352), UPMCHealthPlan (14,845), Blue Cross Blue Shield of Texas (9355), Seton Health Plan (Texas, @setonfamily, 8326), and Anthem Blue Cross Partnership Plan (California, @AnthemBC_News, 7173). In comparison, top Medicaid agencies in terms of follower count included Ohio (@OhioMedicaid, 3165), Massachusetts (@MassHealth, 2223), Washington (@WA_Health_Care, 1858), Colorado (@CHCPF, 1794), and Georgia (@GADCH, 1596).

Of all posts (N=158,714), 39.8% (n=63,168) were classified as general public health education and outreach; 23.5% (n=37,298) constituted outreach about specific Medicaid policies, programs, services, or events; 18.4% (n=29,203) contained relationship-building content including organizational promotion of staff and activities; and 11.6% (n=18,411) contained general news and news links (Table 1). Only 4.5% (n=7142) of the tweets were customer service responses to specific questions, concerns, or complaints from other users. Additionally, 2.2% (n=3492) of the tweets did not fit within these categories and were classified as “Other.”

The majority of posts received little or no engagement from the public, with only 1% of tweets having 9 or more likes, or 6 or more retweets. Tweets with more active engagement were more likely to contain words that conveyed actions directed at the public, like “email,” “assist,” “send,” and “contact” (see sample tweets in Table 1).
Principal Findings

Social media is one way for Medicaid programs to reach constituents and to launch low-cost health promotion and public engagement campaigns in the face of resource constraints. Our results suggest that despite Twitter’s reach among the general public, it is underutilized in the Medicaid program, compared to other public health organizations [10,11].

Twitter has the potential to enhance community building and engagement, which is increasingly a priority for Medicaid programs. Prior work found that two-way communication on Twitter between public health entities and constituents led to an increase in action and awareness that, in turn, resulted in an improvement in community health [12]. However, many public health entities use social media simply to broadcast information without engaging audiences [4,10]. While we found that some Medicaid programs are using Twitter, the majority have relatively few followers and overall low engagement with the public. A number of studies point to methods to increase public engagement on Twitter. A study of US children’s hospitals found improvements in engagement when posts included pictures and content featuring patient narratives and community partnerships [13]. Other studies in the health care sector have found increased engagement with posts that feature hashtags, URLs, and user mentions [4].

Our study has limitations. Although we used multiple search strategies to verify accounts, we may be missing some active Medicaid accounts. We also excluded a number of umbrella state agencies on Twitter whose activities may include some degree of Medicaid program oversight and outreach, which may lead to underestimation of Medicaid agency presence and activity. Additionally, we used machine learning algorithms to automate content analysis of a large set of tweets, and there may be some misclassification of text across coding categories. Finally, our study focused on Twitter and is not generalizable to other social media platforms that Medicaid agencies and health plans may be using to engage with the public.

Conclusions

Changes to the Medicaid program have accelerated a number of efforts to increase consumer engagement around disease and care management, cost-sharing, and health care behavior change. As state Medicaid programs confront important public health challenges and expand to serve new populations, social media represents an important and underutilized tool for engaging both Medicaid-eligible individuals and the general public. Future research is needed to understand how social media platforms like Twitter can help these programs improve community engagement around public health programming and interventions.
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Abstract

Background: Sleep plays an essential role in the psychological and physiological functioning of humans. A report from the Centers for Disease Control and Prevention (CDC) found that sleep duration was significantly reduced among US adults in 2012 compared to 1985. Studies have described a significant association between listening to soothing music and an improvement in sleep quality and sleep duration. YouTube is a platform where users can access sleep-aiding music videos. No literature exists pertaining to the use of sleep-aiding music on YouTube.

Objective: This study aimed to examine the patterns of viewing sleep-aiding music videos on YouTube. We also performed a content analysis of the comments left on sleep-aiding music video posts, to describe the perception of users regarding the effects of these music videos on their sleep quality.

Methods: We searched for sleep-aiding music videos published on YouTube between January 1, 2012, and December 31, 2017. We sorted videos by view number (highest to lowest) and used a targeted sampling approach to select eligible videos for qualitative content analysis. To perform the content analysis, we imported comments into a mixed-method analytical software. We summarized variables including total views, likes, dislikes, play duration, and age of published music videos. All descriptive statistics were completed with SAS statistical software.

Results: We found a total of 238 sleep-aiding music videos on YouTube that met the inclusion criteria. The total view count was 1,467,747,018 and the total playtime was 84,252 minutes. The median play length was 186 minutes (IQR 122 to 480 minutes) and the like to dislike ratio was approximately 9 to 1. In total, 135 (56.7%) videos had over 1 million views, and 124 (52.1%) of the published sleep-aiding music videos had stayed active for 1 to 2 years. Overall, 4023 comments were extracted from 20 selected sleep-aiding music videos. Five overarching themes emerged in the reviewed comments, including viewers experiencing a sleep problem, perspective on the positive impact of the sleep-aiding music videos, no effect of the sleep-aiding music videos, time to initiation of sleep or sleep duration, and location of viewers. The overall κ statistic for the codes was 0.87 (range 0.85-0.96).

Conclusions: This is the first study to examine the patterns of viewing sleep-aiding music videos on YouTube. We observed a substantial increase in the number of people using sleep-aiding music videos, with a wide variation in viewer location. This study supports the hypothesis that listening to soothing music has a positive impact on sleep habits.

(J Med Internet Res 2020;22(8):e15697) doi:10.2196/15697
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Introduction

Sleep plays an essential role in the psychological and physiological functioning of humans. Adults need 7 or more hours of sleep per night to be physically and mentally healthy [1]. The Centers for Disease and Control and Prevention (CDC) reports that sleep duration in adults substantially decreased from 1985 to 2012 [2]; in total, 35% of adults in the United States have a short sleep duration, which is defined as less than 7 hours per night [1]. Low sleep duration, or sleep deprivation, is associated with cognitive issues (including decreased task performance) and health issues such as diabetes, depression, obesity, cardiovascular disease, decreased cognitive performance, and decreased immune function [3-9].

Chronic sleep deprivation could be due to sleep disorders, such as insomnia. Insomnia includes difficulty falling asleep, trouble staying asleep, waking up too early, and poor quality of sleep [10], which directly affects an individual’s sleep duration. Insomniacs (persons diagnosed with insomnia) have higher rates of work absenteeism, decreased quality of life, and increased health care utilization when compared to good sleepers [11-13]. Insomnia can be treated with pharmacological, nonpharmacological, or both treatment methods, depending on the factors that trigger insomnia for that individual [14].

Nonpharmacological therapies are useful for increasing total sleep time or decreasing sleep onset latency and could help cut down on health care utilization costs and also offer fewer side effects when compared to pharmacological methods [14]. One nonpharmacological approach that appears to be effective in improving sleep quality is listening to music. Previous studies have found a significant association between an improvement in sleep quality and sleep duration and listening to soothing music [15,16]. Further, studies show that listening to soothing music for 45 minutes before bedtime may facilitate relaxation of the body and decrease serum cortisol by reducing stress, leading to improved quality of sleep in adults experiencing insomnia [17,18].

YouTube is a popular video-sharing platform, and the third most visited social media site in the world. Users can upload their own videos to YouTube, including sleep-aiding music videos. This platform allows users to share comments such as life experiences and relevant health information [19-22]. Published commentary about YouTube indicates that general usage increased about tenfold in 2017 compared to 2012; furthermore, it is estimated that over 1 billion hours of videos are watched daily, with about 400 hours of video uploaded each minute [23]. This medium combines fundamental technical features with a community formation function, allowing content creators to upload their videos to YouTube, while the company enables the delivery of this content to millions of viewers.

To date, no data exists describing the viewership of sleep-aiding music videos posted on YouTube and their impact on the sleep quality of users. Therefore, the primary aim of this study is to examine user viewing patterns of sleep-aiding music videos posted on YouTube. Furthermore, this study aims to describe, through content analysis, the perceptions of users regarding the effect that listening to sleep-aiding music videos has on sleep quality.

Methods

Data Source

We obtained data for this study from videos and comments posted on YouTube from January 1, 2012, to December 31, 2017. For ethical research purposes, this study is considered a nonhuman subject and therefore was exempt from institutional review board review.

Search Approach

We searched YouTube video titles and descriptions for sleep-aiding music videos. The following keywords and phrases were used to search the related music videos: sleep, sleeping, music, soothing, and relaxing. These keywords were searched using Boolean logic “AND” and “OR” connectors. First, we searched for the keywords in the YouTube video title. Second, we searched with “the exact phrase.” Lastly, we searched with “all of the words” without a specific order.

The most common phrases used to reflect sleep-aiding music videos in YouTube post titles and descriptions included “sleep music,” “sleeping music,” “soothing music,” “relaxing music,” and “music for insomnia.”

Inclusion Criteria

We selected videos posted in the English language from January 1, 2012, to December 31, 2017, by a YouTuber (an unofficial term used to describe people who create content and upload a video to YouTube). We only included videos that allowed active commenting at that time.

Exclusion Criteria

We excluded YouTube videos posted by marketing agents or videos that promoted commercial content. Other exclusion criteria are duplicate videos, live streaming videos, languages other than English, videos with inappropriate or offensive materials, and videos that had disabled comments or ratings on the post. Additionally, we excluded similar comments that appeared multiple times across different videos.

Data Extraction

We extracted data for descriptive statistics with the free, publicly available YouTube Comment Scraper project created by Philip Klostermann. This web client, licensed under the Internet Software Consortium (ISC), is written in Node.js (an open-source development platform for executing JavaScript code server-side) and uses the YouTube comment application programming interface (API) module to gain access to the comments. Given a YouTube video URL, the client will request all comments for that video from the API. Details about the YouTube Comment Scraper project coding for all personal and local use is provided elsewhere [24].

We added available videos that met the study’s inclusion criteria to a private playlist. We clicked through each video and downloaded the parameters in comma-separated values (CSV) format. Parameters include music video title, view count, date
of publication, comment text, number of likes, and dislikes. We generated a macro and used a macro recorder function in Microsoft Excel (Microsoft Corp) to automate the repetitive data extraction process. The age of the music video was estimated using the publication date.

To obtain data for content analysis, we selected videos using targeted sampling. Targeted sampling is an iterative procedure that assesses video features at several points, allowing adjustment to obtain a final sample similar to that of the hypothesized target population [25]. We defined the target sample for this study as the most viewed sleep-aiding YouTube music videos posted between January 1, 2012, and December 31, 2017. First, we sorted music videos by view number (highest to lowest) using the sort option on YouTube and relevance to our study. Next, using a random number generator and targeted sampling approach, we selected the 20 most viewed sleep-aiding music videos from the available videos.

As observed in a previous study, the criterion of most views is appropriate because an evaluation of these videos is likely to have the most significant impact (eg, a large number of viewers and comments); thus, this is a reasonable approach to the first evaluation of the media source [26]. Finally, we imported the Excel file into NVivo for Windows (Version 12 Plus; QSR International), a mixed-methods data analysis software [27]. We used the Word Cloud feature in NVivo 12 Plus to observe the most commonly used terms in the music video titles as well as the comments to get a picture of emerging concepts and ideas (Multimedia Appendices 1 and 2).

Data Analysis

Descriptive statistics were generated based on the total number of videos posted, year of publication, video length, length of time since a given video was posted, number of views, and number of likes or dislikes. We summarized categorical variables as frequency and percentages, while numerical variables were summarized as means and standard deviation. SAS (Version 9.4; SAS Institute) was used to conduct all descriptive analyses.

Based on the word cloud of frequently used words in comments, two trained coders (authors TL and RE) applied a method described in a previous publication by Burla and colleagues [28] to code the extracted text. The coders excluded replies to individual comments due to their sheer number and structural challenges to storing these comments. Next, the coders sorted comments by character length before reading through relevant comments. Coders focused only on comments that described a user’s personal experience when listening to the sleep-aiding music video. The coders used NVivo to organize study data by creating nodes, sorting and reordering nodes within the same level of hierarchy and ratings, and merging nodes into other existing or new nodes. This enabled us to rate the music videos independently and identify recurring themes and patterns. The coders reviewed the video comments independently and documented codes in an Excel spreadsheet. We used the Microsoft Excel macro function to merge and match the comments under each code. The codes were developed using an inductive reasoning approach and discussed among the research team. Further, we computed the total number of relevant comments for each code. In addition, the coders examined any disparities of judgment to reach a consensus resolution. Lastly, the codes were merged into broader categories, including the positive and negative connotations of the comments, such as perceived pleasing and displeasing experiences.

We compared coding generated between coders and performed intercoder reliability assessment. For reference purposes only, we compared our themes with the automated items generated by NVivo.

Results

Descriptive Statistics

After applying the filter option with the dates January 1, 2012, and December 31, 2017, we identified 238 YouTube sleep-aiding music videos that met the inclusion criteria for our study. Of the eligible music videos, there were a total of 1,467,747,018 view counts and a total playtime of 84,252 minutes. The median play length was 186 minutes (IQR 122 to 480 minutes), the like to dislike ratio was approximately 9 to 1 (Figure 1), 56.7% (135/238) had over 1 million views, and 52.1% (124/238) of the published sleep-aiding music videos had stayed active for 1 to 2 years (Table 1).

The proportion of total eligible music videos increased from 4.2% (10/238) in 2012 to 59.7% (135/238) in 2017. The average play length was 120 minutes and 25.6% (61/238) of the videos had been active for over 2 years.
Figure 1. Comparison of the number of video likes versus dislikes by year of viewing.

Table 1. Summary of sleep-aiding YouTube music videos included in the study analysis (N=238).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length of music (minutes)</td>
<td></td>
</tr>
<tr>
<td>&lt;60</td>
<td>22 (9.2)</td>
</tr>
<tr>
<td>60-120</td>
<td>32 (13.5)</td>
</tr>
<tr>
<td>120</td>
<td>184 (77.3)</td>
</tr>
<tr>
<td>Duration of post (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;1</td>
<td>43 (18.1)</td>
</tr>
<tr>
<td>1-2</td>
<td>124 (52.1)</td>
</tr>
<tr>
<td>2</td>
<td>71 (29.8)</td>
</tr>
<tr>
<td>Number of video views (million)</td>
<td></td>
</tr>
<tr>
<td>&lt;0.5</td>
<td>71 (29.8)</td>
</tr>
<tr>
<td>0.5-1</td>
<td>32 (13.5)</td>
</tr>
<tr>
<td>1</td>
<td>135 (56.7)</td>
</tr>
<tr>
<td>Year posted</td>
<td></td>
</tr>
<tr>
<td>2012</td>
<td>10 (3.4)</td>
</tr>
<tr>
<td>2013</td>
<td>13 (4.4)</td>
</tr>
<tr>
<td>2014</td>
<td>21 (7.1)</td>
</tr>
<tr>
<td>2015</td>
<td>19 (6.5)</td>
</tr>
<tr>
<td>2016</td>
<td>33 (11.2)</td>
</tr>
<tr>
<td>2017</td>
<td>142 (48.3)</td>
</tr>
</tbody>
</table>
Content Analysis
We considered only comments from 20 sleep-aiding music videos selected via the targeted sampling approach (Multimedia Appendix 3). The chosen videos had at least 100 comments relevant to our study. Five overarching themes emerged in the reviewed comments (Table 2): experiencing sleep problem, perspective on the positive impact of the sleep-aiding music videos, the perspective of no effect of the sleep-aiding music videos, opinion of time to initiation of sleep or sleep duration, and location of viewers. Table 3 describes the coding frequency for coded themes and interrater agreement rates. The overall κ statistic for the codes was 0.87 (range 0.85-0.96).

Table 2. Classification of themes from YouTube sleep-aiding music video comments.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiencing a sleeping problem</td>
<td>This theme is an indication of the viewers' perception of whether they are experiencing sleep deprivation or insomnia</td>
</tr>
<tr>
<td>Perspective on the positive impact of the sleep-aiding music videos</td>
<td>Content that serves as an indication that listening to the sleep-aiding music video on YouTube helped the viewer to sleep</td>
</tr>
<tr>
<td>The perspective of no impact of the sleep-aiding music videos</td>
<td>Content that serves as an indication that listening to a sleep-aiding music video on YouTube did not help the viewer to sleep or did not have any effect on sleep</td>
</tr>
<tr>
<td>The opinion of time to initiation of sleep or sleep duration</td>
<td>Content that serves as an indication of how long it took the viewer to sleep or how long the viewer slept after listening to the sleep-aiding music video (ie, viewer slept within minutes or had a longer sleep duration while listening to the music video)</td>
</tr>
<tr>
<td>Variation in the location of viewers</td>
<td>Content that serves as an indication of where the viewer is located while listening to the sleep-aiding music video</td>
</tr>
</tbody>
</table>

Table 3. Comments coding frequency, agreement rate, and percentage of nonassignment by coders.

<table>
<thead>
<tr>
<th>Code</th>
<th>Coding description</th>
<th>Coding frequency, n</th>
<th>Agreement rate (%)</th>
<th>Nonassignment caused by coder 1 (%)</th>
<th>Nonassignment caused by coder 2 (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>001</td>
<td>Indication of whether the viewer expressed having a problem with sleeping (deprivation or insomnia)</td>
<td>670</td>
<td>69</td>
<td>57</td>
<td>43</td>
</tr>
<tr>
<td>002</td>
<td>Positive experience with viewing sleep-aiding music video on YouTube (listening to the music helped the viewer sleep)</td>
<td>2805</td>
<td>86</td>
<td>61</td>
<td>39</td>
</tr>
<tr>
<td>003</td>
<td>Negative experience with viewing sleep-aiding music video on YouTube (did not help the viewer sleep, did not have any effect on sleep)</td>
<td>437</td>
<td>74</td>
<td>48</td>
<td>52</td>
</tr>
<tr>
<td>004</td>
<td>Indication of how long it took the viewer to sleep or duration of sleep while listening to the sleep-aiding music video (ie, viewer slept within minutes or had a longer sleep duration)</td>
<td>786</td>
<td>93</td>
<td>50</td>
<td>50</td>
</tr>
<tr>
<td>005</td>
<td>An indication of whether the viewer mentioned his or her location in the comment</td>
<td>1236</td>
<td>100</td>
<td>65</td>
<td>35</td>
</tr>
</tbody>
</table>

The data encompasses 20 selected music videos and 4023 comments. Overall code agreement rate: 84%. Intercoder reliability for all 5 codes: κ=0.87.

Experiencing Sleeping Problem
Within this theme, viewers' comments expressed whether they were experiencing any difficulty with sleeping, such as insomnia, or an inability to sleep or maintain an adequate duration of sleep. Over 16.6% (670/4024) of the comments reviewed contained messages expressing trouble sleeping. Additionally, some comments (362/4024, 9.0%) described the severity of the sleep problem. Some viewers' comments (604/4024, 15.0%) indicated the use of music videos for babies or children experiencing sleep difficulty. A sample of coded comments is presented here:

Thank you for sharing this! I suffer from insomnia and anxiety. My doctor prescribed meds to help me sleep. This has a calming effect and helps me sleep. Thank you so much! [Ref 8]

I literally cannot fall asleep unless i listen to this. works every time [Ref 1]

I am a sufferer of insomnia for more than two years and I thought the problem cannot be resolved. This sleep plan .... was suggested to me by a cognitive behavioral therapist. It totally changed the way I think about rest. I'm now sleeping comfortably again every night. My bed is now my friend again. [Ref 5]
I have major depressive disorder and generalized anxiety disorder which has led to crippling insomnia—your videos are the only thing that help me sleep! ....... Thank you for these videos! Love and peace to you! [Ref 14]

I was diagnosed with GAD (General Anxiety Disorder) one of the problems I had with my anxiety was restless nights. This channel has helped me INCREDIBLY. Lack of sleep is killer, and it felt like I was going insane.....back to my normal sleep cycle. I thank this channel so much. I’m truly happy again:) [Ref 20]

Hi. I’m an insomniac mother with a newborn and almost 1 year old. We’ve all used this video. If they are crying and can’t sleep I put this on. [Ref 14]

**Perspective on the Positive Impact of the Sleep-Aiding Music Videos**

The effectiveness of listening to sleep-aiding music videos on YouTube was a dominant theme in our analysis. Most of the comments from viewers (2805/4023, 69.7%) suggested listening to the YouTube sleep-aiding music videos had a positive impact on their sleeping problem and sleep quality. Examples of comments in this theme include the following:

I discovered this music after being in the hospital for 4 days with viral meningitis. I got home extremely tired and couldn’t fall asleep. After half an hour of no sleep, I tried searching up relaxing music...... I remember instantly falling asleep to this beautiful music. 9 months later I was struggling to get to sleep. I searched up relaxing music ...... I’ve put it on ever since then and I can’t sleep without it.... Good night from Canada [Ref 2]

turned this on after 4 days of insomnia and working my tail off to wear myself out to no avail played less the five minutes of it and I feel completely drained and relaxed I think I may actually be able to sleep now.... Simply amazing how quickly it worked on me. Thank you [Ref 6]

Omg you have no idea how good this works, every night I turn this on and fall asleep in minutes. FULLY RECOMMEND [Ref 20]

**The Perspective of No Impact of the Sleep-Aiding Music Videos**

On the contrary, not all viewers had a pleasant experience listening to YouTube sleep-aiding music videos. Some comments (437/4023, 10.9%) indicate that the music videos had no impact on their sleep problems or sleep quality.

I have a problem with sleeping, and this song doesn’t work to make me sleep even when i am doing nothing but it can make me feel better,. ....i have my own way to make me feel asleep although not always successful.....because the people's problem is so heterogeneous and sometimes it isn't solved immediately. [Ref 1]

Wide awake from CA. Guess soothing music doesn’t work on insomnia, but worth a try, eh? [Ref 12]

if you're reading this, then you are awake, which means this track is not working for you... on to the next one!!! [Ref 4]

I still can't go to sleep with this music on [Ref 18]

**Opinion About Time to Initiation of Sleep or Sleep Duration**

Another important observation from the content analysis was the time it took viewers to sleep or how long they slept while listening to the sleep-aiding music videos. Information from analyzed comments (785/4023, 19.5%) indicated that time to initiation of sleep was between 5 and 30 minutes, and some viewers reported having 10 or more hours of sleep while listening to the music videos:

I fell asleep the first 8 freaking minutes [Ref 5]

I actually fell asleep with this playing about 10 or so minutes into the video [Ref 18]

I swear normally it makes me one hour before i can get a shut eye.... so i came up with this and used it within 20 minutes i was in REM sleep... [Ref 5]

As a person with insomnia, it's hard to fall asleep. Once I found this, I fell asleep within five minutes!!! Now that I have this, I went from only having 3-6 hours of sleep to 10-15 hours of sleep. The best part is I feel so refreshed in the morning!!! [Ref 1]

**Variation of the Location of Viewers**

Viewers frequently reported their place of viewing in some comments. YouTube is a widely accessible social media platform used worldwide; however, we were unable to get coordinate information to verify the location of users. Nevertheless, a word cloud of the comments showed that this was a significant theme, and 30.7% (1236/4023) of the comments expressed the area of viewers. The wide variation in the places mentioned in comments suggests that sleep-aiding music videos on YouTube are extensively used. For instance, the following comments describe users’ locations:

Goodnight from France [Ref 2]  
From US! Thank you for this amazing video! I’ve tried several different sounds to fall asleep as well as different methods...... [Ref 8]

I have anxiety, and I always go to sleep around 3 in the morning .....Normally I only get 4 or less hours of sleep .....Goodnight from Canada :) [Ref 9]

Good morning from Italy! My family listens to it before to go to bed, and me, before arriving to work....Thank you! [Ref 17]

Good nite from Philippines [Ref 19]

Goodnight from Africa, thank you! [Ref 12]
Discussion

Principal Findings

Our study shows that YouTube is a widely used social medium where viewers with sleep issues access sleep-aiding music videos to improve their sleep quality and habits. Dominant themes in the content analysis suggest that most of the users have a problem with sleeping such as insomnia; listening to the sleep-aiding music videos helps users to sleep within a short duration; and users have a more extended sleep period while listening to the sleep-aiding music videos. Further, the content analysis of comments revealed a wide variation in the location of viewers of sleep-aiding music videos published on YouTube.

This study provides evidence that suggests a growing number of people are accessing sleep-aiding music on YouTube. A body of literature has reported ever-increasing numbers of people suffering from insufficient sleep, as well as the effect of sleep deprivation on quality of life and productivity [29-31]. In the United States, a study found that there are between 50 and 70 million people with perceived chronic sleep or wakefulness issues. These numbers have increased over time, and over 35% of adults report having insufficient sleep [29,30]. Additionally, research on the effect of problems (both physical and psychosocial) related to sleeping difficulty and the treatment of sleep disorders has continued to gain attention in the past decade [32]. Findings from this study suggest that listening to sleep-aiding music videos on YouTube could be one of the approaches employed by people having some form of sleeping issues, both in the United States and around the world. A possible explanation for the increasing numbers of viewers using sleeping music videos could be that the rising cost of obtaining health care services and increasing difficulty in accessing health care is driving many individuals to less costly and more accessible alternatives to help with their sleep-related issues [33-35].

Recent studies have focused on health information acquisition from the internet and social media platforms, and aggregated data from these sources can provide useful public health information. For example, analyzing Twitter data was one of the approaches employed by the CDC to generate surveillance data during an influenza outbreak in the United States [32-34]. Results from this study suggest that over the 6-year study period, there was a substantial increase in the use of YouTube sleep-aiding music, and this could reflect a rising number of people who may have a sleeping disorder. Furthermore, our observations indicate that YouTube is a social support system where individuals with similar health or life experiences share information on important health topics impacting their health quality of life. Sleep quality is an essential component in the measures of quality of life.

There is a dearth of research examining the effect of frequent use of YouTube on sleep patterns. Therefore, we were unable to compare our findings with any similar research. Our study focused on the perceptions of viewers regarding the effectiveness of using YouTube sleep-aiding music videos to improve their sleep pattern. The results from our study show that most viewers perceive a positive effect of YouTube sleep videos on their sleep quality and duration. Nevertheless, it has been shown by several studies that the frequent use of social media adversely affects sleep quality and pattern among users [36-39]. A study conducted among Canadian youths showed the use of social media for at least 1 hour per day was associated with higher odds of short sleep duration in a dose-response manner [40]. A study by Levenson and colleagues [41] examined the independent association of social media use 30 minutes before bed and disturbed sleep. Their study found a significant linear trend in the odds ratios between the frequency of checking social media in the 30 minutes before bed and increased sleep disturbance. Even though our study result is not directly comparable with these reports, the comments obtained for our content analysis established that individuals with sleep disturbances use sleep-aiding music videos on YouTube to enhance their sleep habits and maintain adequate and prolonged sleep. This topic requires further exploration to understand how frequent use of YouTube could impact the sleep quality of users.

The capability of using social media to monitor public health issues by location is well documented [42-45]. For instance, Twitter provides location information for some tweets, aiding geographical biosurveillance of emerging health topics. During the recent Zika outbreak, communities worldwide discussed the disease and critical issues associated with it on Twitter. Data collected from tweets reflected the spread of interest in Zika from its original hotspot in South America to North America and then across the globe [43]. Unlike Twitter, YouTube does not provide the location coordinates of users. Still, users of YouTube could freely offer information about their location in comments. Data from our content analysis of comments include the varied geographic location of users of sleep-aiding music videos on YouTube. Observations from analyzed comments indicate that the users were located both in developed and developing countries. This finding also suggests that difficulty in sleeping is a global issue and supports the notion that social networking platforms can provide an understanding of the burden of health problems through spatial information from comments and the platforms’ geocoding systems.

This study provided valuable information on the pattern of use of sleep-aiding music videos on YouTube; the findings could indicate a significant health burden exists worldwide. However, this study had some limitations. First, the comments used for the content analysis were self-reported and we are unable to verify claims of sleeping problems such as insomnia. Second, our units of analysis for this study were the number of views and comments posted, and we were unable to assess individual-level data such as sociodemographic variables to compare differences between groups. In addition, YouTube users could have multiple accounts with privileges such as posting the same videos with different titles and commenting under different usernames. To minimize this issue in our analysis, we sorted and excluded videos with similar content, and any comments with the exact same wording that appeared multiple times across videos. Third, due to the volume of sleep-aiding music videos on YouTube and the large amount of comments posted, we used the targeted sampling approach to select samples from the most viewed videos. This approach could have eliminated some vital music videos, possibly
Conclusions

This study provides information regarding the use of YouTube sleep-aiding music videos to ameliorate sleep problems and improve sleep quality. We observed a substantial increase in the number of people using sleep-aiding music videos, and a wide variation in their location. This study also supports the positive impact of listening to soothing music on sleep habits. Finally, this study demonstrates that YouTube is an essential social medium for acquiring and analyzing crucial public health information.
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Multimedia Appendix 1
Word cloud of the most frequent terms used in the music video titles.
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Multimedia Appendix 2
Word cloud of the most frequent words used in comments. The larger words represent more frequently used terms, while the smaller words were less frequently used.
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Multimedia Appendix 3
Description of videos randomly selected for thematic content analysis.

[DOCX File, 16 KB - jmir_v22i8e15697_app3.docx]

References


24. Klostermann P. YouTube Comment Scraper project. URL: https://github.com/philbot9/youtube-comment-scraper [accessed 2017-03-08]


Abbreviations

API: application programming interface
CDC: Centers for Disease Control and Prevention

©Ransome Eke, Tong Li, Kiersten Bond, Arlene Ho, Lisa Graves. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 24.08.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Associations of Internet Addiction Severity With Psychopathology, Serious Mental Illness, and Suicidality: Large-Sample Cross-Sectional Study

Wanjun Guo\(^1\), MD, PhD; Yujie Tao\(^*\), MSc; Xiaojing Li\(^1\), PhD; Xia Lin\(^2, 3\), MSc; Yajing Meng\(^1\), PhD; Xia Yang\(^1\), BSc; Huiyao Wang\(^1\), MSc; Yamin Zhang\(^1\), PhD; Wanjie Tang\(^4\), PhD; Qiang Wang\(^1\), MD, PhD; Wei Deng\(^1\), MD, PhD; Liansheng Zhao\(^1\), BSc; Xiaohong Ma\(^1\), MD, PhD; Mingli Li\(^1\), PhD; Ting Chen\(^1\), MSc; Jiajun Xu\(^1\), PhD; Jing Li\(^1\), MD, PhD; Wei Hao\(^5\), PhD; Sing Lee\(^6\), FRCS; Jeremy W Coid\(^1\), PhD; Andrew J Greenshaw\(^7\), PhD, FRSA; Tao Li\(^1\), MD, PhD

\(^1\)Mental Health Center and Psychiatric Laboratory, State Key Laboratory of Biotherapy, West China Hospital of Sichuan University, Chengdu, Sichuan, China
\(^2\)Institute of Emergency Management and Post-Disaster Reconstruction, Sichuan University, Chengdu, China
\(^3\)North Sichuan Medical College (NSMC), Affiliated Hospital of North Sichuan Medical College, Nanchong City, China
\(^4\)Centre for Educational and Health Psychology, Sichuan University, Chengdu, China
\(^5\)Mental Health Institute, The Second Xiangya Hospital, Central South University, Hunan, Changsha, China
\(^6\)Department of Psychiatry, The Chinese University of Hong Kong, Hong Kong, Hong Kong
\(^7\)Department of Psychiatry, University of Alberta, Edmonton, AB, Canada

* these authors contributed equally

Corresponding Author:
Tao Li, MD, PhD
Mental Health Center and Psychiatric Laboratory
State Key Laboratory of Biotherapy
West China Hospital of Sichuan University
28 Dianxin South Street
Chengdu, Sichuan
China
Phone: 86 18980601817
Email: xuntao26@hotmail.com

Abstract

**Background:** Internet addiction has become a major global concern and a burden on mental health. However, there is a lack of consensus on its link to mental health outcomes.

**Objective:** The aim of this study was to investigate the associations between internet addiction severity and adverse mental health outcomes.

**Methods:** First-year undergraduates enrolled at Sichuan University during September 2015, 2016, 2017, and 2018 were invited to participate in the current study survey, 85.13% (31,659/37,187) of whom fully responded. Young’s 20-item Internet Addiction Test, Patient Health Questionnaire-15, Patient Health Questionnaire-9, Symptom Checklist 90, Six-Item Kessler Psychological Distress Scale, and Suicidal Behaviors Questionnaire-Revised were used to evaluate internet addiction, four psychopathologies (high somatic symptom severity, clinically significant depression, psychoticism, and paranoia), serious mental illness, and lifetime suicidality.

**Results:** The prevalence of students with mild, moderate, and severe internet addiction was 37.93% (12,009/31,659), 6.33% (2003/31,659), and 0.20% (63/31,659), respectively. The prevalence rates of high somatic symptom severity, clinically significant depression, psychoticism, paranoid ideation, and serious mental illness were 6.54% (2072/31,659), 4.09% (1294/31,659), 0.51% (160/31,659), 0.52% (165/31,659), and 1.88% (594/31,659), respectively, and the lifetime prevalence rates of suicidal ideation, suicidal plan, and suicidal attempt were 36.31% (11,495/31,659), 5.13% (1624/31,659), and 1.00% (315/31,659), respectively. The prevalence rates and odds ratios (ORs) of the four psychopathologies and their comorbidities, screened serious mental illness, and suicidality in the group without internet addiction were much lower than the average levels of the surveyed population.
Most of these metrics in the group with mild internet addiction were similar to or slightly higher than the average rates; however, these rates sharply increased in the moderate and severe internet addiction groups. Among the four psychopathologies, clinically significant depression was most strongly associated with internet addiction after adjusting for the confounding effects of demographics and other psychopathologies, and its prevalence increased from 1.01% (178/17,584) in the students with no addiction to 4.85% (582/12,009), 24.81% (497/2,003), and 58.73% (37/63) in the students with mild, moderate, and severe internet addiction, respectively. The proportions of those with any of the four psychopathologies increased from 4.05% (713/17,584) to 11.72% (1408/12,009), 36.89% (739/2003), and 68.25% (43/63); those with lifetime suicidal ideation increased from 24.92% (4382/17,584) to 47.56% (5711/12,009), 67.70% (1356/2003), and 73.02% (46/63); those with a suicidal plan increased from 2.59% (456/17,584) to 6.77% (813/12,009), 16.72% (335/2003), and 31.75% (20/63); and those with a suicidal attempt increased from 0.50% (88/17,584) to 1.23% (148/12,009), 3.54% (71/2003), and 12.70% (8/63), respectively.

**Conclusions:** Moderate and severe internet addiction were strongly associated with a broad group of adverse mental health outcomes, including somatic symptoms that are the core features of many medical illnesses, although clinically significant depression showed the strongest association. This finding supports the illness validity of moderate and severe internet addiction in contrast to mild internet addiction. These results are important for informing health policymakers and service suppliers from the perspective of resolving the overall human health burden in the current era of “Internet Plus” and artificial intelligence.
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internet; addiction; psychopathology; suicidality; serious mental illness

**Introduction**

The internet has conceptually transformed the Earth into a high-dimensional information network village, and human experience has benefited from the unprecedented availability and exchange of information. However, the potential adverse effects of internet exposure on human health have emerged as a major global concern [1].

In June 2017, the English addiction therapist Mandy Saligari warned parents that giving a smartphone to their child may be as damaging as giving them “a gram of cocaine” due to its potential addictive features and association with adverse mental consequences [2]. In September 2017, the French government banned students from using mobile phones in the country’s primary, junior, and middle schools [3]. In China, the world’s largest market for online gaming since 2015 due to its high population size and ubiquitous national internet access [4] (China’s 4G network covered 95% of its administrative villages and 99% of its population by the end of April 2018 [5]), overuse of internet services such as gaming and social media, and the association of overuse with adverse mental consequences among youth has received great public attention. News associated with possible internet addiction–associated adverse events (eg, decline in school grades; self-harm, including suicide and accidental death relevant to internet addiction; and “digital detox” boot camps to treat internet addiction in isolated settings) has dramatically increased in recent years, and some Chinese parents and teachers have depicted internet addiction as “electronic opium” or “electronic heroin” [6,7]. Accordingly, in April 2018, the Ministry of Education of China released an urgent notice concerning prevention of primary and middle school students from indulging in the internet [8].

Since Dr. Kimberly Young published a case report in 1996, internet addiction, sometimes called internet dependence or problematic internet use (PIU), has been increasingly conceptualized as “a kind of psychopathological disorder” [9,10]. Studies have found that internet addiction appears to share a phenomenology akin to that of impulse control/addictive disorders [11]. Some studies have even documented possible biomarkers for this condition [12]. The prevalence of internet addiction is high in some young populations and may have increased in recent years, although this prevalence varies regionally around the world [13]. Further research has suggested that internet addiction may be associated with significant functional and psychological impairment, and may be a contributing factor to issues of interparental conflict, family dissatisfaction, recent stressful events, low reward dependence, and low self-esteem, which all may further increase vulnerability to internet addiction [14,15].

After a wide-ranging debate on whether internet addiction primarily reflects the adverse effects of internet contents (such as gaming and social media as opposed to information seeking) or technologies [16-20], some internet addiction–related types have been identified as official mental disorders in recent revisions of international disease classification and diagnostic instruments. The Diagnostic and Statistical Manual of Mental Disorders (DSM)-5 included internet gaming disorder (IGD) in the appendix as a disorder requiring further study [21]. The International Classification of Diseases (ICD)-11 defined and specified gaming disorder as “predominantly online” or “predominantly offline” [22]. Some researchers have argued that classification of IGD or gaming disorder as predominantly online is premature. This is based on several concerns, including low quality/extent of available research, the fact that current operationalization leans too heavily on substance use and may be locked into a confirmatory approach rather than an exploration of the boundaries of normal vs pathological behavior [23], and a lack of consensus on the link of internet addiction or specific internet addiction patterns (including IGD) with other mental health outcomes [19,24]. Some cross-sectional studies found that internet addiction (or PIU) was significantly associated with poor sleep quality [18], attention-deficit/hyperactivity disorder (ADHD) symptoms [25], anxiety [25], depression [25], and even suicidality [26]. In a
longitudinal study, Lau et al [27] found a bidirectional predictive relationship between internet addiction and depression. A higher level of hyperactivity/inattention and self-esteem problems were predictors of IGD, and IGD was a predictor of adolescent emotional distress in the context of further longitudinal work [28]. Some studies suggest that, relative to internet addiction, the association of problematic online gaming might be stronger with hyperactivity/inattention but less strong with other common psychopathologies such as depression [19,20]. However, these association studies suffer from two major limitations: (1) their relatively small sample sizes (from hundreds to approximately 3000 participants) precluded an analysis of the rates and odds ratios (ORs) of linked mental health outcomes based on detailed internet addiction severity rather than dichotomous decisions (ie, either a person has or does not have internet addiction or PIU), and (2) each of these studies investigated only a single or a small number of psychopathologies rather than a series of representative syndromes. This latter limitation has precluded the observation of variance in the association patterns and comorbidity across syndromes.

To overcome these limitations, in the present study, we investigated the prevalence of four representative psychopathologies (high somatic symptom severity, clinically significant depression, psychoticism, and paranoid ideation), which could reflect a broad range of symptoms and different levels of severity of clinical manifestation of mental disorders, as well as serious mental illness and suicidality among groups with different levels of internet addiction severity. The study was conducted using a large Chinese undergraduate sample comprising the largest sample evaluated in internet addiction research to date.

**Methods**

**Study Design and Ethics**

The present study, which was approved by the Ethics Committee of West China Hospital, Sichuan University (no. 2016-171), is based on the cross-sectional data from the Online Psychosomatic Health Survey (OPHS) system of Sichuan University. Sichuan University is a national comprehensive university located in southwestern China whose undergraduates come from all of the provincial administrative regions of China. Every respondent was informed of the aim of this investigation prior to the formal survey, and internet-based informed consent was obtained from each participant.

**Survey Development**

The questions and scales in the OPHS system were designed and selected by a group of researchers from the Mental Health Center, West China Hospital of Sichuan University, and the Centre for Educational and Health Psychology of Sichuan University. This survey was conducted through internet messages with a website link. Students voluntarily logged in with their student ID and were able to quit at any time without penalty. The final survey domains included in the OPHS system were: sociodemographics, childhood adversity, Adolescent Self-Rating Life Events Check List, psychopathologies (including high somatic symptom severity, clinically significant depression, psychoticism, and paranoid ideation), psychological distress, suicidality, and internet usage. In addition to demographics of biological sex and age (since the age for most students that attend college is 18 years old in China, the respondents were categorized into three groups: younger than, equal to, or older than 18 years old), data were collected using the Young 20-item Internet Addiction Test (IAT), Patient Health Questionnaire-15 (PHQ-15), Patient Health Questionnaire-9 (PHQ-9), psychoticism and paranoid ideation subscales of the Symptom Checklist 90 (SCL-90), six-item Kessler psychological distress scale (K6), and Suicidal Behaviors Questionnaire-Revised (SBQ-R) for the specified research aims. The raw data were saved and stored in a manner only accessible by the research administrators.

**Participants and Survey Administration**

All undergraduate freshmen enrolled in university during September 2015, September 2016, September 2017, and September 2018 were invited to participate. For inclusion in the study, participants were required to finish the entire self-administered questionnaire on the internet by October 31 of their year of enrollment. Altogether, 37,187 freshmen were invited to participate, 34,140 (91.80%) of whom agreed to participate and logged on to the online survey system. Participants in this study were excluded for the following reasons: failure to complete all of the survey questions, taking less than 10.0 minutes to finish the survey (the median time to finish the survey was 30.6 minutes), did not turn in the questionnaire by November, were not between 15 and 23 years old, or provided obvious dishonest information (eg, selected the same severity option for all questions in a separate scale or questionnaire, or a unique ID was logged in by two or more participants). The final sample comprised 31,659 respondents, yielding an overall effective response rate of 85.13%.

**Measurements**

**Young IAT**

Young IAT has been internationally validated to assess internet addiction [29,30]. The IAT consists of 20 questions asking about the extent of an individual’s involvement with the internet, with each question rated on a scale of 1 to 5, in addition to the rating of “not applicable” as 0. Total scores can range from 0 to 100, with the severity of internet addiction categorized as normal (0-30), mild (31-49), moderate (50-79), and severe (80-100) [9]. Cronbach’s α for this questionnaire in this study was .90.

**PHQ-15**

The PHQ-15, based on the diagnostic criteria of depression from DSM-IV, was used to measure high somatic symptom severity of participants in this study. PHQ-15 is a self-administered, internationally validated, and widely used questionnaire for screening somatization and monitoring somatic symptom severity in clinical practice and research. Its test-retest reliability coefficient was found to be 0.75 in a Chinese population [31,32]. Subjects were asked to rate the severity of 13 somatic symptoms as 0 (“not bothered at all”), 1 (“bothered a little”), or 2 (“bothered a lot”) during the 4 weeks preceding the study. Two additional physical symptoms—feeling tired or having little energy and trouble sleeping—were coded as 0 (“not at all”), 1 (“several days”), or 2 (“more than half the days” or...
“nearly every day”). The range of the scale is 0 to 30 and we used a conventional cutoff of ≥10 to define high somatic symptom severity. Cronbach α for the questionnaire in this study was .79.

**PHQ-9**

The nine questions of PHQ-9 ask about the participant’s experience in the last 2 weeks, with the possible responses ranging from 0 (“not at all”) to 3 (“nearly every day”) and a score ranging from 0 to 27. A cutoff of ≥10, reported as the optimal cutoff to detect major depressive episodes in the Chinese population, was used to define clinically significant depression in the present study [33]. Cronbach α for the questionnaire in this study was .84.

**Psychoticism and Paranoid Ideation Subscales of the SCL-90**

Subscales of the SCL-90 were used to assess psychoticism and paranoid ideation in this study. High validity and reliability of SCL-90 has been demonstrated both in the Chinese general population and with university students [34,35]. The psychoticism and paranoid ideation subscales comprise 10 and 6 specific symptoms, respectively. Responses fit on a 5-point scale, from 0 (“not at all”) to 4 (“extremely”) for both subscales. Each subscale score was calculated as sum score/item numbers. Mean normative scores (1.50, SD 0.51 for psychoticism and 1.63, SD 0.57 for paranoid ideation based on meta-analysis results of studies on Chinese university students) were used to define psychoticism and paranoid ideation [35], yielding subscale score criteria of >2.01 and >2.20 to identify individuals as having psychoticism and paranoid ideation, respectively. Cronbach α of the subscales of psychoticism and paranoid ideation was .83 and .80, respectively, in this study.

**K6**

The K6 is a self-report 6-item scale that asks respondents to rate how frequently they have felt “nervous,” “hopeless,” “restless or fidgety,” “so depressed that nothing could cheer you up,” “that everything was an effort,” and “worthless” during the past 30 days. The 5-point response options for each question ranged from 0 (none) to 4 (all of the time) [36]. For the Chinese version, reported validity in both the general population and university students was good for rapidly screening serious mental illness, which has been defined as meeting the criteria for one or more DSM-IV/Composite International Diagnostic Interview (CIDI) mental disorders and resulting in serious impairment [36,37]. The optimal cutoff of 12/13, identified by these studies, was the criterion for serious mental illness in the present study. Cronbach α for the questionnaire in this study was .86.

**SBQ-R**

In this study, the first SBQ-R question was used to survey lifetime suicidality in participants. This self-report questionnaire consists of 4 questions used to identify suicide risk and has been validated for use with university students. Both single SBQ-R Item 1 and SBQ-R total scores have been recommended for use in clinical and nonclinical settings [38]. Question 1 explores whether the respondent has ever entertained risky thoughts of suicide or attempted to kill himself/herself in his/her lifetime. Response options include “1 (never),” “2 (It was just a brief passing thought),” “3a (I have had a plan at least once to kill myself but did not try to do it),” “3b (I have had a plan at least once to kill myself and really wanted to die),” “4a (I have attempted to kill myself but did not want to die),” and “4b (I have attempted to kill myself, and really hoped to die).” The present study defined scores of ≥2, ≥3, and 4 as suicidal ideation, suicidal plan, and suicidal attempt, respectively.

**Statistical Analysis**

Data analyses were conducted using SPSS 22.0 software. The mean (95% CI) and median number of respondents in each demographic and internet addiction severity group, and prevalence rates (95% CIs) across levels of internet addiction severity, psychopathology, serious mental illness, and suicidality were calculated. The Chi-square test was used to compare prevalence rates among demographic or internet addiction severity groups, and the adjusted ORs and their 95% CIs of other mental health outcomes among the internet addiction severity groups were estimated and compared using binary logistic regression, adjusting for confounding effects of demographics (ie, age, sex, and enrollment year) and the interactions among psychopathologies. A two-tailed alpha level of .05 was used to evaluate statistical significance.

**Results**

**Demographics**

The 31,659 respondents included 16,109 (50.88%) men and 15,550 (49.12%) women. The groups aged 15-17 years, 18 years, and 19-23 years included 4821 (15.23%), 19,034 (60.12%), and 7804 (24.65%) respondents, respectively.

**Prevalence of Different Severities of Internet Addiction**

Overall, the rates of those without internet addiction and those with mild, moderate, and severe internet addiction were 55.5%, 37.9%, 6.3%, and 0.2%, respectively. Internet addiction severity rates differed between sexes, among the age groups, and among the year-of-survey groups. The rate of moderate internet addiction was higher in women than in men. The oldest group (aged 19-23 years) included more respondents without internet addiction and fewer individuals with mild internet addiction than the other two age groups. Among the year-of-survey groups, the rates of all levels of internet addiction severity increased with recency (Table 1).
Table 1. Prevalence (%) and severities of internet addiction in the surveyed population.

<table>
<thead>
<tr>
<th>Subgroup</th>
<th>Mild internet addiction</th>
<th>Moderate internet addiction</th>
<th>Severe internet addiction</th>
<th>$\chi^2$</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Whole sample (N=31,659)</td>
<td>12,009 (37.93)</td>
<td>2003 (6.33)</td>
<td>63 (0.20)</td>
<td>36.02</td>
<td>3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male (n= 16,109)</td>
<td>5992 (37.20)</td>
<td>920 (5.71)</td>
<td>29 (0.18)</td>
<td>336.02</td>
<td>3</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Female (n= 15,550)</td>
<td>6017 (38.70)</td>
<td>1083 (6.96)</td>
<td>34 (0.22)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td>27.51</td>
<td>6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>15-17 (n= 4821)</td>
<td>1877 (38.93)</td>
<td>342 (7.10)</td>
<td>5 (0.10)</td>
<td>0.01-0.19</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 (n= 19,034)</td>
<td>7309 (38.40)</td>
<td>1198 (6.29)</td>
<td>39 (0.20)</td>
<td>0.14-0.27</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19-23 (n= 7804)</td>
<td>2823 (36.17)</td>
<td>463 (5.61)</td>
<td>19 (0.24)</td>
<td>0.13-0.35</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Year of survey</strong></td>
<td></td>
<td></td>
<td></td>
<td>272.32</td>
<td>9</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>2015 (n= 8723)</td>
<td>3167 (36.31)</td>
<td>330 (3.78)</td>
<td>6 (0.07)</td>
<td>0.01-0.12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2016 (n= 6501)</td>
<td>2318 (35.66)</td>
<td>435 (6.69)</td>
<td>16 (0.25)</td>
<td>0.13-0.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017 (n= 8644)</td>
<td>3291 (38.07)</td>
<td>593 (6.86)</td>
<td>18 (0.21)</td>
<td>0.11-0.30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2018 (n= 7791)</td>
<td>3233 (41.50)</td>
<td>645 (8.28)</td>
<td>23 (0.30)</td>
<td>0.17-0.42</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Prevalence of Four Psychopathologies and Their Associations With Internet Addiction Severity

Overall, the prevalence rates of high somatic symptom severity, depression, psychoticism, paranoid ideation, and serious mental illness in the current sample were 6.5%, 4.1%, 0.5%, 0.5%, and 1.9%; lifetime prevalence rates of suicidal ideation, suicidal plan, and suicidal attempt were 36.3%, 5.1%, and 1.0%, respectively. All of these rates significantly increased from the group without internet addiction to the groups with mild, moderate, and severe internet addiction. Compared with the average levels of the surveyed population, these rates in the group without internet addiction were much lower, whereas those in the group with mild internet addiction were similar (psychoticism, paranoid ideation, serious mental illness, and suicidal attempt) or mildly higher (high somatic symptom severity, clinically significant depression, suicidal ideation, and suicidal plan); however, these rates sharply increased in the moderate and severe internet addiction groups (Figure 1). Accordingly, the OR of each psychopathology and serious mental illness adjusted for demographics also significantly increased with internet addiction severity. ORs for each psychopathology in the moderate and severe internet addiction groups (except for that of clinically significant depression, which was most strongly associated with internet addiction) became significantly smaller when further adjusted for other psychopathologies (Table 2). In addition, although the adjusted ORs of suicidality also decreased after further adjusting for the four psychopathologies, they still increased significantly with internet addiction severity, especially for suicidal plans and suicidal attempts (Table 2). These associations were all in the same direction when analyzed for biological sex, although there were differences in the respective ORs (Multimedia Appendix 1 and Multimedia Appendix 2).
Figure 1. Prevalence rates (95% CI) of high somatic symptom severity (HSSS), clinically significant depression (CSD), psychoticism, paranoid ideation, serious mental illness (SMI), suicidal ideation, suicidal plan, and suicidal attempt in the whole sample, and in those without internet addiction (IA) and with mild, moderate, and severe IA.
Table 2. Adjusted odds ratios (aORs) of mental health outcomes in the groups with mild, moderate, and severe internet addiction (IA).

<table>
<thead>
<tr>
<th>Mental health outcome</th>
<th>Model 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Model 2&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>aOR (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>HSSS&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>2.61 (2.35-2.90)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>8.24 (7.20-9.43)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>15.74 (9.27-26.73)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>CSD&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>4.86 (4.10-5.76)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>30.55 (25.51-36.59)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>127.95 (75.57-216.64)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Psychoticism</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>2.91 (1.76-4.79)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>29.41 (18.40-47.00)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>128.71 (58.11-285.08)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Paranoid ideation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>2.29 (1.44-3.65)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>22.71 (14.76-34.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>101.76 (47.01-220.28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>SMI&lt;sup&gt;e&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>3.14 (2.51-3.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>16.89 (13.34-21.37)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>67.97 (38.77-119.16)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Suicidal ideation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>2.69 (2.56-2.83)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>6.03 (5.45-6.66)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>7.75 (4.43-13.56)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Suicidal plan</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>2.60 (2.31-2.93)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>6.77 (5.82-7.87)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>15.73 (9.12-27.14)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Suicidal attempt</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>2.35 (1.80-3.06)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>6.41 (4.66-8.82)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>25.38 (11.66-55.22)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

<sup>a</sup>Binary logistic regression adjusted for age, gender, and year of survey; no internet addiction group as reference (1).

<sup>b</sup>Binary logistic regression adjusted for age, gender, year of survey, and psychopathologies; no internet addiction group as reference (1).

<sup>c</sup>HSSS: high somatic symptom severity, defined according to the total score of the Patient Health Questionnaire-15 using a cutoff of ≥10.

<sup>d</sup>CSD: clinically significant depression, defined according to the total score of the Patient Health Questionnaire-9 using a cutoff of ≥10.

<sup>e</sup>SMI: serious mental illness, defined according to the total score of the 6-item Kessler psychological distress scale using a cutoff of ≥13.

<sup>f</sup>N/A: not applicable.
Rates of Comorbidity with the Four Psychopathologies and Their Associations with Internet Addiction Severity

Among all respondents, the rates of those who had at least one, two, and three of the four psychopathologies were 9.2%, 1.9%, and 0.4%, respectively. These rates increased significantly from the group without internet addiction to those with mild, moderate, and severe internet addiction (Table 3). Accordingly, the ORs based on the number of comorbid conditions adjusted for demographics also significantly increased with internet addiction severity (Table 3).

<table>
<thead>
<tr>
<th>Number of comorbidities</th>
<th>Prevalence (95%CI)</th>
<th>aOR b (95%CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>≥1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No IA</td>
<td>(3.76-4.35)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>11.73 (11.15-12.30)</td>
<td>3.05 (2.78-3.35)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>36.89 (34.78-39.01)</td>
<td>13.04 (11.57-14.69)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>68.25 (56.44-80.07)</td>
<td>48.00 (27.89-82.62)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No IA</td>
<td>0.41 (0.32-0.50)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>2.02 (1.76-2.27)</td>
<td>4.84 (3.72-6.31)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>13.98 (12.46-15.50)</td>
<td>36.68 (28.14-47.82)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>36.51 (24.29-48.73)</td>
<td>127.94 (72.51-225.73)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No IA</td>
<td>0.09 (0.04-0.13)</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>Mild IA</td>
<td>0.26 (0.17-0.35)</td>
<td>2.96 (1.60-5.49)</td>
<td>.001</td>
</tr>
<tr>
<td>Moderate IA</td>
<td>3.74 (2.91-4.58)</td>
<td>42.84 (24.48-74.96)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe IA</td>
<td>15.87 (6.60-25.15)</td>
<td>202.08 (86.50-472.09)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

The four psychopathologies are: high somatic symptom severity, clinically significant depression, psychoticism, and paranoid ideation.

aOR: Adjusted odds ratio based on binary logistic regression analysis controlling for age, gender, and year of survey groups.

Discussion

Principal Findings and Research Priorities

The IAT, which is the most widely used internet addiction survey instrument in the world, allows researchers to differentiate the severity of internet addiction, as in the present study [10]. However, and likely a consequence of relatively small sample sizes, most previous studies used only the IAT to identify PIU using a total score cutoff at ≥50, which includes moderate to severe internet addiction; this issue clearly applies to prior research on the association of internet addiction with other mental health outcomes. The present study, which to our knowledge included the largest ever sample size in internet addiction research to date, is the first to use a methodology that enabled a comparison of prevalence rates and ORs of a series of representative psychopathologies, serious mental illness, and suicidality among groups without internet addiction, and with mild, moderate, and severe internet addiction. Consequently, this study has three prominent strengths in comparison with previous studies on associations between internet addiction and other mental health outcomes.

First, by comparing the prevalence rates and ORs of mental health outcomes among the differentiated internet addiction severity groups, the present study found a surprising incremental pattern of these conditions from the group without internet addiction through the group with severe internet addiction. That is, the prevalence rates of the four psychopathologies, serious mental illness, and suicidality in the group without internet addiction were much lower than the average levels of the surveyed population, and those in the group with mild internet addiction were similar to (psychoticism, paranoid ideation, serious mental illness, and suicidal attempt) or mildly higher than (high somatic symptom severity, clinically significant depression, suicidal ideation, and suicidal plan) the average levels of the surveyed population; however, the prevalence rates and their OR increments from mild to moderate and severe internet addiction were surprisingly large for most conditions. Previous surveys typically compared prevalence rates and ORs of individual syndromes between the groups without and with internet addiction. Based on this approach in the original studies, Ho et al [25] performed a large meta-analysis including eight studies comprising 1641 internet addiction cases and 11,210 controls, and the authors concluded that the relative ORs of ADHD symptoms, alcohol abuse, anxiety, and depression in internet addiction/PIU cases compared to those without internet addiction were respectively 3.05 (95% CI 2.14-4.37), 2.85 (95% CI 2.15-3.77), 2.77 (95% CI 2.04-3.75), and 2.70 (95% CI 1.46-4.97) [25]. However, due to the limited sample sizes in the studies included in the meta-analysis, there may not have
been a sufficiently large number of severe internet addiction cases included in the analysis. Consequently, these studies failed to reveal either the dramatically increasing pattern of other mental health outcomes associated with internet addiction severity or the surprisingly high prevalence rates of other mental health outcomes in those with severe internet addiction. The prevalence rate of severe internet addiction might be lower, as noted in the present study, but is of paramount importance for an understanding of mental health outcomes associated with severe internet addiction, because most of the adverse events with a social impact related to internet exposure appear to be related mainly to such severe cases. By surveying the rates of a group of mental health outcomes in the mild internet addiction group, the present study also provides the first evidence that the rate of mental health problems is similar to or only mildly higher than the average level of the surveyed population and does not support the validity of mild internet addiction as a mental disorder.

Second, by investigating the largest number (four) of representative psychopathologies in the context of an internet addiction survey to date, the present study enabled an analysis of the overlap between these psychopathologies and their comorbidity, demonstrating a clear relationship with internet addiction severity. Previous surveys have typically reported an association of internet addiction with individual psychopathology because of a focus on the investigation of a single or very small number of psychopathologies. This may explain a possible significant underestimation of the prevalence of psychopathologies in groups with varying internet addiction severities, in addition to a lack of prior understanding of the pattern of overlap and comorbidity of the mental health outcomes linked to internet addiction. For example, the meta-analysis by Ho et al [25] showed that the prevalence of ADHD, alcohol abuse, anxiety, and depression among internet addiction/PIU cases was 21.7%, 13.3%, 23.3%, and 26.3%, respectively. However, the authors failed to report the rates and ORs of having at least one of these psychopathologies or having a comorbidity with multiple psychopathologies. Similar to the present study, the highest rate of common psychopathology among those with internet addiction/PIU in the meta-analysis was 26.3% for depression [25], but this rate was much lower than that of individuals with at least one of the four psychopathologies found in the present study (approximately 2/5 in the respondents with moderate internet addiction and more than 2/3 in those with severe internet addiction). Our approach also allowed us to observe the variability in the pattern of associations among the four psychopathology types. For example, clinically significant depression was less prevalent than high somatic symptom severity in the whole population, although the rate of clinically significant depression in the groups with moderate to severe internet addiction was the highest among the four psychopathologies. The rates of psychoticism and paranoid ideation were very low in the overall population but were substantial in the severe internet addiction cases and resulted in an approximately 100-fold increase in OR relative to the group without internet addiction after adjusting for demographics. When investigating the independent associations of internet addiction with other mental health outcomes by controlling for confounding effects of demographics and the interactions among psychopathologies, the present study provides empirical evidence for the previous presumption that depression might be the most strongly internet addiction–associated psychopathology [25], although other psychopathologies also remain independently associated with internet addiction. Another important finding from the present analyses that considered the confounding effect with psychopathologies was that the types of suicidality were also independently associated with internet addiction even after adjusting for both demographics and the presence of psychopathology. Cheng et al [26] documented that internet addiction (compared with no internet addiction) was independently associated with suicidal ideation and attempts in a meta-analysis, but they had not compared the associations among groups with distinct levels of internet addiction severity and had not compared these associations after controlling for the presence of psychopathology apart from depression.

Third, the present study is, to our knowledge, the first to investigate the association of internet addiction with high somatic symptom severity or serious mental illness. Consequently, it was found that internet addiction was strongly associated not only with mental symptoms, serious mental illness, and suicidality but also with somatic symptoms, which are the core features of many medical illnesses [39]. Given that serious mental illness screened by the K6 scale may include most DSM-IV/CIDI-10 mental disorders that result in serious impairment [37], the strong association of internet addiction with serious mental illness found in the present study is an important addition to previous research findings on the association of internet addiction with individual psychopathologies.

The overall prevalence rates of internet addiction (6.5%, including moderate and severe cases), psychopathologies (eg, 6.5% for high somatic symptom severity, 4.1% for clinically significant depression), and serious mental illness (1.9%) in the present sample of university freshmen were lower than those reported in other recent surveys (eg, 10.4% for PIU in Anhui, China [40]; 9.3% for high somatic symptom severity and 4.2% for clinically significant depression in general community populations reported by Kocalevent et al [31] and Yu et al [33], respectively; and 4.0% for serious mental illness in the whole undergraduate population at the same university [37]). The reasons for these differences may be complex but may be at least partly explained as follows. On the one hand, Asian people are less willing to express their mental health problems than their Western counterparts, and it has been reported that Chinese people tend to provide lower scores on mental health screening questionnaires than other races/ethnicities [36]. On the other hand, it has been reported that healthy people, physically or psychologically, might achieve more success at school, and they are expected to be more likely to enter national comprehensive universities [36]. The choice of a Sichuan University sample is likely relevant, as the present student sample may have collectively invested more time in preparation for the National College Entrance Examination, resulting in their high scores and matriculating into a leading-level Chinese university, which might be an indication that they had less casual internet time. However, the lifetime prevalence rates for
suicidality were not consistently lower than those of previous surveys. For example, the rate of suicidal ideation (36.3%) was similar to that found in a Polish adolescent group (31%) but was much higher than that reported for US adolescents (12.1%). The rate of suicidal plans (5.1%) was slightly higher than those in US adolescents (4.0%) and in a Korean adult population (3.3%). The rate of suicidal attempts (1.0%) was also slightly higher than that in a US adult population (0.8%), although it was much lower than that in US adolescents (4.1%) [41-43].

On a technical note, the reasons for the lower rate of suicidal attempts might partly be attributed to a translation problem relevant to cultural differences between Chinese and English-speaking people; although this issue is noteworthy, it has not been studied in previous research. That is, “attempted to kill myself” has usually been translated into “尝试自杀” (ChangShi ZiSha) in Chinese, which means that the “killing” behavior had already been conducted although it had not resulted in death; in contrast, the phrase in English may mean that the behavior of “killing” had not actually occurred.

Most previous studies have documented that either men are more vulnerable to internet addiction than women or that internet addiction is not gender-specific [36,37]. This is inconsistent with the present study, which found that the rates of moderate or severe internet addiction in women (7.2%) were higher than those in men (5.9%). This may be partially due to the increasing availability of more online games with gender equity or a female orientation (such as The Honor of Kings, Onmyoji) in recent years. A recent survey in the United Kingdom also reported that girls were more likely to be bothered by the content on the internet, which may be attributed to the fact that girls are more concerned about this problem than their male counterparts [44].

As the results have been inconsistent, it is too early to make conclusions regarding gender differences related to internet addiction. This study showed that the prevalence of internet addiction among freshmen increased in later years. This might be partly due to the increasing availability and convenience of the internet with the popularity of mobile phones and other mobile internet devices, and might indicate that increasing exposure to the internet environment may lead to a high risk of internet addiction.

Limitations
The present study has several limitations. As a cross-sectional survey, it does not help to inform us of a possible causal relationship between internet addiction and comorbidity with other mental health outcomes. The use of self-report scales, as in most previous studies, is another obstacle to the generation of a clinical diagnosis. It is possible that comparative data for this student population on several annual diagnoses of mental disorders may be useful for supporting our use of survey self-report data in contrast to standard clinical diagnoses, but there are two issues arising in the current context. On the one hand, the number of annual diagnoses of mental disorders at the university clinic is not available for research analysis due to institutional data access policies related to personal information and protection of privacy for individual students. On the other hand, we expect that such data (if available) would be only partially helpful in view of an expected limitation of correspondence of the data of this study and the university clinic data. Disparities between prevalence rates based on mental health clinic presentation–based estimates and community survey–based estimates are expected. Epidemiological studies have clearly documented that health care–seeking rates of individuals with mental disorders in general communities is low, especially in low and middle income countries such as China, which provides partial support for our current survey approach rather than a medical records–based analysis. It has been argued that cultural issues leading to increased stigmatization and alternate support–seeking behavior may underly this pattern of reporting [45,46].

This study investigated internet addiction but we were not able to identify IGD (which is the focus of the most recent revisions of international disease classification and diagnostic instruments) nor did we identify the proportion of the student sample using the internet predominantly to access online games as opposed to other content such as social media and information. Further information on the proportion of different internet activities that participants engaged in will be necessary to achieve any detailed understanding of the relationship of internet use with addiction and other psychopathologies that are a significant concern for the healthy development of our youth in the information age. To gain insight into the etiology and possible therapeutic interventions for internet addiction and IGD, further research must include data on the proportional access of participants to online gaming, social media, and social messaging as well as access to other risk-related content such as pornography.

We investigated a broader group of mental health outcomes as possibly being associated with internet addiction than previous studies, but did not include all mental health factors. Our participants were first-year students at a single university, although they were from all of the provincial administrative regions of China. The gross enrollment rate in higher education in China from 2015 to 2018 ranged from 40% to 48.1% [47]. Healthy people, physically or psychologically, with better socioeconomic status typically have higher school achievements, and are more likely to enter national comprehensive universities [48,49]. Given this demographic profile of our sample, we must acknowledge that our findings may not apply generally to the overall Chinese population for this age range. Although the sample size of this study is very large, the small proportion of participants with severe internet addiction (n=63) hindered further analyses to control for the confounding effects of more detailed covariates such as home provinces (n>30) of participants. Future research with larger representative sample sizes and those adopting a longitudinal design approach will be advantageous. The inclusion of a structured clinical diagnostic interview for detailed internet addiction patterns and mental disorders, along with measurement of other relevant markers (such as genetic, neuroimaging, and treatment response) will further shed light on how to treat internet addiction from a perspective of effectively improving human health in the era of “Internet Plus” and artificial intelligence.

Conclusions
The present study showed that internet addiction is strongly associated with a broad group of mental health problems (among
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which clinically significant depression was the most strongly associated), which strongly supports the illness validity of moderate and severe, but not mild, internet addiction. This study is also meaningful for health policy makers and service suppliers to manage the so-called internet addiction or other mental health outcomes relevant to internet usage, especially from the perspective of resolving the overall human health burden in the current era of “Internet Plus” and artificial intelligence.
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Abstract

Background: Individuals who gamble online may be at risk of gambling excessively, but internet gambling also provides a unique opportunity to monitor gambling behavior in real environments which may allow intervention for those who encounter difficulties.

Objective: The objective of this study was to model the early gambling trajectories of individuals who play online lottery.

Methods: Anonymized gambling-related records of the initial 6 months of 1152 clients of the French national lottery who created their internet gambling accounts between September 2015 and February 2016 were analyzed using a two-step approach that combined growth mixture modeling and latent class analysis. The analysis was based upon behavior indicators of gambling activity (money wagered and number of gambling days) and indicators of gambling problems (breadth of involvement and chasing). Profiles were described based upon the probabilities of following the trajectories that were identified for the four indicators, and upon several covariates (age, gender, deposits, type of play, net losses, voluntary self-exclusion, and Playscan classification—a responsible gambling tool that provides each player with a risk assessment: green for low risk, orange for medium risk and red for high risk). Net losses, voluntary self-exclusion, and Playscan classification were used as external verification of problem gambling.

Results: We identified 5 distinct profiles of online lottery gambling. Classes 1 (56.8%), 2 (14.8%) and 3 (13.9%) were characterized by low to medium gambling activity and low values for markers of problem gambling. They displayed low net losses, did not use the voluntary self-exclusion measure, and were classified predominantly with green Playscan tags (range 90%-98%). Class 4 (9.7%) was characterized by medium to high gambling activity, played a higher breadth of game types (range 1-6), and had zero to few chasing episodes. They had high net losses but were classified with green (66%) or orange (25%) Playscan tags and did not use the voluntary self-exclusion measure. Class 5 (4.8%) was characterized by medium to very high gambling activity, played a higher breadth of game types (range 1-17), and had a high number of chasing episodes (range 0-5). They experienced the highest net losses, the highest proportion of orange (32%) and red (39%) tags within the Playscan classification system and represented the only class in which voluntary self-exclusion was present.

Conclusions: Classes 1, 2, 3 may be considered to represent recreational gambling. Class 4 had higher gambling activity and higher breadth of involvement and may be representative of players at risk for future gambling problems. Class 5 stood out in terms of much higher gambling activity and breadth of involvement, and the presence of chasing behavior. Individuals in classes 4 and 5 may benefit from early preventive measures.

(J Med Internet Res 2020;22(8):e17675) doi:10.2196/17675
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**Introduction**

The prevalence of past-year gambling problems varies from 0.1% to 5.8% worldwide [1]. In France, it was estimated at 2.7% of the general population between 15 and 75 years old [2]. This prevalence reached 22.4% among the population of individuals who gambled online in 2017 [3], compared to 17.0% in 2012 [4]. Internet gambling has intrinsic features that may facilitate excessive gambling, such as high accessibility, anonymity, high frequency of gambling outcomes, and digital payment modes [5-7]. Individuals who gamble online have a higher risk and a higher severity of gambling problems [8-12].

Online gambling also provides a unique opportunity to monitor gambling behavior in real environments [13]. The larger part of gambling research has been performed using questionnaire-reported subjective data, but self-reported data has been widely criticized (even beyond the framework of gambling) because it lacks both accuracy and validity and is prone to numerous biases [14-17]. It has been emphasized that too little research has been conducted in a real gambling environment with individuals who gamble [18,19]. Thus, a stream of gambling-related research has been undertaken using of gambling tracking data (naturalistic data) [20]. Large research programs [21-36] have been initiated including research [36] that focuses on rarely studied online lottery gambling tracking data (lottery draws, daily lotteries, and scratch cards). Indeed, such gambling is traditionally considered the least associated with gambling problems, but is the most prevalent form of gambling, leading to an overall sum of low-level harms that could be as important as the harm associated with more problematic but less prevalent forms of gambling [37].

Gambling tracking data allow researchers to easily access activity such as money wagered, number of gambling days, deposits, wins, and losses. Such indicators are informative, but do not, on their own, identify the potential for future gambling problems (since individuals who engage heavily in gambling are not necessarily those who develop gambling problems). Consequently, the combination of activity-based indicators with indicators that are related to core features of addiction may better capture individuals at risk for gambling problems. One potential indicator of addiction is chasing behavior which is defined as the continuation or intensification of gambling after a sequence of losses with the objective to recover previous losses [38]. This behavior is almost omnipresent in individuals with gambling problems and has been identified as the most significant step in the development of pathological gambling [38-40]. It is considered a key indicator of problem gambling behavior, especially in research that uses gambling tracking data [20,41]. The identification of chasing episodes may be performed in either a between- (over a long timescale spanning multiple sessions) or within-session (bet-by-bet behavior) dimension [38]; however, the latter appears to be better at capturing chasing behavior [20]. Researchers often use the modification of betting behavior depending on previous betting outcomes as a proxy to identify chasing episodes, as it is a behavior that is not directly observable [20]. In recent work [36,42], we proposed to approximate within-session chasing behavior by focusing on recurrent deposits within a short period of time or deposits that occurred immediately after a bet. When a deposit is made in these conditions, it likely means that the person has recently lost money; the deposit indicates the unplanned continuation of gambling in an attempt to recover losses. Another potential indicator of problem gambling is the breadth of involvement, which is generally defined as the number of different games played by an individual [30] and is considered a form of variability in gambling [20]. It has been found to be higher for those who gamble online compared to those who gamble offline [12,30,43] and could be a mediator in the relationship between online gambling and gambling problems [44].

Rather than using cross-sectional data, a longitudinal approach may be more relevant to identify individuals at risk for gambling problems. Gambling activity (frequency and intensity) and gambling variability (daily variability and trajectory, ie, the increasing or decreasing pattern of wagers) have been used to monitor gambling patterns in live-action sports betting by individuals during the first month after their gambling account is created and to determine the association of patterns with the development of later gambling problems [23]. The results indicated that individuals with high-activity and high-variability gambling were more likely to close their account due to gambling-related problems. Moreover, in previous work [36], we found that risky monthly behaviors were associated with larger deviations from the usual gambling activity in online lotteries. Finally, in a recent review, trajectory information has been reported as a possible method with good predictive performance in identifying problem gambling behavior through online gambling tracking data analysis [20].

In this study, the early gambling trajectories of online lottery gambling during the first month after the creation of an account is modeled. The objective was to identify distinct profiles of individuals who gamble online which can be distinguished by their early trajectories and to characterize their patterns in relation to their potential for gambling problems. This work is part of the first stage of EDEIN (Etude de Dépistage des comportements Excessifs de jeu sur Internet; Screening for Excessive Gambling Behaviors on the Internet) [42] (ClinicalTrials.gov NCT02415296; http://clinicaltrials.gov/ct2/show/NCT02415296).

**Methods**

**Participants**

An anonymized data set was used; this data set had also been used in a previous analysis [36]. The data were comprised of gambling-related records from a random sample of 10,000 clients of the French national lottery and included the age, gender, and Playscan classification—a responsible gambling tool that provides a low, medium, or high risk assessment—of each client. This operator is the only one in France that is...
permitted to offer online lotteries and scratch games, and thus, represents 100% of the market for online lotteries and scratch games in France [36]. The Playscan classification is a risk assessment based on an individual’s 5 previous weeks of gambling activity: green corresponds to a low risk of problem gambling, orange corresponds to a medium risk, and red corresponds to a high risk [45]. It uses a combination of quantitative (wagers, deposits, gambling session duration, etc) and qualitative (gambling in risky periods, etc) gambling behavior data to estimate risk of problem gambling. The initial dataset (n=10,000) included individuals who gambled at least once between September 2015 and August 2016. In this study, we were interested in early behaviors only; therefore, we restricted inclusion to individuals who created their account between September 2015 and February 2016 (n=1152). As a consequence, it was possible to observe gambling activity during the six months following account creation. We chose a period of six months in order to observe early gambling behaviors without focusing solely on the first few weeks, which are not necessarily representative of future gambling activity.

**Data Reduction**

To observe changes in early gambling trajectories, each variable was computed based on a 15-day unit of time, starting with \( t=t_0 \) on the day of account creation, resulting in 12 equidistant time points \( t_0, t_1, t_2, \ldots, t_{11} \) over the 6-month period for each newly registered individual.

To conduct the trajectory analysis, 4 measures were selected from the original data set and calculated for each 15-day unit of time: amount wagered (the sum of all the bets made), number of gambling days (the total number of days with at least one gambling session), the number of chasing episodes (the number of times that money was deposited into the gambling account was used as a proxy of chasing behavior and applicable only if criteria were met—deposits either 3 or more times within a 12-hour period or less than 1 hour after a bet) [36,42], and involvement (the number of different games played). The amount wagered and number of gambling days were used as indicators of gambling activity, while the number of chasing episodes and involvement were used as indicators of at-risk gambling behaviors.

In addition, we used the following covariates to characterize the profiles that were identified: gender, age, cumulative deposits over the 6-month period, largest single-day deposit during the 6-month period, percentage of bets on instant lotteries (scratch cards and instant draws) over the 6-month period, cumulative net loss over the 6-month period (calculated by subtracting winnings and promotional e-credits from wagers), voluntary self-exclusion during the 6-month period (a categorical variable defined as either yes, if there was at least one episode of self-exclusion, or no, if there were zero episodes of self-exclusion during the 6-month period), and the individual’s highest Playscan classification during the 6-month period. Net loss, voluntary self-exclusion, and Playscan classification were chosen to serve as external verification of problem gambling [20]. All amounts were recorded in euros and have been converted to US dollars (a currency exchange rate of €1=US $1.084 was applicable at the time of publication).

**Statistical Analysis**

We used a two-step approach to establish typologies that group individuals who evolve differently over time (individuals with similar trajectories identified for the 4 indicators) using data from the initial six months of their online gambling subscription.

The first step of the analysis consisted of identifying trajectories for each of the 4 gambling indicators. To model the evolution of each indicator (measured at 12 discrete time points for each individual, in a highly heterogeneous population [46]), we used growth mixture models [47,48]. Models were selected based on statistical criteria and upon interpretation of the classes. For each indicator, we tested multiple models to determine the best number of trajectories (from 1 to 8). For each number of trajectories, we computed several models, starting with the most complex (linear, quadratic, and cubic time-dependent terms, an intercept term, and random effects on both intercept and slopes), which was then simplified, if necessary, based on statistical criteria (convergence and stability of the model, Bayesian information criterion, significance of the parameters). For each model, we randomly generated 400 sets of initial values, for which 10 iterations of the expectation-maximization algorithm were performed. For the 50 best solutions, the entire expectation-maximization algorithm was performed. A model was considered to be stable if the best log-likelihood was replicated (ie, if at least two solutions had the same final best log-likelihood). The selected trajectory models were compared with one another to determine the best model for each indicator. The outcomes of the growth mixture models were membership probabilities (the probability that an individual belonged to each modeled trajectory).

The second step was to perform classification by grouping individuals with similar indicator trajectories. A latent class analysis was performed using the trajectory membership probabilities as the observed variable. This strategy allowed us to define latent classes with distinct characteristics of gambling activity and at-risk behavior. Model selection was based on a trade-off between the Bayesian information criterion, the classification error rate (which reflects the precision of the classification), the interpretability of the classes, and the replicability of the model. The classes were described by the trajectory membership probabilities of each indicator and by the covariates.

Such a two-step analysis strategy has been previously used in studies [49,50] in various health areas, including behavioral addictions. Growth mixture models were estimated using Mplus software (version 8.1; Muthen and Muthen [51]. Latent class analysis was conducted using Latent Gold software (Statistical Innovations Inc) [52].

**Ethics**

This study was approved by the research ethics committee (Groupe Nantais d’Ethique dans le Domaine de la Santé) on March 25, 2015. Because of the retrospective and noninterventional design of this study, consent of the individuals whose data were used was deemed unnecessary.
Results

Characteristics

The characteristics of the sample, which was composed of 1152 individuals who had newly registered for an online gambling account, are described in Table 1. The sample was mainly composed of men (male: 740/1152, 64.2%; female: 412/1152, 35.8%) and the sample had a mean of 39.83 (SD 12.65) years of age. Table 1 shows that the indicators of gambling activity varied highly both between individuals (between-subject SD) and over the 6-month period for a given individual (within-subject SD).

Table 1. Demographic and gambling characteristics of individuals who had newly registered for an online gambling account (over a period of 6 months).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Individuals (N=1152)</th>
<th>Mean(º)</th>
<th>SD</th>
<th>SD, between-subject(º)</th>
<th>SD, within-subject(º)</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>—</td>
<td>39.83</td>
<td>12.65</td>
<td>N/A(º)</td>
<td>N/A(º)</td>
<td>19</td>
<td>81</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>740 (64.2)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Female</td>
<td>412 (35.8)</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Gambling activity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Money wagered, €(º)</td>
<td>—</td>
<td>16.98</td>
<td>68.83</td>
<td>52.82</td>
<td>44.15</td>
<td>0.00</td>
<td>1918.00</td>
</tr>
<tr>
<td>Gambling days, n</td>
<td>—</td>
<td>1.27</td>
<td>2</td>
<td>1.48</td>
<td>1.36</td>
<td>0</td>
<td>15</td>
</tr>
<tr>
<td>Chasing, n</td>
<td>—</td>
<td>0.10</td>
<td>0.85</td>
<td>0.55</td>
<td>0.65</td>
<td>0</td>
<td>26</td>
</tr>
<tr>
<td>Involvement, n</td>
<td>—</td>
<td>1.15</td>
<td>2.23</td>
<td>1.5</td>
<td>1.66</td>
<td>0</td>
<td>31</td>
</tr>
<tr>
<td>Deposits, €</td>
<td>—</td>
<td>10.46</td>
<td>35.29</td>
<td>25.98</td>
<td>23.89</td>
<td>0.00</td>
<td>835.00</td>
</tr>
<tr>
<td>Largest single-day deposit, €</td>
<td>—</td>
<td>7.32</td>
<td>17.69</td>
<td>10.44</td>
<td>14.29</td>
<td>0.00</td>
<td>500.00</td>
</tr>
<tr>
<td>Losses, €</td>
<td>—</td>
<td>4.43</td>
<td>417.85</td>
<td>120.8</td>
<td>400</td>
<td>-48748.40</td>
<td>712.40</td>
</tr>
<tr>
<td>Instant lotteries, %</td>
<td>—</td>
<td>11</td>
<td>28</td>
<td>19</td>
<td>21</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>Voluntary self-exclusion</td>
<td>—</td>
<td>6 (0.5)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Playscan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Green</td>
<td>1032 (89.6)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Orange</td>
<td>83 (7.2)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Red</td>
<td>36 (3.1)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(º\)For quantitative variables, data were averaged at a monthly level over the 6-month period. This was intended to be more representative and meaningful than the 15-day unit of time used for trajectory analyses.

\(º\)between SD: represents the fluctuations of monthly gambling activity between the individuals (between-subject standard deviation).

\(º\)within SD: represents the fluctuations of monthly gambling activity within the 6-month period for a given individual (within-subject standard deviation).

\(º\)N/A: not applicable.

At the time of publication, a currency exchange rate of €1=US $1.084 was applicable.

Growth Mixture Models

Seven trajectories were obtained for amount wagered and are shown in Figure 1. Trajectories 1 (13.0%), 3 (12.3%), and 6 (14.6%) exhibited a downward trend, initially showing a medium (trajectory 6) to high (trajectories 1 and 3) amount of money during initial weeks which gradually diminished to near zero amounts at the end of the 6-month period. Trajectories 2 (7.1%), 4 (26.4%), 5 (23.4%), and 7 (3.2%) were stable over the 6-month period. Trajectory 5 was characterized by low wagers—under €2 (US $2.17) per two weeks, trajectory 4 by medium wagers—€4-€12 (US $4.34-$13.01) per two weeks, trajectory 2 by high wagers—approximately €18 (US $19.51) per two weeks, and trajectory 7 by very high wagers—mainly €60-€100 (US $65.04-$108.40) per two weeks. Three trajectories were obtained for the number of gambling days (Figure 2). Trajectory 1 (9.8%) was an inverted parabolic, increasing from 2.38 to 4.58 gambling days per two weeks, reaching a maximum at 120 days, and decreasing to reach 3.29 days at the end of the 6-month period. Trajectory 2 (9.8%) decreased rapidly from an initially high number of gambling days (6.8) which rapidly decreased to 0.98 days. Trajectory 3 represented the majority of individuals (83.4%) and had a relatively stable and low trajectory, with the number of gambling days fluctuating between 0.42 and 1.67.
Figure 1. Trajectories obtained from growth mixture models for amount wagered. The ordinate axis represents the log-transformation of amount wagered. A value of 1 corresponds to €2, 2 to €6, 3 to €19, 4 to €54, and 5 to €147.

Figure 2. Trajectories obtained from growth mixture models for number of gambling days.

Four trajectories were obtained for the involvement indicator (Figure 3). Trajectory 1 represented a very low proportion of individuals (1.3%), initially showing a very high diversity of games played (16.38 per two weeks) that rapidly decreased, and then stabilized to reach between 1.29-1.84 games after 120 days. Trajectory 2 represented the majority of individuals (89.9%) and was stable and low with approximately 1 (range 0.43-1.49) game played throughout the 6-month period. Trajectory 3 (5.8%) was also relatively stable, but with a higher number of games played, varying between 1.91 and 5.21. Finally, trajectory 4 (3.0%) exhibited a reverse parabolic shape, decreasing from 5.52 to 2.61 games played during the first 60 days, followed by a more pronounced rise after 90 days to reach 6.37 games at the end of the 6-month period.

Figure 3. Trajectories obtained from growth mixture models for involvement.
Three trajectories were identified for chasing (Figure 4). Trajectories 1 and 2 were similar and represented the majority of individuals (trajectory 1: 33.9%; trajectory 2: 64.2%). They were characterized by the absence (trajectory 2: 0 episodes) or a very low number (trajectory 1: 0.06-0.31 episodes) of chasing episodes during the 6-month period. Trajectory 3 (1.9%) was an inverse parabolic and had a very high initial number (5.05 episodes per two weeks) which decreased to 2.39 episodes at 90 days and increased to 3.49 episodes at the end of the 6-month period.

Figure 4. Trajectories obtained from growth mixture models for chasing.

Latent Class Analysis
Fit indices of the models (1 to 8 classes) are given in Table 2. Bayesian information criteria decreased from the 1-class to the 8-class solution; however, the 7- and 8-class models were not stable. Because the 6-class solution did not yield a significant change in interpretation compared to that of the 5-class solution, the simplest model (ie, the 5-class model) was chosen.

Table 2. Fit indices of the 1- to 8-class models used to select the final model. A 5-class solution was selected.

<table>
<thead>
<tr>
<th>Model type</th>
<th>Log-likelihood</th>
<th>Bayesian information criterion</th>
<th>Number of parameters</th>
<th>Classification errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-Class</td>
<td>-955</td>
<td>2150</td>
<td>34</td>
<td>0</td>
</tr>
<tr>
<td>2-Class</td>
<td>30077</td>
<td>-59667</td>
<td>69</td>
<td>0.0004</td>
</tr>
<tr>
<td>3-Class</td>
<td>38004</td>
<td>-75274</td>
<td>104</td>
<td>0.0006</td>
</tr>
<tr>
<td>4-Class</td>
<td>39901</td>
<td>-78823</td>
<td>139</td>
<td>0.0011</td>
</tr>
<tr>
<td>5-Class</td>
<td>43508</td>
<td>-85790</td>
<td>174</td>
<td>0.0016</td>
</tr>
<tr>
<td>6-Class</td>
<td>45205</td>
<td>-88937</td>
<td>209</td>
<td>0.0018</td>
</tr>
<tr>
<td>7-Classa</td>
<td>47402</td>
<td>-93085</td>
<td>244</td>
<td>0.0033</td>
</tr>
<tr>
<td>8-Classa</td>
<td>47837</td>
<td>-93707</td>
<td>279</td>
<td>0.0026</td>
</tr>
</tbody>
</table>

*aFinal log-likelihood not replicated.

Table 3 shows the distribution of the trajectories obtained for the gambling indicators and covariates for each class.

Class 1 (56.8%) was characterized by low gambling activity and low values for indicators of addiction; most individuals had the lowest trajectory of involvement and either a trajectory with no (p=.89) or few (p=.11) chasing episodes. Demographics of this class were similar to those of the overall sample (male: 64.8%; female: 35.2%; mean age: 39.06 years). Individuals from this class predominantly played deferred lotteries (79% of lotteries). They had low cumulative losses (€37.22) and deposits (€48.15) over the 6-month period. Almost all individuals (97.9%) were within the green Playscan classification.

Class 2 (14.8%) was characterized by medium to high and stable level of money wagered. For the number of gambling days, individuals in class 2 had either a low and stable trajectory (p=.61) or a medium and parabolic trajectory (p=.34). Moreover, they had similar indicators of addiction as those in class 1, but with a higher probability (proportion) for the trajectory that represented few chasing episodes (p=.59 compared to p=.11). The mean age of 43.41 years was higher than that of the overall sample and the proportion of women was lower than that in the overall sample (26.5%). These individuals were the only ones who had negative losses (ie, won €161.13), despite higher cumulative deposits (€154.97) than class 1. They predominantly played deferred lotteries (88% of lotteries) and were mainly (90.0%) within the green Playscan classification.
Table 3. Distribution of the trajectories for the gambling indicators and description of covariates among the 5 classes.

<table>
<thead>
<tr>
<th>Model outcomes</th>
<th>Class 1</th>
<th>Class 2</th>
<th>Class 3</th>
<th>Class 4</th>
<th>Class 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Probabilistic class size, in %</td>
<td>56.8</td>
<td>14.8</td>
<td>13.9</td>
<td>9.7</td>
<td>4.8</td>
</tr>
<tr>
<td><strong>Probabilities, p</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Amount wagered</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trajectory 1</td>
<td>.17&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>.24&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>.002</td>
</tr>
<tr>
<td>Trajectory 2</td>
<td>&lt;.001</td>
<td>.37&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>.001</td>
<td>.33&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 3</td>
<td>.06</td>
<td>.02</td>
<td>.35&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.28&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.24&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 4</td>
<td>.20&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.57&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.08</td>
<td>.52&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.13&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 5</td>
<td>.33&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.03</td>
<td>.28&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.02</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trajectory 6</td>
<td>.24&lt;sup&gt;a&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>.05</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Trajectory 7</td>
<td>&lt;.001</td>
<td>.003</td>
<td>&lt;.001</td>
<td>.18&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.30&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Gambling days</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trajectory 1</td>
<td>.003</td>
<td>.34&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.004</td>
<td>.23&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.47&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 2</td>
<td>.001</td>
<td>.05</td>
<td>.16&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.25&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.31&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 3</td>
<td>.997&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.61&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.84&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.52&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.22&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Chasing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trajectory 1</td>
<td>.11&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.59&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.71&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.67&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.48&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 2</td>
<td>.89&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.41&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.29&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.33&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.13&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 3</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.39&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Involvement</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trajectory 1</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>.27&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 2</td>
<td>.999&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.998&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.994&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.39&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.15&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 3</td>
<td>.001</td>
<td>.002</td>
<td>.005</td>
<td>.41&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.35&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Trajectory 4</td>
<td>&lt;.001</td>
<td>.001</td>
<td>.001</td>
<td>.19&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.23&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td><strong>Covariates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age&lt;sup&gt;b&lt;/sup&gt;, years</td>
<td>39.06</td>
<td>43.41</td>
<td>38.21</td>
<td>4.33</td>
<td>41.68</td>
</tr>
<tr>
<td><strong>Gender, %&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>64.8</td>
<td>73.5</td>
<td>62.1</td>
<td>54.9</td>
<td>52.0</td>
</tr>
<tr>
<td>Female</td>
<td>35.2</td>
<td>26.5</td>
<td>37.9</td>
<td>45.1</td>
<td>48.0</td>
</tr>
<tr>
<td>Voluntary self-exclusion, %&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>10.8</td>
</tr>
<tr>
<td>Cumulative losses&lt;sup&gt;d&lt;/sup&gt;, €&lt;sup&gt;e&lt;/sup&gt;</td>
<td>37.22</td>
<td>−161.13</td>
<td>80.85</td>
<td>189.65</td>
<td>541.64</td>
</tr>
<tr>
<td>Cumulative deposits&lt;sup&gt;d&lt;/sup&gt;, €&lt;sup&gt;e&lt;/sup&gt;</td>
<td>48.15</td>
<td>154.97</td>
<td>102.91</td>
<td>232.99</td>
<td>797.05</td>
</tr>
<tr>
<td>Largest single day deposit, €&lt;sup&gt;e&lt;/sup&gt;</td>
<td>23.27</td>
<td>31.02</td>
<td>31.19</td>
<td>39.16</td>
<td>74.91</td>
</tr>
<tr>
<td>Instant lotteries, %&lt;sup&gt;c&lt;/sup&gt;</td>
<td>21</td>
<td>12</td>
<td>39</td>
<td>65</td>
<td>78</td>
</tr>
<tr>
<td><strong>Playscan, %&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>0.5</td>
<td>0</td>
<td>0.6</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Green</td>
<td>97.9</td>
<td>90.0</td>
<td>9.6</td>
<td>66.4</td>
<td>28.7</td>
</tr>
<tr>
<td>Orange</td>
<td>1.5</td>
<td>8.8</td>
<td>18.1</td>
<td>24.6</td>
<td>31.8</td>
</tr>
</tbody>
</table>
Class 3 (13.9%) was characterized by generally decreasing trends in gambling activity (amount wagered and the number of gambling days). Moreover, these individuals had similar indicators of addiction to those in class 2, but with a higher probability (proportion) for the trajectory that represented few chasing episodes \( p=.71 \) compared to \( p=.59 \). Demographics of this class were similar to those of the overall sample (male: 62.1%; female: 37.9%; mean age: 38.21 years). These individuals displayed moderate cumulative losses (€80.85) and deposits (€107.91) over the 6-month period. They predominantly played deferred lotteries (61% of lotteries), but to a lesser extent than those in classes 1 and 2, and were mainly (90.6%) within the green Playscan classification.

Class 4 (9.7%) was characterized by medium to very high wagers, with the moderate and stable trajectory most represented \( p=.52 \). For number of gambling days, individuals were distributed across the three trajectories with predominance in the low stable trajectory \( p=.52 \). In contrast to classes 1, 2, and 3, this class was characterized by a combination of three trajectories for involvement with the majority in low and medium stable trajectories \( p=.39 \) and \( p=.41 \), respectively. Moreover, individuals from class 4 had a similar pattern of chasing episodes as those from class 3. As a consequence, the pattern of class 4 was characterized by a diversification of games played but not by an increase in chasing episodes which remained relatively rare. The mean age of 40.33 years was similar to that of the overall sample and the proportion of women was higher than that in the overall sample (48%). These individuals had very high cumulative losses (€541.64) and deposits (€797.05) over the 6-month period which were approximately 15 times more than the individuals in class 1 experienced and 3 times more than the individuals in class 4 experienced. They were also characterized by very high largest single-day deposits (€74.91) compared to those of the other classes. They predominantly played instant lotteries (78% of lotteries) and were mainly within orange (31.8%) and red (39.5%) Playscan classifications. Finally, this was the only class for which voluntary self-exclusions were present (10.8%).

### Discussion

#### Principal Findings

The aim of this study was to investigate the early gambling trajectories of individuals over the initial 6 months of their subscription to the French online lottery website. We identified 5 distinct profiles of online lottery gambling, and we characterized each pattern in relation to indicators of gambling activity and gambling addiction.

The first three classes represented the majority of individuals (85.5%) and were characterized by low to medium gambling activity and low levels of problem gambling indicators. According to our assumptions, such individuals do not seem to encounter difficulty with their gambling practices and their gambling may be considered recreational. This was supported by findings of low losses (and sometimes wins), no voluntary self-exclusion, and low-risk Playscan classification (green tags).

In parallel, we identified 2 profiles that should be considered for early intervention or harm minimization. Class 4 represented approximately 10% of the sample and was characterized by medium to high gambling activity, a diversification of games played, and zero to few chasing episodes. The higher breadth of involvement may reflect more variable gambling activity and has previously been associated with account closure and classification of the individual as high risk by responsible gambling indicators [20]. Engagement in multiple online gambling activities has been identified as a potential predictor of high-risk gambling or the emergence of gambling problems [5]. Consequently, we can suggest that individuals in Class 4 may be at risk for future gambling problems but may not yet be gambling excessively. This assumption is supported by the fact that these individuals displayed high losses but were predominantly considered low and medium risk (green and orange, respectively) and did not use the voluntary self-exclusion measure. They played predominantly instant lotteries (65%), which have been found to be more associated with gambling.
problems than deferred lotteries are, due to high event frequency [7,36,53].

Class 5 was the smallest (4.8%) and was characterized by medium to very high gambling activity, a higher diversification of games played, and a high number of chasing episodes. Higher breadth of involvement and chasing behavior have been consistently associated with problem gambling [20]. Chasing, in particular, is considered a key indicator of problem gambling [20,41] and has been found to be the best discriminator between social and problem gambling among women [54]. Because class 5 was the only class with nonzero chasing trajectories, there is strong reason to believe that such gambling may be problematic. This is supported by the fact that these individuals experienced higher net losses and had the highest proportion among their class (71.3%) who were considered medium and high risk (orange and red tags). Moreover, they played forms of lottery that are more associated with gambling problems (ie, instant lotteries). More importantly, this class was the only class in which voluntary self-exclusion was present in a proportion (10.8%) that was higher than that observed in general online gambling (1%) [55], but close to that found in at-risk individuals who gamble online (11%) [56]. Voluntary self-exclusion is a harm-minimization strategy for individuals who experience gambling problems. In the case of online gambling, it consists of voluntarily banning oneself from gambling websites for a predefined period [57]. Voluntary self-exclusion is considered a valid proxy indicator to externally verify which individuals have gambling problems [20], and thus, reinforced our deduction that individuals in class 5 may have gambling problems.

The whole sample was characterized by a higher proportion of women (35.8%) than that found in other studies using gambling tracking data from online gambling: 5.5% [29], 8% [23], and 10% [35]. Given that games of chance, such as lotteries, are more appealing to women than skill-based games are [58], this higher proportion was expected. This finding is also consistent with a French survey on the prevalence of online gambling [3] which found that 38.8% of the individuals involved in online lotteries were women; however, it was surprising that we found a higher proportion of women in the two classes exhibiting at-risk profiles. This was unexpected because it has generally been shown that men gamble more than women [1,59] and that at-risk individuals are predominantly men [60,61]. This unexpectedly higher proportion of women in at-risk classes was previously described in the same data set in a study that did not restrict inclusion to newly registered individuals [36]. It is worth noting that this tendency was maintained in early trajectories, making women a particularly vulnerable population for problem gambling when they initially open online accounts. As reported in Perrot et al [36], women with gambling problems may prefer to gamble online because they experience less stigma [6] and because they may be more socially anxious [62]. Moreover, boredom has been found to be both a motivating factor for gambling and a factor associated with continued problem gambling among women [58,63]. One can hypothesize that, beyond social anxiety and stigma, women with gambling problems may tend to choose online gambling to avoid boredom because it is accessible 24/7 and may represent a way to stay occupied to avoid negative emotional states.

Limitations and Strengths

This study has several limitations. First, because we were not able to directly measure gambling problems, we were constrained to use proxies (net losses, Playscan status, and voluntary self-exclusion); however, these proxies have previously been used for external verification of gambling problems in gambling studies that use tracking data [20]. Otherwise, gambling problems have generally been measured using self-report questionnaires, such as in LaPlante et al [30], but self-reporting has limited representativeness given its low percentage of respondents [20]. Second, we only investigated a sample of individuals who play online lotteries. It would be interesting to replicate this work in other types of online gambling and will be the subject of future investigations; the results herein constitute only one part of the EDEIN research program and future EDEIN studies will address this limitation. Third, the choice of indicators for the trajectory analysis is questionable since other indicators exist; however, these choices had the advantage of combining information on gambling activity and on the potential for gambling problems. Fourth, the data set included only gambling activity related to online lotteries within a limited period. As a consequence, it is possible that some individuals in this study were also engaged in other types of gambling that were not captured by this study (other online or offline gambling activities) or that some individuals previously had an account on the same website which would bias the notion of describing “early” trajectories.

Despite these limitations, we must emphasize the strengths of this study. First, the naturalistic nature of gambling tracking data has high value for gambling research [13]. Second, we used a valid and robust method to explore trajectories whose utility has previously been demonstrated [49,50]. Trajectories as indicators for problem gambling have previously been defined using the slope of a linear regression that modeled wager size according to the sequence of active betting days during the initial month [23]. Such an approach may strongly reduce the information available because only positive or negative linear trends during the first month are observed and the following months, more complex trajectories, and other indicators of gambling are neglected. In our study, we used growth mixture modeling to model trajectories, which allowed us to capture the complexity of the evolution of gambling practice over time. Moreover, we performed this trajectory analysis on 4 indicators rather than only on wagers, which gave us access to the monetary variations over time as well as variations in gambling frequency, breadth of involvement, and chasing. Finally, the 6-month period allowed access to more in-depth trajectory information. Indeed, as shown in Figures 1 to 4, the variations of gambling activity during the first month did not necessarily reflect activity during the subsequent months. Third, Deng et al [20] emphasized that data aggregation often cannot capture chasing behavior, which requires fine-grained data. In our study, a chasing proxy was computed (based on the temporality between deposits and bets on a within-session basis) before data were aggregated. Because the chasing indicator best contributed to the identification of the problematic class, this definition may be useful for identifying individuals who are potentially at risk for gambling problems.
Conclusion and Perspectives

We demonstrated the importance of using longitudinal trajectory models rather than cross-sectional analysis to identify groups of individuals who are potentially at risk for gambling problems. High breadth of involvement and high and sustained chasing, combined with the use of trajectory models, may be used early on to identify individuals who are at risk of experiencing gambling problems. More specifically, the probabilities of individuals belonging to the 5 classes identified can serve to implement personalized preventive actions. Indeed, the effectiveness of self-regulation strategies from responsible gambling programs, such as the setting of gambling limits for oneself or voluntary self-exclusion, may be limited by the fact that they completely rely on individuals changing their own behavior. As argued by Haefeli et al [64], it is of high importance to detect excessive gambling as early as possible before individuals reach the late stages of gambling problems and experience too much damage to be receptive to preventive interventions. The ability to rapidly identify individuals who are at risk for future gambling problems may allow the implementation of targeted, personalized minimal interventions. Such interventions could rely on valuing help-seeking, or on informing at-risk individuals about existing tools to prevent excessive gambling and possible gambling-related damage. This is the ultimate goal of the EDEIN project [42] of which this study was a first step.
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Abstract

Background: Twitter presents a valuable and relevant social media platform to study the prevalence of information and sentiment on vaping that may be useful for public health surveillance. Machine learning classifiers that identify vaping-relevant tweets and characterize sentiments in them can underpin a Twitter-based vaping surveillance system. Compared with traditional machine learning classifiers that are reliant on annotations that are expensive to obtain, deep learning classifiers offer the advantage of requiring fewer annotated tweets by leveraging the large numbers of readily available unannotated tweets.

Objective: This study aims to derive and evaluate traditional and deep learning classifiers that can identify tweets relevant to vaping, tweets of a commercial nature, and tweets with provape sentiments.

Methods: We continuously collected tweets that matched vaping-related keywords over 2 months from August 2018 to October 2018. From this data set of tweets, a set of 4000 tweets was selected, and each tweet was manually annotated for relevance (vape relevant or not), commercial nature (commercial or not), and sentiment (provape or not). Using the annotated data, we derived traditional classifiers that included logistic regression, random forest, linear support vector machine, and multinomial naive Bayes. In addition, using the annotated data set and a larger unannotated data set of tweets, we derived deep learning classifiers that included a convolutional neural network (CNN), long short-term memory (LSTM) network, LSTM-CNN network, and bidirectional LSTM (BiLSTM) network. The unannotated tweet data were used to derive word vectors that deep learning classifiers can leverage to improve performance.

Results: LSTM-CNN performed the best with the highest area under the receiver operating characteristic curve (AUC) of 0.96 (95% CI 0.93-0.98) for relevance, all deep learning classifiers including LSTM-CNN performed better than the traditional classifiers with an AUC of 0.99 (95% CI 0.98-0.99) for distinguishing commercial from noncommercial tweets, and BiLSTM performed the best with an AUC of 0.83 (95% CI 0.78-0.89) for provape sentiment. Overall, LSTM-CNN performed the best across all 3 classification tasks.

Conclusions: We derived and evaluated traditional machine learning and deep learning classifiers to identify vaping-related relevant, commercial, and provape tweets. Overall, deep learning classifiers such as LSTM-CNN had superior performance and had the added advantage of requiring no preprocessing. The performance of these classifiers supports the development of a vaping surveillance system.
Introduction

Background

Machine learning methods provide a valuable framework for systematic and automated processing and analysis of data on social media platforms such as Twitter for developing surveillance systems with application to public health. The continuous generation of an enormous amount of content by a vast number of users allows for efficient real-time monitoring of sources of information and user sentiment if it can be automated. Furthermore, such monitoring can lead to the discovery of emergent patterns of information flow and changes in sentiments that may occur in response to public health and policy interventions. In this study, we derived and evaluated traditional machine learning and deep learning classifiers that can be used to build a Twitter-based surveillance system to identify and monitor vaping-related content and sentiments.

Vaping and Public Health

Vaping is the inhalation of aerosols that often contain nicotine combined with flavorings where the aerosols are delivered through electronic delivery systems known as electronic cigarettes (e-cigarettes) or electronic vaporizers. Evidence suggests that vaping is safer than smoking tobacco and can help with successful smoking cessation [1]. However, emerging research indicates that vaping may cause cardiovascular and respiratory diseases and may pose health hazards from secondhand aerosol exposure [2]. More recently, vaping has been associated with e-cigarette or vaping product use–associated lung injury, which has caused hospitalization and even death [3,4]. There is a rising concern that vaping increases addiction among nonsmokers, especially adolescents [5], and many are unaware of the addictive potential until after they become nicotine dependent [6]. Thus, there is a strong need to measure and understand the risks, sentiments, and behavior related to vaping.

Surveillance Using Twitter

Twitter is a popular social media platform that is widely used by adolescents, young adults, and racial and ethnic minorities, all of whom are disproportionately affected by vaping [7-9]. Communication on Twitter is by short succinct messages, called tweets, which are limited to 280 characters. Twitter is an open platform that enables users to see information and messages from other public users without special permission. This results in high potential exposure to each tweet, which enables systematic assessment by investigators. Furthermore, tweets heavily use hashtags (eg, #vapelife) as searchable text, which allows users to click on a linked word or phrase and navigate to other mentions of it [10]. These factors make Twitter a relevant, valuable, and feasible social media platform to study.

Infoveillance is the application of surveillance methods to internet-related and other electronic content to inform public health and public policy. Traditional surveys around attitudes and beliefs are too slow to optimally capture rapid changes. Infoveillance methods that use web-based data streams have proven to be more effective for several areas of public health. Investigators have used Twitter data for the infoveillance of topics such as pharmacovigilance, vaccine information, and tracking health conditions [11-13]. For example, such data have been useful in characterizing outbreaks of food-related illness and influenza, factors surrounding prescription drug abuse [14], adverse drug events [15], sentiment toward the use of tobacco [16,17], and use of alcohol [18].

Objective

Our immediate objective was to derive and evaluate machine learning classifiers that can form the basis of a Twitter-based surveillance system that is focused on vaping-related tweets. Our ultimate goal is to use a surveillance system to assess key factors such as sentiment, marketing, procurement, health effects, and policy that will provide unique perspectives related to vaping. Furthermore, we plan to characterize changes over time in the volume of messaging related to vaping and other vaping-related characteristics of interest [19,20]. Leveraging Twitter as a complement to traditional surveillance will allow for real-time identification of changes that can be used by public health practitioners. For example, when positive sentiment toward vaping rises, practitioners may be able to determine reasons for this and respond accordingly. Similarly, when there is a notable spike in misinformation about vaping and health effects, they will be able to act immediately to correct this information. As a step toward the development of a Twitter-based vaping surveillance system, we derived machine learning classifiers to automatically identify tweets that are vaping-related, are noncommercial, and express pro-vape sentiments. Using a data set of manually annotated tweets and a larger data set of unannotated tweets, we derived and evaluated traditional machine learning and deep learning classifiers.

Related Work

Natural language processing, classification, and sentiment analysis of Twitter data are more taxing than other kinds of text because of the limited length of the tweets. As tweets are limited to 280 characters and the language used is informal, the messages are interspersed with abbreviations, slang, Twitter-specific terms such as usernames and hashtags, and URLs.

Several investigators have derived classifiers using Twitter data in the context of vaping. For example, Han and Kaufluru [21] implemented support vector machines, logistic regression, and convolutional neural networks to identify marketing and nonmarketing e-cigarette tweets. Mysliv et al [17] and Cole-Lewis et al [22] annotated tobacco-related tweets and derived several machine learning classifiers to predict sentiment. Huang et al [23] analyzed tweets using classifiers and found that tweets related to e-cigarettes were about 90% commercial
and about 10% mentioned smoking cessation. Resende and Culotta [24] derived a sentiment classifier for e-cigarette–related tweets that identified positive and negative tweets with 96% and 70% precision, respectively.

Compared with prior work, the main contributions of this paper are (1) exploration of a large range of classifiers, including deep learning classifiers; and (2) analysis of highly relevant features in classifiers using an algorithm that provides a unified approach to explain the output of any classifier.

Methods

Data Collection

Primary data were collected from the Twitter application programming interface using the open-source, real-time infoveillance of Twitter health messages (RITHM) software [19]. RITHM allows for the real-time collection of all publicly available tweets matching a specified set of keywords. We identified and collected all tweets that matched one or more keywords that are indicative of vaping-related tweets. The keywords that we used for data collection included vape, vapes, vaper, vapers, vaping, juul, juuls, and juuling. The vaping-related keywords are based on previous Twitter research [10], and, in particular, we included keywords to identify the highly popular JUUL e-cigarette [6].

Data Set for Annotation

We continuously collected all publicly available tweets that matched vaping-related keywords over 2 months from August 17, 2018, to October 19, 2018. This resulted in a data set of 1,892,722 tweets. From this data set, we removed retweets (rebroadcasted messages without original content), and from the remaining original 810,600 tweets, we randomly selected a subset of 4000 tweets for manual double coding and adjudication. The removal of retweets and the random selection ensured that the tweet content was lexically diverse and sufficiently representative of tweets related to vaping. This particular period was chosen as it also included salient health policy events related to vaping. In particular, the US Food and Drug Administration (FDA) sent warning letters to retailers and manufacturers (September 12, 2018) and seized documents from JUUL headquarters (October 05, 2018). In previous studies, data sets of 4000 to 7000 tweets have been adequate for the derivation of classifiers [17,25,26].

Unannotated Data Set for Deriving Word Vectors

Word vectors, also known as word embeddings, are derived from a large data set of text to capture semantic and syntactic similarity and context of each word as a vector of real numbers. Word vectors have become popular because they can improve the performance of deep learning classifiers and can reduce the volume of annotations that are needed. Word vectors have the advantage that they do not require annotations; instead, they leverage a large amount of unannotated data.

We continuously collected all publicly available tweets that matched vaping-related keywords over 7 months from January 01, 2018 to July 31, 2018. This resulted in a data set of 4,078,343 tweets, and from this data set, we removed retweets to obtain a set of 1,899,851 original tweets. We used this set to derive word vectors for deep learning. The period of data selected for word vectors represents 7 months of continuous data collection and provided a sufficiently large set of tweets for deriving word vectors and simultaneously ensuring that relevant context from the tweets, in terms of language and topical diversity, is captured in the word vectors. The period of data selected for word vectors was before the period of data selected for annotations, with no overlap, as a part of the annotated set was used for the evaluation of the classifiers.

Annotation

We developed a three-level hierarchical annotation schema, as shown in Figure 1. Descriptions of the labels used for annotation are provided in Table 1. The annotation procedure consisted of first annotating a tweet as vape relevant or not based on the content. A relevant tweet was further annotated as commercial or noncommercial, and a noncommercial tweet was further annotated for provape or not provape sentiments. A similar three-level hierarchical annotation schema has been used for annotating vaccination-related tweets. At the first level, a tweet is annotated as relevant or not; at the next level, only a relevant tweet is annotated as positive, negative, or neutral; and at the final level, only a negative tweet is annotated based on safety, efficacy, cost, etc [25,26]. A hierarchical annotation schema has the advantage that all tweets need not be annotated on all possible levels, thus allowing for a reduction in annotation effort. For example, nonrelevant tweets need not be annotated further, and relevant and commercial tweets need not be annotated further.

Trained annotators independently annotated 4000 tweets in batches of 100 to 200 and adjudicated annotation disagreements in the presence of a supervising investigator. Annotators considered tweet content that included both primary and secondary text (ie, quoted tweets within primary tweets). Furthermore, annotators had access to Twitter’s native platform, where they could review the context of potentially confusing content. Cohen κ coefficient was used to assess interrater agreement [27] before adjudication and at regular intervals throughout the process. Initial κ coefficients were relatively modest (eg, κ=0.54 for relevance), but improved as annotators gained familiarity with the data and the domain. The κ coefficients for the final round of annotation (n=100) were 0.71 for relevance, 0.89 for commercial, and 0.70 for provape. Fully adjudicated annotations and tweet content including metadata were used for machine learning.
Table 1. Descriptions of labels used for annotating vaping-related tweets.

<table>
<thead>
<tr>
<th>Labels</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevant</td>
<td>Is the tweet in English and related to the vaping topic at hand (eg, vape use or users, vaping devices, or products)?</td>
</tr>
<tr>
<td>Not relevant</td>
<td>Tweets categorized as not relevant were typically in non-English or had referenced vaping cannabis products specifically, such as:</td>
</tr>
<tr>
<td></td>
<td>• “Teens are smoking, vaping and eating cannabis”</td>
</tr>
<tr>
<td></td>
<td>• “What if I vape weed?”</td>
</tr>
<tr>
<td>Commercial</td>
<td>Is the tweet selling, marketing, or advertising vaping products?</td>
</tr>
<tr>
<td>Noncommercial</td>
<td>Includes tweets that demonstrate favorability toward a product but do not directly advocate for purchasing it.</td>
</tr>
<tr>
<td>Provape</td>
<td>Is vaping associated with positive emotions or contexts? Such as:</td>
</tr>
<tr>
<td></td>
<td>• The tweet author is currently using, has recently used, or intends to use a vape product.</td>
</tr>
<tr>
<td></td>
<td>• The tweet author indicates acceptance of others’ vaping or favorability toward others’ positive perspectives of vaping.</td>
</tr>
<tr>
<td></td>
<td>• The tweet author mentions vaping in association with other positive aspects of society or popular culture (eg, partying, sexuality, popularity, and attractiveness).</td>
</tr>
<tr>
<td>Not provape</td>
<td>Includes tweets that are antivape, neutral or fact based, or without subjective judgment about positive or acceptable aspects of vaping.</td>
</tr>
</tbody>
</table>

Machine Learning

In this section, we describe the steps in machine learning that consist of preprocessing, derivation of features, and training of classifiers.

Preprocessing and Vector Representation for Traditional Classifiers

Twitter data consist of tweet metadata and tweet content. Metadata includes information related to the user’s profile (such as location, number of followers, number of friends, and tweeting frequency), information related to a tweet’s status (such as the location of the tweet), media object contained in the tweet (such as audio, video, and image), and if the tweet was in reply to another tweet. As tweets are restricted to 280 characters, their content has, in addition to the standard text, abbreviations, usernames (that are annotated with the @), hashtags (topic tags annotated with the #), Unicode characters, URLs (typically shortened pseudorandom short URLs), and emojis (icons used to express an idea or emotion). Before preprocessing, we replaced usernames, hashtags, Unicode characters, and URLs with the textual placeholders _mention_, _hashtag_, _unicode_, and _url_, respectively. We also translated emojis into textual descriptions for better interpretability. This standardized text representation of tweets ensured that the preprocessing pipeline needed to handle only text.

The preprocessing pipeline consisted of 10 steps, including removal of textual placeholders (for usernames, hashtags, Unicode characters, and URLs), removal of textual descriptions of emojis, expansion of negations, removal of punctuation and digits, negation marking, normalization, stemming, removal of stopwords, and conversion to lowercase (Table 2).

After preprocessing, we created 2 types of tweet representations that are useful for machine learning. In the first representation, called the vector count representation, we identify unique words in the tweet data set and represent each tweet with a vector of numbers, where a number denotes the frequency (count) of the occurrence of a unique word in the tweet. Thus, each tweet is represented by a vector that contains as many counts as the number of unique words. We also investigated an alternative
vector representation called frequency-inverse document frequency (TF-IDF) where the number assigned to a word in the vector depends not only on its frequency in a tweet but also on its frequency in the entire data set. In this representation, words that occur in the majority of the tweets are considered to be of lower importance than words that occur more rarely. As preliminary results did not demonstrate improved performance with the TF-IDF representation, we did not perform extensive experiments with this representation. Rather than applying the same set of preprocessing steps to every classifier, we searched all possible combinations of the 10 preprocessing steps for each classifier and identified the optimal set of preprocessing steps that gave the best classifier performance (Table 2).

Table 2. Description of preprocessing steps and options used in traditional classifiers.

<table>
<thead>
<tr>
<th>Preprocessing steps</th>
<th>Descriptions</th>
<th>Options(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>placeholder_remove</td>
<td>Remove textual placeholders such as <em>mention</em>, <em>hashtag</em>, <em>unicode</em>, and <em>url</em></td>
<td>True, false</td>
</tr>
<tr>
<td>emoji_remove</td>
<td>Remove textual descriptions that denote emojis</td>
<td>True, false</td>
</tr>
<tr>
<td>negation_expand</td>
<td>Expand negative contractions, for example, “don’t” is expanded to “do not” and “can’t” is expanded to “cannot”</td>
<td>True, false</td>
</tr>
<tr>
<td>punctuation_remove</td>
<td>Remove all punctuation symbols</td>
<td>True, false</td>
</tr>
<tr>
<td>digits_remove</td>
<td>Remove all numeric digits (0-9)</td>
<td>True, false</td>
</tr>
<tr>
<td>negation_mark</td>
<td>Mark words that occur between a negation trigger and a punctuation mark with the NEG prefix (^{[28]})</td>
<td>True, false</td>
</tr>
<tr>
<td>normalize</td>
<td>Reduce to 2 characters all consecutive characters that appear more than twice, for example, “happppy” is reduced to “happy”</td>
<td>True, false</td>
</tr>
<tr>
<td>stemming</td>
<td>Reduce inflection in words (eg, troubled, troubles) to their root form (eg, trouble) using the Porter Stemmer (^{[29]})</td>
<td>True, false</td>
</tr>
<tr>
<td>stopwords_remove</td>
<td>Remove common words such as “the,” “a,” “on,” “is,” and “all” that are listed in the Natural Language Toolkit English stop words list (^{[30]})</td>
<td>True, false</td>
</tr>
<tr>
<td>lowercase</td>
<td>Change the case of all characters to lowercase</td>
<td>True, false</td>
</tr>
</tbody>
</table>

\(^a\)If the option for a step is set to true, the corresponding preprocessing step will be applied in the preprocessing pipeline; if the option is set to false, the corresponding preprocessing step will be skipped in the pipeline.

Preprocessing and Vector Representation for Deep Learning Classifiers

For the deep learning classifiers, we used 2 alternative preprocessing methods: (1) a fixed preprocessing pipeline and (2) no preprocessing. The fixed preprocessing pipeline consisted of the following 5 steps (out of the possible 10 steps listed in Table 2): removal of textual placeholders, expansion of negations, removal of punctuation and digits, and conversion to lowercase. In contrast to vector count representation, which is used in traditional classifiers where a tweet is denoted by a vector of counts, in the deep learning classifiers, each word in a tweet is denoted by a word vector as described next, and each tweet is denoted by a vector of word vectors.

Word Vectors

Word vectors are derived from large unannotated tweet data (or other types of text data) and are increasingly used in deep learning classifiers. A word vector represents a word (not an entire tweet as in vector count representation) as a vector of numbers such that 2 words are considered to be similar in meaning if their vectors are close to each other mathematically. Word vectors capture the meaning and usage of words and are derived from patterns of how words co-occur in a large data set of tweets.

We investigated the performance of word vectors from 2 types of tweet data. First, we used word vectors that are derived from a large data set of tweets of all kinds; we call these vectors general or nondondomain-specific word vectors. For general word vectors, we downloaded the 200-dimension Global Vectors for Word Representation (GloVe) word vectors. The GloVe vectors were derived from 2 billion tweets of all kinds, and each word was represented by a vector of size 200 \(^{[31]}\). Second, we used word vectors from a large data set of vaping-related tweets; we call these vectors vaping-related word vectors. We created vaping-related word vectors from a data set of tweets that were collected over 7 months from January 01, 2018 to July 31, 2018 using the vaping-related keywords. This data set contained 1,899,851 original tweets, and we used the Word2Vec algorithm \(^{[32]}\) to derive 300-dimension word vectors (additional settings for the Word2Vec algorithm included a window size of 2 and 30 epochs).

Machine Learning Methods

We derived and evaluated 2 families of classifiers. The traditional classifiers included logistic regression (LR), random forest (RF), linear support vector machine (SVM), and multinomial naive Bayes (NB), and we used the implementations of these classifiers in scikit-learn version 0.23.1 \(^{[33]}\). The deep learning classifiers included convolutional neural network (CNN), long short-term memory (LSTM) network, combined LSTM and CNN (LSTM-CNN), and bidirectional LSTM (BiLSTM) network, and we used the implementations of these classifiers in Keras version 2.2.4 \(^{[34]}\). In contrast to traditional classifiers, CNNs automatically select words in tweets that are relevant. The LSTM network is a type of neural network that captures patterns of words in tweets. Conventional LSTM networks capture patterns in a single
direction, from left to right, whereas BiLSTM networks capture patterns in both directions, from left to right and from right to left. Both LSTM and BiLSTM have demonstrated good performance on social media data [35,36], and compared with CNNs, they can handle the variable lengths of tweets. The LSTM-CNN networks combine the advantages of CNNs and LSTM networks.

We derived and evaluated separate classifiers for 3 different tasks, that is, to identify which tweets are relevant, are noncommercial, and contain provape sentiment. For these tasks, the 3 binary targets and their corresponding values are (1) relevance: relevant (positive value) versus nonrelevant (negative value), (2) commercial: commercial (positive value) versus noncommercial (negative value), and (3) sentiment: provape (positive value) versus not provape (negative value).

**Experimental Methods**

From the annotated data set of 4000 tweets, we created 3 data sets to predict relevance, commercial, and sentiment that contained 4000, 3011, and 2175 tweets, respectively (Table 3). Each data set was randomly split into training and test sets (90:10 splits) such that the sets contained the same proportion of positive targets. A total of 3600, 2709, and 1957 tweets were used in the training data sets to derive relevance, commercial, and sentiment classifiers, respectively (Table 3). We used the training set to derive the best classifier (including the selection of hyperparameters if needed) for each type of classifier. The test data sets that were used to evaluate the relevance, commercial, and sentiment classifiers included 400, 302, and 218 tweets, respectively (Table 3).

Table 4 shows the traditional classifiers with parameter settings that we used in our experiments, and Table 5 shows the parameter settings of the deep learning classifiers that we used in our experiments.

### Table 3. Description of training and test data sets.

<table>
<thead>
<tr>
<th>Targets</th>
<th>Total number of tweets, n (%)</th>
<th>Number of tweets with positive target, n (%)</th>
<th>Number of tweets with negative target, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relevance</td>
<td></td>
<td>Relevant</td>
<td>Nonrelevant</td>
</tr>
<tr>
<td></td>
<td>Total: 4000 (100)</td>
<td>• Total: 3011 (75.28)</td>
<td>• Total: 989 (24.72)</td>
</tr>
<tr>
<td></td>
<td>Training: 3600 (100)</td>
<td>• Training: 2709 (75.25)</td>
<td>• Training: 891 (24.75)</td>
</tr>
<tr>
<td></td>
<td>Test: 400 (100)</td>
<td>• Test: 302 (75.5)</td>
<td>• Test: 98 (24.5)</td>
</tr>
<tr>
<td>Commercial</td>
<td></td>
<td>Noncommercial</td>
<td>Commercial</td>
</tr>
<tr>
<td></td>
<td>Total: 3011 (100)</td>
<td>• Total: 2175 (72.24)</td>
<td>• Total: 836 (27.76)</td>
</tr>
<tr>
<td></td>
<td>Training: 2709 (100)</td>
<td>• Training: 1957 (72.24)</td>
<td>• Training: 752 (27.86)</td>
</tr>
<tr>
<td></td>
<td>Test: 302 (100)</td>
<td>• Test: 218 (72.2)</td>
<td>• Test: 84 (27.8)</td>
</tr>
<tr>
<td>Sentiment</td>
<td></td>
<td>Prove</td>
<td>Not provape</td>
</tr>
<tr>
<td></td>
<td>Total: 2175 (100)</td>
<td>• Total: 1357 (62.39)</td>
<td>• Total: 818 (37.61)</td>
</tr>
<tr>
<td></td>
<td>Training: 1957 (100)</td>
<td>• Training: 1221 (62.39)</td>
<td>• Training: 736 (37.61)</td>
</tr>
<tr>
<td></td>
<td>Test: 218 (100)</td>
<td>• Test: 136 (62.4)</td>
<td>• Test: 82 (37.6)</td>
</tr>
</tbody>
</table>

### Table 4. Description of traditional classifiers and parameter settings used in the experiments (the same parameter settings were used for the following 3 targets: relevance, commercial, and sentiment).

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Scikit-learn functions (version)</th>
<th>Parameter values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>sklearn.linear_model.LogisticRegression (0.20.3)</td>
<td>All default values except C=0.001</td>
</tr>
<tr>
<td>Random forest</td>
<td>sklearn.ensemble.RandomForestClassifier (0.20.3)</td>
<td>All default values except max_features=&quot;sqrt&quot;</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>sklearn.linear_model.SGDClassifier (0.20.3)</td>
<td>All default values except epsilon=0.1</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>sklearn.naive_bayes.MultinomialNB (0.20.3)</td>
<td>All default values</td>
</tr>
<tr>
<td>Deep learning classifiers</td>
<td>Targets</td>
<td>Parameter values</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-------------</td>
<td>----------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Vaping-related word vectors</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CNN&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Relevance</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: rmsprop, filters: 100, kernel_size: 1, epochs: 5, batch_size: 16</td>
</tr>
<tr>
<td>LSTM&lt;sup&gt;b&lt;/sup&gt;</td>
<td>Relevance</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: adam, epochs: 10, batch_size: 16</td>
</tr>
<tr>
<td>LSTM-CNN</td>
<td>Relevance</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: adam, filters: 50, kernel_size: 2, epochs: 10, batch_size: 16</td>
</tr>
<tr>
<td>BiLSTM&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Relevance</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: adam, epochs: 10, batch_size: 16</td>
</tr>
<tr>
<td>CNN</td>
<td>Commercial</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: adam, filters: 100, kernel_size: 2, epochs: 10, batch_size: 16</td>
</tr>
<tr>
<td>LSTM</td>
<td>Commercial</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: rmsprop, epochs: 5, batch_size: 32</td>
</tr>
<tr>
<td>LSTM-CNN</td>
<td>Commercial</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: rmsprop, filters: 75, kernel_size: 2, epochs: 5, batch_size: 16</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>Commercial</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: adam, epochs: 5, batch_size: 64</td>
</tr>
<tr>
<td>CNN</td>
<td>Sentiment</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: rmsprop, filters: 100, kernel_size: 2, epochs: 10, batch_size: 32</td>
</tr>
<tr>
<td>LSTM</td>
<td>Sentiment</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: adam, epochs: 5, batch_size: 64</td>
</tr>
<tr>
<td>LSTM-CNN</td>
<td>Sentiment</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: adam, filters: 75, kernel_size: 3, epochs: 5, batch_size: 64</td>
</tr>
<tr>
<td>BiLSTM</td>
<td>Sentiment</td>
<td>max_features: 166,395, embed_size: 300, max_len: 75, optimizer: rmsprop, epochs: 5, batch_size: 32</td>
</tr>
</tbody>
</table>

| Global Vectors for Word Representation word vectors |             |                                                                                  |
| CNN                      | Relevance   | max_features: 15,890, embed_size: 200, max_len: 75, optimizer: adam, filters: 100, kernel_size: 2, epochs: 10, batch_size: 16 |
| LSTM                     | Relevance   | max_features: 15,890, embed_size: 200, max_len: 75, optimizer: adam, epochs: 5, batch_size: 32 |
| LSTM-CNN                 | Relevance   | max_features: 15,890, embed_size: 200, max_len: 75, optimizer: adam, filters: 50, kernel_size: 2, epochs: 10, batch_size: 16 |
| BiLSTM                   | Relevance   | max_features: 15,890, embed_size: 200, max_len: 75, optimizer: adam, epochs: 5, batch_size: 64 |
| CNN                      | Commercial  | max_features: 10,842, embed_size: 200, max_len: 75, optimizer: rmsprop, filters: 50, kernel_size: 2, epochs: 5, batch_size: 16 |
| LSTM                     | Commercial  | max_features: 10,842, embed_size: 200, max_len: 75, optimizer: adam, epochs: 5, batch_size: 16 |
| LSTM-CNN                 | Commercial  | max_features: 10,842, embed_size: 200, max_len: 75, optimizer: adam, filters: 75, kernel_size: 2, epochs: 5, batch_size: 16 |
| BiLSTM                   | Commercial  | max_features: 10,842, embed_size: 200, max_len: 75, optimizer: adam, epochs: 5, batch_size: 32 |
| CNN                      | Sentiment   | max_features: 7979, embed_size: 200, max_len: 75, optimizer: rmsprop, filters: 100, kernel_size: 3, epochs: 5, batch_size: 64 |
| LSTM                     | Sentiment   | max_features: 7979, embed_size: 200, max_len: 75, optimizer: adam, epochs: 5, batch_size: 32 |
| LSTM-CNN                 | Sentiment   | max_features: 7979, embed_size: 200, max_len: 75, optimizer: rmsprop, filters: 75, kernel_size: 1, epochs: 10, batch_size: 64 |
| BiLSTM                   | Sentiment   | max_features: 7979, embed_size: 200, max_len: 75, optimizer: adam, epochs: 5, batch_size: 32 |

<sup>a</sup>CNN: convolutional neural network.  
<sup>b</sup>LSTM: long short-term memory.  
<sup>c</sup>BiLSTM: bidirectional long short-term memory.

**Evaluation of Classifier Performance**

We assessed the performance of the classifiers with the area under the receiver operating characteristic curve (AUC), precision, recall, and F1 scores. The AUC is a measure of discrimination, that is, how well a classifier differentiates between the positive and negative tweets, and larger values indicate better performance. Precision is the number of correctly classified positive tweets divided by the number of all positive tweets returned by the classifier, and recall is the number of correctly classified positive tweets divided by the number of all positive tweets. The F1 score is the harmonic average of the precision and recall; the F1 score achieves the best value at 1.
when both precision and recall are perfect and the worst value at 0.

**Evaluation of Relevance**

To identify relevant words (features) in each classifier, we applied SHapley Additive exPlanations (SHAP), which is an algorithm for interpreting the relevance of features used in classifiers [37]. SHAP assigns each feature an average relevance value based on predictions on a data set. We examined the top 10 ranked features for each classifier.

**Results**

**Proportions of Tweet Categories in the Annotated Data Set**

In the annotated data set, 75.28% were relevant to vaping, and of the vaping-relevant tweets, 72.24% were of a noncommercial nature. Of the noncommercial vaping-relevant tweets, 62.39% contained pro-vape sentiments.

**Performance of Classifiers**

**Relevance Classifiers**

Application of traditional classifiers yielded AUC values of 0.84 to 0.95, application of deep learning classifiers with vaping-related word vectors yielded AUC values of 0.90 to 0.93, and application of deep learning classifiers with GloVe word vectors yielded AUC values of 0.93 to 0.96. LR had the highest recall, whereas RF and the deep learning classifiers with GloVe word vectors had the highest F1 value. LSTM-CNN with GloVe word vectors performed the best overall with the highest AUC, precision, recall, and F1 values.

**Commercial Classifiers**

Overall, the AUC values were similar across all classifiers. Application of traditional classifiers yielded AUC values of 0.96 to 0.98, application of deep learning classifiers with vaping-related word vectors yielded AUC values of 0.97 to 0.98, and application of deep learning classifiers with GloVe word vectors yielded AUC values of 0.99. LSTM-CNN and BiLSTM with GloVe word vectors performed the best overall with the highest AUC, precision, recall, and F1 values.

**Sentiment Classifiers**

Application of traditional classifiers yielded AUC values of 0.69 to 0.78, application of deep learning classifiers with vaping-related word vectors yielded AUC values of 0.74 to 0.75, and application of deep learning classifiers with GloVe word vectors yielded AUC values of 0.78 to 0.83. BiLSTM and LSTM-CNN with GloVe word vectors performed the best overall with the highest AUC, precision, and F1 values.

**Preprocessing**

Our experiments showed that some traditional classifiers performed best with minimal preprocessing compared with others. LR and NB did not use any of the 10 preprocessing steps for any of the 3 targets (Multimedia Appendix 1). On the other hand, RF and SVM used 5 preprocessing steps on average (Multimedia Appendix 1). The deep learning classifiers performed better with no preprocessing compared with the fixed preprocessing pipeline. Furthermore, in addition to the standard text in tweets, information such as URLs, usernames, hashtags, and Unicode characters was found to be important and was included in most of the classifiers.

**Feature Relevance**

We applied the SHAP algorithm to the 12 classifiers for each target (corresponding to the classifiers in Tables 6, 7, and 8) to generate 10 top-ranked features. The feature relevance plots for each classifier and target are shown in Multimedia Appendix 1. The word **vape** and its variations **vapes**, **vaping**, or **vapelife** appear in the 10 top-ranked features in all classifiers except RF relevance and commercial classifiers. Several textual placeholders appear in traditional classifiers, whereas several Unicode characters representing emojis appear in the deep learning classifiers. Interestingly, common simple words such as **we**, **as**, **was**, and **no** appear in many classifiers.
### Table 6. Performance of relevance classifiers.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Area under the receiver operating characteristic curve (95% CI)</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.84 (0.78-0.89)</td>
<td>0.80</td>
<td>1.00</td>
<td>0.92</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.95 (0.93-0.98)</td>
<td>0.93</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.92 (0.88-0.96)</td>
<td>0.91</td>
<td>0.97</td>
<td>0.95</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.88 (0.83-0.93)</td>
<td>0.88</td>
<td>0.99</td>
<td>0.93</td>
</tr>
<tr>
<td>CNN(^a) (vaping-related word vectors)</td>
<td>0.94 (0.91-0.97)</td>
<td>0.90</td>
<td>0.97</td>
<td>0.98</td>
</tr>
<tr>
<td>LSTM(^b) (vaping-related word vectors)</td>
<td>0.91 (0.88-0.95)</td>
<td>0.89</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>LSTM-CNN (vaping-related word vectors)</td>
<td>0.89 (0.85-0.93)</td>
<td>0.93</td>
<td>0.87</td>
<td>0.95</td>
</tr>
<tr>
<td>BiLSTM(^c) (vaping-related word vectors)</td>
<td>0.89 (0.85-0.94)</td>
<td>0.90</td>
<td>0.96</td>
<td>0.94</td>
</tr>
<tr>
<td>CNN (GloVe(^d) word vectors)</td>
<td>0.95 (0.92-0.97)</td>
<td>0.93</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>LSTM (GloVe word vectors)</td>
<td>0.95 (0.92-0.98)</td>
<td>0.95</td>
<td>0.95</td>
<td>0.98</td>
</tr>
<tr>
<td>LSTM-CNN (GloVe word vectors)</td>
<td>0.96 (0.93-0.98)</td>
<td>0.96</td>
<td>0.93</td>
<td>0.98</td>
</tr>
<tr>
<td>BiLSTM (GloVe word vectors)</td>
<td>0.95 (0.93-0.98)</td>
<td>0.92</td>
<td>0.96</td>
<td>0.98</td>
</tr>
</tbody>
</table>

\(^a\)CNN: convolutional neural network.  
\(^b\)LSTM: long short-term memory.  
\(^c\)BiLSTM: bidirectional long short-term memory.  
\(^d\)GloVe: Global Vectors for Word Representation.

### Table 7. Performance of commercial classifiers.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Area under the receiver operating characteristic curve (95% CI)</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.98 (0.95-0.99)</td>
<td>0.93</td>
<td>0.83</td>
<td>0.96</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.97 (0.96-0.99)</td>
<td>0.95</td>
<td>0.82</td>
<td>0.97</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.98 (0.91-0.99)</td>
<td>0.92</td>
<td>0.86</td>
<td>0.92</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.96 (0.94-0.99)</td>
<td>0.83</td>
<td>0.89</td>
<td>0.92</td>
</tr>
<tr>
<td>CNN(^a) (vaping-related word vectors)</td>
<td>0.98 (0.96-0.99)</td>
<td>0.93</td>
<td>0.75</td>
<td>0.94</td>
</tr>
<tr>
<td>LSTM(^b) (vaping-related word vectors)</td>
<td>0.97 (0.95-0.99)</td>
<td>0.88</td>
<td>0.81</td>
<td>0.94</td>
</tr>
<tr>
<td>LSTM-CNN (vaping-related word vectors)</td>
<td>0.97 (0.94-0.99)</td>
<td>0.92</td>
<td>0.85</td>
<td>0.94</td>
</tr>
<tr>
<td>BiLSTM(^c) (vaping-related word vectors)</td>
<td>0.98 (0.96-0.99)</td>
<td>0.84</td>
<td>0.87</td>
<td>0.95</td>
</tr>
<tr>
<td>CNN (GloVe(^d) word vectors)</td>
<td>0.99 (0.98-0.99)</td>
<td>0.93</td>
<td>0.89</td>
<td>0.98</td>
</tr>
<tr>
<td>LSTM (GloVe word vectors)</td>
<td>0.99 (0.98-0.99)</td>
<td>0.89</td>
<td>0.94</td>
<td>0.98</td>
</tr>
<tr>
<td>LSTM-CNN (GloVe word vectors)</td>
<td>0.99 (0.98-0.99)</td>
<td>0.86</td>
<td>0.96</td>
<td>0.99</td>
</tr>
<tr>
<td>BiLSTM (GloVe word vectors)</td>
<td>0.99 (0.98-0.99)</td>
<td>0.97</td>
<td>0.88</td>
<td>0.98</td>
</tr>
</tbody>
</table>

\(^a\)CNN: convolutional neural network.  
\(^b\)LSTM: long short-term memory.  
\(^c\)BiLSTM: bidirectional long short-term memory.  
\(^d\)GloVe: Global Vectors for Word Representation.
Table 8. Performance of sentiment classifiers.

<table>
<thead>
<tr>
<th>Classifiers</th>
<th>Area under the receiver operating characteristic curve (95% CI)</th>
<th>Precision</th>
<th>Recall</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>Logistic regression</td>
<td>0.78 (0.71-0.84)</td>
<td>0.73</td>
<td>0.88</td>
<td>0.82</td>
</tr>
<tr>
<td>Random forest</td>
<td>0.78 (0.70-0.83)</td>
<td>0.78</td>
<td>0.79</td>
<td>0.82</td>
</tr>
<tr>
<td>Support vector machine</td>
<td>0.69 (0.64-0.78)</td>
<td>0.66</td>
<td>0.98</td>
<td>0.75</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.75 (0.66-0.82)</td>
<td>0.75</td>
<td>0.79</td>
<td>0.80</td>
</tr>
<tr>
<td>CNN(^{a}) (vaping-related word vectors)</td>
<td>0.74 (0.66-0.81)</td>
<td>0.73</td>
<td>0.85</td>
<td>0.80</td>
</tr>
<tr>
<td>LSTM(^{b}) (vaping-related word vectors)</td>
<td>0.74 (0.69-0.82)</td>
<td>0.75</td>
<td>0.81</td>
<td>0.81</td>
</tr>
<tr>
<td>LSTM-CNN (vaping-related word vectors)</td>
<td>0.75 (0.71-0.84)</td>
<td>0.74</td>
<td>0.91</td>
<td>0.83</td>
</tr>
<tr>
<td>BiLSTM(^{c}) (vaping-related word vectors)</td>
<td>0.74 (0.68-0.81)</td>
<td>0.72</td>
<td>0.91</td>
<td>0.82</td>
</tr>
<tr>
<td>CNN (GloVe(^{d}) word vectors)</td>
<td>0.81 (0.75-0.87)</td>
<td>0.72</td>
<td>0.96</td>
<td>0.86</td>
</tr>
<tr>
<td>LSTM (GloVe word vectors)</td>
<td>0.78 (0.71-0.84)</td>
<td>0.76</td>
<td>0.82</td>
<td>0.84</td>
</tr>
<tr>
<td>LSTM-CNN (GloVe word vectors)</td>
<td>0.80 (0.74-0.86)</td>
<td>0.83</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>BiLSTM (GloVe word vectors)</td>
<td>0.83 (0.78-0.89)</td>
<td>0.79</td>
<td>0.79</td>
<td>0.88</td>
</tr>
</tbody>
</table>

\(^{a}\)CNN: convolutional neural network.  
\(^{b}\)LSTM: long short-term memory.  
\(^{c}\)BiLSTM: bidirectional long short-term memory.  
\(^{d}\)GloVe: Global Vectors for Word Representation.

**Discussion**

**Principal Findings**

The relative prevalence of the 3 categories that we annotated in our data set reflects the general level of vaping-related discussions on Twitter. The high proportion of tweets of a commercial nature (72% of vaping-related tweets) reflects the observation that manufacturers of vaping products marketed their products heavily on Twitter. However, this percentage has likely decreased significantly since the beginning of 2020 because of the introduction of advertising restrictions by federal and state authorities. A high proportion of noncommercial tweets contained pro-vape sentiments (62.39% of noncommercial tweets), suggesting that among Twitter users who post about vaping, the sentiment is overall more positive than negative in our data set, after the exclusion of marketing tweets. This reflects the growing prevalence of vaping, especially among adolescents who post more on Twitter than other age groups [38]. However, as this study used data before the FDA banned a range of flavored e-cigarette cartridges, both vaping and positive sentiments related to vaping may have decreased significantly.

Classifiers that we derived from our data set demonstrated high levels of performance, indicating that currently available machine learning methods can produce high-performing classifiers on a data set of only several thousand annotated tweets. Compared with traditional classifiers, deep learning classifiers had superior performance with AUC values of 0.96, 0.99, and 0.83 for predicting vaping-relevant, commercial, and pro-vape tweets. Furthermore, our results indicate that deep learning classifiers performed the best with no preprocessing and with nondomain-specific GloVe word vectors. A few studies have shown that no preprocessing may provide better performance with Twitter data [39,40]. More generally, additional research is needed to systematically examine alternate preprocessing regimes for Twitter and other types of text data [41]. Although deep learning classifiers are computationally more expensive to derive compared with traditional classifiers, the lack of preprocessing and derivation of domain-specific word vectors offsets the computational cost. Moreover, the application of deep learning classifiers to new Twitter data is as computationally efficient as traditional classifiers.

Analyses of the 10 top-ranked features show that similar features appear across the classifiers. In addition to English terms, emojis and Unicode characters were often identified as useful features. Several common simple terms also appear as important features; these terms may interact with other features rather than being discriminatory on their own.

**Limitations**

Our study has several limitations. First, we used a small list of keywords to restrict our data, rather than using the full Twitter feed. As vaping products and their discussions evolve, the list of keywords will likely become stale and will need to be updated. Second, our annotated data set was of moderate size, though the sample size of 4000 tweets was adequate for obtaining classifiers with high performance. Third, the expression of tweet sentiments related to vaping is likely to vary over time [42]. It would be useful to evaluate the performance of the classifiers on data that are obtained from a different period to assess the generalizability of the classifiers over time. Fourth, there may be geographical variation in sentiments regarding vaping [43], and it would be useful to evaluate the performance of the classifiers on data that are obtained from different locations. In future work, we plan to address the limitations of...
evaluating the classifiers over time and location. Fifth, it is not clear if individuals with certain personality traits make them more predisposed to express positive or negative sentiments [44]. More research is needed to assess the degree to which sentiment reflects variance in psychological traits versus the situational context in which those traits were expressed. Finally, this study uses data before the FDA banned a range of flavored e-cigarette cartridges that were likely to have been popular among frequent Twitter users, such as adolescents. In future work, we plan to derive classifiers from data that were collected after the FDA ban on flavored e-cigarette cartridges.

Future Surveillance Research

Machine learning classifiers, especially deep learning classifiers, show promising performance over strictly keyword-based approaches for identifying vaping-related tweets and sentiments related to vaping. This observation provides support for the development of a vaping surveillance system. Twitter surveillance can provide relatively inexpensive opportunities for monitoring the evolution of use and sentiment toward vaping and the effects of regulations on the marketing of vaping products. We plan to develop a surveillance system that will apply the classifiers to tweets to produce daily counts of vaping-related tweets, noncommercial tweets, and pro-vape tweets. These daily counts will be used for future behavioral and attitudinal research related to vaping as well as for correlating changes in behavior and attitudes to changes in policy, such as those issued by the FDA. We plan to use the classifiers derived in this study as a basis for comparison with classifiers that we plan to derive from data obtained after the FDA ban to understand whether the ban has altered vaping-related health attitudes and behaviors. Furthermore, we plan to develop methods to infer the age group of the authors of tweets that will enable the daily tracking of vaping and related sentiments in adolescents.

Conclusions

We derived and evaluated machine learning classifiers to identify vaping-related relevant, commercial, and pro-vape tweets. We developed a hierarchical classification scheme for vaping-related tweets and applied it to a data set of 4000 selected tweets to manually annotate them. We evaluated both traditional machine learning and deep learning classifiers using the annotated data set of 4000 tweets as well as vaping-related word vectors and GloVe word vectors that are derived from large unannotated tweet data sets. Overall, deep learning classifiers such as LSTM-CNN had superior performance and had the added advantage of requiring no preprocessing. These classifiers pave the way for the development of a vaping surveillance system.
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Abstract

Background: The use of electronic cigarettes (e-cigarettes), also known as vaping, has risen exponentially among North American youth in recent years and has become a critical public health concern. The marketing strategies used by e-cigarette companies have been associated with the uptick in use among youth, with video advertisements on television and other electronic platforms being the most pervasive strategy. It is unknown how these advertisements may be tapping into youth needs and preferences.

Objective: The aim of this 2-phase study was to examine the marketing strategies that underpin e-cigarette advertisements, specifically in the context of television.

Methods: In phase 1, a scoping review was conducted to identify various influences on e-cigarette uptake among youth. Results of this scoping review informed the development of a coding framework. In phase 2, this framework was used to analyze the content of e-cigarette advertisements as seen on 2 popular television channels (Discovery and AMC).

Results: In phase 1, a total of 20 articles met the inclusion criteria. The resultant framework consisted of 16 key influences on e-cigarette uptake among youth, which were categorized under 4 headings: personal, relational, environmental, and product-related. In phase 2, 38 e-cigarette advertisements were collected from iSpot.tv and represented 11 popular e-cigarette brands. All of the advertisements tapped into the cited influences of youth e-cigarette uptake, with the most commonly cited influences (product and relational) tapping into the most, at 97% (37/38) and 53% (20/38), respectively.

Conclusions: The findings highlight the multidimensional influences on youth uptake of e-cigarettes, which has important implications for developing effective antivaping messages, and assist public health professionals in providing more comprehensive prevention and cessation support as it relates to e-cigarette use. The findings also bring forward tangible strategies employed by e-cigarette companies to recruit youth into vaping. Understanding this is vital to the development of cohesive strategies that combat these provaping messages.

(J Med Internet Res 2020;22(8):e18943) doi:10.2196/18943
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Introduction

The use of electronic cigarettes (e-cigarettes), also known as vaping, among youth is a pressing public health concern in the United States and Canada. Importantly, the initiation and use of vaping products among youth have been associated with immediate and lasting health consequences [1-3]. Yet, according to a recent report, nearly 1 in 3 high school–aged students and 1 in 7 middle school–aged students report vaping [4,5], which reflects a significant increase in use. Specifically, between 2017 and 2019, vaping among youth in the United States has more than doubled, with reported use increasing from 4% to 9% among 8th graders, 8% to 20% among 10th graders, and 11% to 25% among 12th graders [5]. Canada reflects similar trends, with past 30-day use of e-cigarettes up from 10% in 2016-2017 to 20% in 2018-2019 among youth in grades 7 to 12 [4].

While e-cigarettes entered the North American market as a cessation tool in 2008, e-cigarette use among non-smoking youth suggests that cessation is not a primary reason for use in this age demographic. According to recent statistics, only 3% of Canadian youth in grades 7 to 12 are current smokers, and 20% are current e-cigarettes users, suggesting that upwards of 17% of e-cigarette users were originally non-smokers [4]. In addition, among youth who do smoke combustible cigarettes, fewer than 8% report using e-cigarettes for smoking cessation [6]. In relation to smoking cessation, emerging evidence is inconclusive as to the effectiveness of e-cigarettes as a cessation method for youth [7], and some research even suggests that it contributes to ongoing nicotine addiction [8]. Even more concerning is that vaping among youth has been linked to a 3 times greater likelihood to try traditional cigarettes [9-12]. These findings have contributed to what the US Department of Health and Human Services Secretary Alex Azar described as “an epidemic of youth e-cigarette use, which threatens to engulf a new generation in nicotine addiction” [13].

Marketing strategies used by e-cigarette companies have been associated with the uptick in vaping among youth [10]. Many studies have found that the promotion of e-cigarettes through various channels (eg, television [TV], social media influencers) has lent to increased positive perceptions of vaping and intentions to use vaping products and contributed to e-cigarette uptake among youth [14-20]. The use of TV as a mode of marketing has been the most recent focus for e-cigarette companies. Between 2018 and 2019, Juul, the most popular e-cigarette brand in North America [21,22], spent US $57 million on TV advertisements to promote their products [23]. While Juul claims that these advertisements are aimed at helping adults find a healthier alternative to smoking, many public health advocates are concerned these advertisements may also attract youth [24], and research confirms that these advertisements increase exposure to their products, which subsequently increases the likelihood of use by youth [25,26]. For example, in a recent study, it was found that exposure to e-cigarette advertisements among youth is not uncommon, with 28% of youth in the United States, 17% of youth in Canada, and 21% of youth in England having seen a vaping advertisement [25]. Furthermore, nearly 40% of youth across all three countries reported that the advertisements made vaping look appealing, and about 44% of youth perceived that vaping advertisements targeted non-smokers [25]. Indeed, skepticism is warranted in relation to how e-cigarettes are portrayed in advertisements.

Subject to the Food and Drug Administration Family and Tobacco Control Act in the United States [27] and the Tobacco and Vaping Products Act in Canada [28], e-cigarette companies are not permitted to market or sell their products to youth. While this broad stipulation is helpful, we know little about what marketing to youth truly looks like in order to deem advertisements to be appropriately adhering to this provision. Given that advertisements clearly influence uptake among youth, it is important that the ways in which the advertisements are tapping into youth needs and preferences be examined. Thus, the aim of this study was two-fold: first, to conduct a scoping review to identify the known influences associated with youth vaping and second, to analyze the content of e-cigarette advertisements using content analysis to identify and describe overlapping themes.

Methods

Aim 1: Scoping Review of Vaping Influences on Youth

A scoping review of the literature was conducted to identify various empirically supported influences on e-cigarette uptake among youth, which was then used to develop the coding framework to analyze influences present in vaping ads. The search strategy was developed by the research team, including a research librarian and experts in youth vaping and substance use, and based on a methodology reported by Kinonani and colleagues [29]. The scoping review used two databases, Medline on the OVID platform and CINAHL on the EBSCO platform, using a combination of keywords and database-specific subject headings. The search strategy from Medline is included in Multimedia Appendix 1. Inclusion criteria were studies that were in North America, published in English, focused on correlates of and influences on e-cigarette use, and focused on youth. Also, both qualitative and quantitative methodologies and literature reviews were included. Exclusion criteria were studies that were a surveillance of e-cigarette use, focused on traditional cigarette use, biomedical studies, or not focused on youth.

The initial search, limited to articles in English with an abstract available, resulted in 937 articles across both databases. Results were uploaded to RefWorks, a bibliographic management software package, and removal of duplicates resulted in 855 articles left for screening. Using the exclusion and inclusion criteria, two research assistants screened the article titles and abstracts independently, with disagreements resolved in collaboration with the first and second authors. After abstract and title screening, the research team members screened 37 articles at the full-text level, which resulted in 20 final articles for analysis. For the final 20 articles, two research assistants extracted all significant influences on youth vaping. Using Excel, the cited influences on youth e-cigarette uptake were listed. Using conventional content analysis, categories and subcategories were inductively derived [30]. Two research team members extracted data from the first 5 articles, generating...
initial codes and categories for the different influences on youth uptake of e-cigarettes. The whole research team met to achieve consensus on the approach to data extraction. The team then generated an overall framework of categories and subcategories. Two research team members then extracted data about the influences on vaping among youth from the remaining articles. Once all the articles were reviewed and data were extracted, the team met again and refined the coding framework into 4 overall categories associated with youth vaping influences.

Aim 2: Application of Coding Framework to e-Cigarette Advertisements

Data Collection of e-Cigarette Advertisements

A total of 38 e-cigarette advertisements were collected using the freely available iSpot.tv, which is a real-time television advertisement platform [31]. Using the iSpot.tv platform, we searched for industry-driven advertisements related to e-cigarettes that were aired in North America between December 15, 2019 and January 15, 2020. Using this platform ensured that the advertisements collected for this study were generated by e-cigarette companies versus informal or individually developed e-cigarette promotions, like those posted on social media sites. Initially, common e-cigarette brands were searched including BLU, JUUL, FIN, LOGIC, and VUSE, which resulted in 29 nationally aired advertisements. The terms “vape,” “vaping,” and “e-cigarettes” were also used to search for advertisements, which resulted in 8 additional advertisements for the brands CUE, FreeBoxMod, O2PUR, VCHIC, and VERO. The search for advertisements was completed between December 15, 2019 and January 15, 2020.

Advertisement Content Analysis

The coding framework developed from the scoping review of influences on youth vaping was used to deductively analyze the content of the advertisements. Deductive content analysis is the process of applying data to a pre-existing framework [30]. First, two researchers coded the same 2 advertisements using the a priori themes developed through the systematic review of the literature on vaping influence for youths. The research team then met to discuss the application of the coding framework and reached consensus regarding the coding process. The two researchers then finished applying the framework to the advertisements. In addition to the framework, we coded the look and feel of the ads to capture demographic and other contextual data (eg, age, race, and sex of individuals in the ads and location setting of the ads). Finally, we noted key messages in the narratives and taglines for each advertisement.

Results

Scoping Review Description

The scoping review generated a coding framework that revealed 4 overall categories associated with youth vaping, including personal, relational, environmental, and product-related influences, with 16 subcategories. Personal influences were related to whether youth reported vaping to remove negative affect (eg, daily stress, anxiety, boredom), recreation was related to youth vaping for the purposes of having fun (eg, doing tricks), and finally curiosity was related to vaping to experiment with something new. Relational influences were related to family approval, such as giving positive message about vaping from parents or siblings, and included whether parents, siblings, or peers were using e-cigarettes. This category also included whether youth viewed vaping as enhancing social capital (eg, viewing vaping as a necessary part of social events) and enhancing social acceptance (eg, using e-cigarettes to fit in with peers). Environmental factors were related to external factors influencing ease of access or use (eg, easy to use and obtain e-cigarettes) and the impact of cost related to vaping. Finally, we found that elements related to vaping products were key influencers for youth. These included the ability to use the product discreetly (eg, no bad smell), have a positive sensory experience (eg, good flavors and better “buzz” than cigarettes), and use a new or innovative product. Lastly, perceptions that vaping was less harmful than cigarettes and that it could be used to support smoking cessation influenced e-cigarette uptake among youth.

Of the 20 articles reviewed, there were 57 different cited examples of product-related influences, 41 relational influences, 19 personal influences, and 11 environmental influences. Of note, an article could have more than one example of an influence type. For example, Ickes and colleagues [32] reported ease of use or access, peer use, good flavors, and low cost as some influences of current use and initial use. Among subcategories, perceptions of vaping being less harmful than cigarettes and peer use were among the most cited influences for youth e-cigarette use, followed closely by the perception of vaping as a positive sensory experience and use as a smoking cessation aid. For instance, 81% of youth reported initiation of e-cigarette use because a friend vaped, and 80% reported continued e-cigarette use because of the good flavors. See Table 1 for final categories and subcategories with citations and examples and Multimedia Appendix 2 for references of articles from the scoping review.
Table 1. Influences on youth electronic cigarette (e-cigarette) uptake. See Multimedia Appendix 2 for the reference list.

<table>
<thead>
<tr>
<th>Influences</th>
<th>Articles</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Removal of negative affect</td>
<td>[5,7,9,11,18]</td>
<td>Participant reports: “I have issues with anxiety…sometimes if I’m dealing with sensory overload…[vaping] really helps” [5]</td>
</tr>
<tr>
<td>Recreation</td>
<td>[2,5,9,11,18]</td>
<td>22.4% reported vaping to have a good time, 21.6% to relax, and 23.5% to reduce boredom [18]</td>
</tr>
<tr>
<td>Curiosity</td>
<td>[2,8,9,11-14,17,18]</td>
<td>95% of youth reported curiosity as the reason for initiating vaping [11]</td>
</tr>
<tr>
<td><strong>Relational</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family approval</td>
<td>[2,6,12,13,17,19,20]</td>
<td>6.8 times greater risk of vaping if there is an e-cigarette user at home [6]</td>
</tr>
<tr>
<td>Parent use</td>
<td>[1,4,8,10]</td>
<td>Higher rate of youth vaping (14%) associated with maternal e-cigarette use [10]</td>
</tr>
<tr>
<td>Sibling use</td>
<td>[2,10,17]</td>
<td>Participant reports: “I got it [e-cigarette] from my older brother; he was with his friends…he told me I should try it” [2]</td>
</tr>
<tr>
<td>Peer use</td>
<td>[2,4-6,8,10,12-15,17,19,20]</td>
<td>Friend vaping associated with an increased frequency of use (r=.30, P&lt;.001) [20]</td>
</tr>
<tr>
<td>Enhance social capital</td>
<td>[5,7,13,17,18]</td>
<td>Participant reports: “[Vaping] tasted good and it was mostly a social thing. It looked cool, and I wanted other people to think that I looked cool” [5]</td>
</tr>
<tr>
<td>Enhance social acceptance</td>
<td>[1,5,6,8,10,14,15,17,20]</td>
<td>28% of youth who ever vaped and 46% with current use reported vaping to feel more comfortable in social situations [7]</td>
</tr>
<tr>
<td><strong>Environmental</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy to access or use</td>
<td>[2,4,10,11,13,16,19,20]</td>
<td>91% of youth reported “ease of use” as their reason for continued use of e-cigarettes [11]</td>
</tr>
<tr>
<td>Cost</td>
<td>[8,13,19]</td>
<td>2.5%-3.9% reported vaping because they cost less than cigarettes [19]</td>
</tr>
<tr>
<td><strong>Product</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discreet</td>
<td>[8-13,18,19]</td>
<td>1.76 times more likely to try vaping because it can be hidden from adults [13]</td>
</tr>
<tr>
<td>Positive sensory experience</td>
<td>[2,5,8-14,17-20]</td>
<td>42% youth reported ‘good flavours’ as a reason for first use [8]</td>
</tr>
<tr>
<td>Less harmful</td>
<td>[2-8,10,11,13,15-17,19]</td>
<td>52-54% youth with past 30-day use reported vaping was not harmful to their health [7]</td>
</tr>
<tr>
<td>New or novel product</td>
<td>[2,12-15,17,18,20]</td>
<td>72% reported trying e-cigarettes because they were something new, cool, or fun [12]</td>
</tr>
<tr>
<td>Smoking cessation</td>
<td>[4,5,8-13,15,17-19]</td>
<td>8.5% report using e-cigarettes to quit smoking [9]</td>
</tr>
</tbody>
</table>

Advertisement Descriptions and Context

Among the 38 e-cigarette advertisements reviewed, 11 advertisements were for BLU, 7 for JUUL, 6 for VUSE, 1 for CUE, 3 for FIN, 3 for LOGIC, 3 for O2PUR, 2 for VERO, 1 for FreeBoxMod, and 1 for VCHIC. Of the 38 advertisements reviewed, 73.7% (28/38) included people, with 16 of 28 advertisements featuring individuals as couples or in groups. Most advertisements featured people who appeared to be white (25/38) or black (10/38), with 9 advertisements showing more than one race in the advertisement. Among the 28 advertisement showing people, 17 included both male and female actors, 6 had male actors only, and 5 had female actors only. Additionally, among advertisements featuring people, most showed individuals who appeared to be 19-30 years old (15/28) or 31-40 years old (14/28). The most common settings for advertisements were during recreational activities (eg, party or camping; 13/38), in a city (11/38), or within an individual’s home (10/38), followed by advertisements showing a person’s workplace (5/38). Many advertisements showed individuals using e-cigarettes in a variety of settings. For example, advertisements showed individuals using e-cigarettes at home, work, school, in social settings (eg, at a bar), and while doing recreational activities (eg, biking, camping). Many of the advertisements (eg, VUSE) used incredible graphic designs with the use of...
vibrant colors, animation, music, and setting transitions. While all the advertisements utilized action-oriented videography to market their products, they varied in terms of being virtual animation only, real-life settings, or a mix of both. Finally, advertisements also frequently included narration and taglines related to the product. Phrases included, “Take back your freedom” (BLU), “Make the switch” (JUUL), “Satisfying; It’s that simple” (LOGIC), and “Real draw, real taste, real satisfaction” (VUSE).

Advertisements and Vaping Influences

Among the 38 advertisements reviewed, all 4 of the main influences identified in the scoping review (personal, relational, environmental, and product) and the majority of subthemes in the framework were present. Parental and sibling use and exposure to advertisements were not present in the advertisements analyzed. However, there was mention of siblings and spouses being more accepting of vaping than smoking (eg, JUUL). The majority of advertisements (97%; 37/38) had at least one influence related to the product, and 20 advertisements (20/38, 53%) included at least one element related to relational influences. Additionally, 16 advertisements (16/38, 42%) included elements related to personal influences, and 9 (9/38, 24%) included environmental influences. The most common influences present in vaping advertisements included the product as new or innovative (30/38), the positive sensory experience of vaping (20/38), the ability of vaping to enhance social acceptance (18/38), and vaping as an alternative to smoking (18/38). In sum, all the advertisements included at least one influence, with an average of 4.39 (SD 0.31) influences per advertisement (range 1-10).

Furthermore, advertisements often emphasized the ability to derive “satisfaction” from the product (eg, LOGIC, VUSE, CUE, and FIN). Common words and phrases included “100% flavor,” “satisfaction at last,” “satisfaction,” “real satisfaction,” “unrivaled taste satisfaction,” and “a truly satisfying taste” and encouraged consumers to “draw” and “taste” the array of flavors. Additionally, companies like BLU, JUUL, VERO, and VCHIC presented their product as an “alternative” to smoking and included phrases like “make the switch” and “rise from the ashes.” See Table 2 for the number of advertisements with a particular influence and examples of how the influence was presented within the advertisement.

Table 2. Content analysis of vaping advertisements.

<table>
<thead>
<tr>
<th>Influences</th>
<th>Number of ads</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal (n=16)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Removal of negative affect</td>
<td>4</td>
<td>“Now that I’ve switched to BLU, I feel so much better about myself” (BLU 1056056)</td>
</tr>
<tr>
<td>Recreation</td>
<td>4</td>
<td>Actor (man) hiking, bicycling, and intent to race car while vaping (BLU 1075930)</td>
</tr>
<tr>
<td>Curiosity</td>
<td>10</td>
<td>“Try CUE These risk free, and change your life” (CUE 1717816)</td>
</tr>
<tr>
<td><strong>Relational (n=20)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family approval</td>
<td>4</td>
<td>Adult son on the switch from smoking to vaping based on his mother’s suggestion. “This [the switch to JUUL] came from her [Mother], really.” (JUUL 2059571)</td>
</tr>
<tr>
<td>Parent use</td>
<td>0</td>
<td>No explicit mention of parent use leading to vaping.</td>
</tr>
<tr>
<td>Sibling use</td>
<td>0</td>
<td>No explicit mention of sibling use leading to vaping.</td>
</tr>
<tr>
<td>Peer use</td>
<td>3</td>
<td>“It was a friend of mine that said, why wouldn’t you just try the JUUL?” (JUUL, 2060997)</td>
</tr>
<tr>
<td>Enhance social capital</td>
<td>12</td>
<td>“I can whip out my BLU and not worry about scaring that special someone away,” (BLU 1056056).</td>
</tr>
<tr>
<td>Enhance social acceptance</td>
<td>18</td>
<td>“There was a time when no one was offended by it [smoking]. That time has come again” (FIN, 1044824)</td>
</tr>
<tr>
<td><strong>Environmental (n=14)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Easy to access or use</td>
<td>9</td>
<td>“Truly vaping made easy,” (CUE 171816)</td>
</tr>
<tr>
<td>Cost</td>
<td>13</td>
<td>“VCHIC saves me over $150 dollars a month” (VCHIC 1089981)</td>
</tr>
<tr>
<td><strong>Product (n=37)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Discreet</td>
<td>17</td>
<td>“A better way to enjoy everything you love about smoking, only without the smell” (CUE 1717816)</td>
</tr>
<tr>
<td>Positive sensory experience</td>
<td>20</td>
<td>“Real draw, real taste, real satisfaction” (VUSE, 2148838)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>“Four new flavors to awaken your senses (VUSE, 1266750)</td>
</tr>
<tr>
<td>Less harmful</td>
<td>5</td>
<td>“Definitely has all the stuff I want, and not all the bad stuff” (FIN 1148496)</td>
</tr>
<tr>
<td>New or novel product</td>
<td>30</td>
<td>“Innovation has changed the world, moving us all forward, isn’t it time smoking changed too?” (VUSE 2148838)</td>
</tr>
<tr>
<td>Smoking cessation</td>
<td>18</td>
<td>“I was a pack -a-day smoker for more than 30 years…(until I switched to JUUL),” (JUUL, 2346024)</td>
</tr>
</tbody>
</table>
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Discussion

Principal Findings

The factors influencing youth vaping are varied, complex, and multidimensional. A scoping review of the extant literature identified 16 major influences associated with youth vaping, which fell under the categories of personal, relational, environmental, and product-related factors. These findings indicate that vaping among youth is prompted by a variety of factors and not just one factor alone. To date, however, prevention campaigns have typically focused on addressing perceptions of harmlessness. For example, a recent review of 21 prevention interventions across North America confirmed that these efforts frequently appeared to be designed to teach youth about the dangers of vaping and encouraging them to refrain from or to stop vaping [33]. While these efforts are a much-needed step forward, the findings from this scoping review present more than just perceptions of harmlessness as influencing youth uptake and include curiosity, social factors, and stress and anxiety, to name a few. The provision of information on the harms is a common response to substance use [34], but with little evidence to support its effectiveness [35,36]. While it is important to relay information and implement protective policies, it is also important to acknowledge other factors at play. Hyshka [34] suggested that prevention interventions for substance use target the social determinants rather than the individual behavior to improve young people’s health and well-being. In this regard, prevention efforts for vaping would benefit from a deeper understanding of the various and relevant reasons and pathways to vaping among youth populations and should develop holistic interventions driven by youth.

The TV advertisements reviewed were found to tap into almost all of the reasons that youth cite for taking up e-cigarettes. The most highly cited reasons were most prominent in the ads, including a focus on relational aspects of vaping and product-related benefits, such as a positive sensory experience. Similar to the findings of the present study, a recently published focus group study that analyzed e-cigarette advertisements with 39 non-vaping adolescents found that the perceived social benefits, like increased friendships, and product-related appeals, like the innovative design and variety of flavors, presented in the advertisements were major draws to trying e-cigarettes [37]. The present study builds on these findings even further and adds to a growing evidence base that adolescents are indeed the target market for e-cigarette advertisers, despite claims that this is not the case. In addition, findings from this study shed light on how advertisements are successfully drawing this demographic into vaping, offering tangible results that tobacco control advocates can draw upon to inform the development of policies and interventions to combat these marketing strategies.

Rather than emphasizing the use of e-cigarettes to address nicotine addiction, the advertisements emphasized e-cigarettes as a solution to maintain nicotine dependence by portraying e-cigarettes as an innovative way to get the nicotine fix most commonly associated with cigarettes. While phrases like “make the switch” by JUUL may appear to suggest e-cigarettes as tools for smoking cessation, it does not appear to be the intention of these advertisements or the e-cigarette companies. For example, JUUL advertisements (eg, JUUL, 2060997) include a warning that says: “JUUL is not a smoking-cessation product and has not been approved by the FDA for the treatment, prevention, or cure of any specific disease or condition.” Despite this, e-cigarette companies like JUUL still benefit from lax regulations and the ability to advertise their products as an alternative nicotine product. Adding to this, many of the advertisements ridiculed traditional cigarettes for being outdated. In this regard, e-cigarette companies are differentiating themselves from traditional cigarettes by minimizing, and even attempting to eradicate, any relationship with the stigmatized cigarette. To promote e-cigarettes as a solution to get a nicotine fix and, at the same time, purposefully convey e-cigarettes as unrelated to cigarettes are in direct opposition to the mandate that they are marketed as a cessation aid for cigarette smokers. Additionally, most e-cigarette pods contain up to three times the amount of nicotine compared to a pack of combustible cigarettes [38], which further contradicts the notion that e-cigarettes are for the purposes of cessation.

Comparison to Prior Work

That the TV advertisements largely tapped into the influence of peers and relationships, one of the most commonly cited influences on uptake in the scoping review results, is noteworthy. Peers become an important influence during the adolescent stage of development, with social networks and social acceptance essential parts of positive identity development [39-41]. This establishment of identity and acceptance in a social group has been termed entitativity [42,43]. A high sense of entitativity is associated with improved peer relationships and self-efficacy, and a low sense of entitativity is associated with poor views of self and peers [42]. Entitativity occurs with youth as they identify with a social group to gain social acceptance and respect [41]. For youth, entitativity alters perceptions and beliefs and increases willingness to participate in risky health-related activities [41]. For example, entitativity in smoking groups has been found to lend to more homogenous opinions and reinforces positive perceptions of smoking [43,44]. Furthermore, individuals that strongly identify with smoking groups are more likely to resist antismoking campaigns [44]. Similar to smoking, e-cigarettes allow youth to form a community based on the inclusion criteria of vaping, which enables opportunities for increasing social networks and establishing a group identity [45,46]. Narratives of social identity and belonging around e-cigarette use have a powerful impact on youth, not only for shaping positive attitudes around vaping but also for resisting prevention efforts. Indeed, the advertisements reviewed in the present study may serve as a pre-emptive measure to keep youth vaping despite the roll out of anticipated antivaping campaigns and interventions.

Despite most of the advertisements being 30-60 seconds long, they still managed to convey e-cigarettes as less harmful than traditional cigarettes by presenting them as the cleaner alternative to cigarettes or as a cessation aid. This is similar to the findings of Richardson and colleagues [47], who found that online advertisements prioritized messages of reduced harm within their short window of advertising time. This is concerning...
because there is no basis to make claims of reduced harm, and a lack of knowledge should not be conflated with no harm. Even more concerning is that youth are particularly vulnerable to these messages [24,48]. Making unfounded claims around harmlessness supports misperceptions of e-cigarette safety, promotes uptake, delays cessation, and encourages dual use of tobacco products [49,50], the latter of which has recently been found to significantly compound long-term health risks, including chronic obstructive pulmonary disease [51] and stroke [52]. Making modified risk claims, therefore, contributes significantly to the burden of population-level harm.

It is also noteworthy that the advertisements promoted the ability to use e-cigarettes in a variety of contexts, including contexts where traditional cigarette smoking is banned, such as indoors or in urban areas, because of their sleek design and lack of odor [53,54]. Vaping is essentially a way to avoid smoke-free policies due to a current lack of regulations [55,56]. In this regard, these advertisements reinforce already problematic patterns of use among youth, such as hiding it from parents [54,57] or using e-cigarettes in challenging contexts, like schools [58,59]. By reinforcing the ability to vape anywhere, harmful patterns of use will likely increase.

A prominent theme in the ads was the incitement of curiosity through presentation of vaping as something new. Curiosity is a predictor of youth starting to vape, and curiosity about vaping is often associated with increased exposure to advertisements [60-62]. e-Cigarette use in the advertisements is framed in such a way as to peak curiosity through increasing novelty, going against the norm, and messages that these products are innovative. Curiosity is a powerful experience for youth that appears to inform both smoking and vaping behavior. These findings add further support to the idea that exposure to advertisements is informing youth vaping behavior.

Using stunning sensory appeals, such as through graphical displays that emphasize the visual appeal of sleek technological designs, and the pleasurable taste and smell of e-cigarettes, the advertisements play to the sensation-seeking needs of youth. Adolescence is a period of psychosocial development where it is more likely that an individual will engage in sensation seeking than at other developmental stage [63]. Other researchers confirm that e-cigarette advertisements capitalize on this sensation-seeking behavior by emphasizing pleasurable sensations, such as flavors or odor produced by the e-juice [37,64-66]. The advertisements reinforce the belief that e-cigarettes will satisfy the sensation-seeking needs of youth by highlighting the sensory experience that comes with e-cigarette use in their animations, graphics, and music. The high rates of vaping among youth can be attributed to these strategic, developmentally targeted, marketing tactics.

**Future Research**

Youth vaping is a concern, and there is a growing need for comprehensive strategic plans to curtail youth vaping. One strategy is to provide stronger and clearer regulations for vaping ads. Given the findings of this study, we see that many advertisements inadvertently or directly included elements in advertisements that tap into key influences of vaping among youth. Thus, we can conclude that the current regulations are not having the intended impact. Findings from this study suggest that future research should explore the development and impact of regulations that consider the personal, relational, environmental, and product influences that are most meaningful for youth and ensure that these are limited in vaping advertisements. For example, regulations should restrict the sensory-appeal tactics in advertisements.

In addition, while this study looked at influences on e-cigarette use among the general population of youth and how advertisements tapped into these influences, it would be interesting to examine differences according to developmental stage. Broadly, adolescence is a time when youth are learning to assert their independence, try new tasks, and seek out support from peers more so than parents, which influences risky health behaviors like vaping [67]. Thus, future research should look at stages of adolescent development in relation to susceptibility to advertising and motivations around vaping (eg, early adolescence [10-13 years old], middle adolescence [13-15 years old], late adolescence [15-19 years old]). As seen in other tobacco prevention efforts [68], this would lend to more targeted efforts to curb youth vaping.

Research aimed at developing and evaluating interventions to curtail youth vaping is also needed. The findings of this study provide preliminary evidence for influencing factors that may be taken into consideration in interventions. Further research is needed to explore and understand how different populations of youth perceive e-cigarette advertisements and how the advertisements appeal to them. Finally, research that examines how different aspects of the advertisements may be playing to vulnerable populations, such as low-income groups, needs to be explored further.

**Limitations**

The findings of this study are limited to North American applications. Factors that influence use and the tactics of e-cigarette advertisements in other countries may be different. In addition, we do not know if reasons for uptake of e-cigarettes are the same for adults and is an area for future research. It is also important to note that the advertisement selection was limited to the iSpot.tv platform, and there may be other ads with nuances not captured in this study. Furthermore, while not all e-cigarette companies have TV advertisements, it is important to note that this study represents 10 out of over 450 brands now available [69]. Finally, the advertising landscape for e-cigarettes is a rapidly evolving space, in terms of content and delivery channels, and it is important to consider the study findings in light of changes in the field.

**Conclusions**

The findings of this study reveal the multidimensional influences on youth uptake of e-cigarettes. Importantly, this study also reveals how these influences are leveraged in e-cigarette advertisements. This contributes to a more nuanced understanding of how e-cigarette companies market their products and to whom. Understanding this is vital to our understanding of how to combat them.
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Abstract

Background: Racial and ethnic minority groups often face worse patient experiences compared with the general population, which is directly related to poorer health outcomes within these minority populations. Evaluation of patient experience among racial and ethnic minority groups has been difficult due to lack of representation in traditional health care surveys.

Objective: This study aims to assess the feasibility of Twitter for identifying racial and ethnic disparities in patient experience across the United States from 2013 to 2016.

Methods: In total, 851,973 patient experience tweets with geographic location information from the United States were collected from 2013 to 2016. Patient experience tweets included discussions related to care received in a hospital, urgent care, or any other health institution. Ordinary least squares multiple regression was used to model patient experience sentiment and racial and ethnic groups over the 2013 to 2016 period and in relation to the implementation of the Patient Protection and Affordable Care Act (ACA) in 2014.

Results: Racial and ethnic distribution of users on Twitter was highly correlated with population estimates from the United States Census Bureau’s 5-year survey from 2016 ($r^2=0.99$; $P<.001$). From 2013 to 2016, the average patient experience sentiment was highest for White patients, followed by Asian/Pacific Islander, Hispanic/Latino, and American Indian/Alaska Native patients. A reduction in negative patient experience sentiment on Twitter for all racial and ethnic groups was seen from 2013 to 2016. Twitter users who identified as Hispanic/Latino showed the greatest improvement in patient experience, with a 1.5 times greater increase ($P<.001$) than Twitter users who identified as White. Twitter users who identified as Black had the highest increase in patient experience postimplementation of the ACA (2014-2016) compared with preimplementation of the ACA (2013), and this change was 2.2 times ($P<.001$) greater than Twitter users who identified as White.

Conclusions: The ACA mandated the implementation of the measurement of patient experience of care delivery. Considering that quality assessment of care is required, Twitter may offer the ability to monitor patient experiences across diverse racial and ethnic groups and inform the evaluation of health policies like the ACA.

\textit{(J Med Internet Res 2020;22(8):e17048)} doi:10.2196/17048
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Introduction
In the United States, racial and ethnic minority populations experience suboptimal access to quality health care [1]. Since patient experience is strongly associated with quality health care [2-4], lower quality health care within these groups may be attributed to poorer patient experiences. Because of these poorer experiences by racial and ethnic minorities, authentic patient experience can be difficult to capture in traditional health care research. For instance, a systematic review of 44 articles showed that mistrust, stigmatization, fears, and lack of access to information prevented racial and ethnic minority groups from participating in health research [5].

Most research surrounding patient experience has been conducted by the health care system, whereby quality assessments about patient experience are retrieved from the health care institution that is providing these health care services to the patients [1,6-8]. Therefore, fear of consequences of reporting negative feedback to the health care institution that is responsible for respondents’ care may bias the results of these studies [9-11]. The validity of health care–based surveys about patient experience are put into question because a strong correlation between positive patient satisfaction and response rate has been documented [12-14]. Research suggests that levels of reported patient satisfaction with health care may be inflated due to high risks of response bias, especially among racial and ethnic minorities who have historically received poor treatment and care [13]. For example, White patients are more likely to respond to health care surveys compared with racial and ethnic minorities [15,16] and are overrepresented in many health care studies about patient experience and care [17].

Measurement of patient experience has also gained recognition as a component of the Patient Protection and Affordable Care Act (ACA) of 2010 [18]. The ACA was enacted in order to improve the access to health care through the expansion of public health coverage, improve affordability of health insurance, and make the health care system more accountable to diverse patient populations, like racial and ethnic minorities that have historically had a lack of health coverage [19]. Since the ACA’s major provisions came into force in 2014, as of 2016, it is estimated that up to 24 million additional people have received insurance coverage [20]. Additionally, the law repeatedly refers to the importance of patient-centeredness, patient satisfaction, and the measurement of patient experience of care, highlighting the importance of accurately measuring these patient-reported experiences [21,22]. Therefore, novel approaches are needed to better understand patient experience, especially among underrepresented racial and ethnic minority groups, which could also shed light on the impact of new health care policies and changing legislation, such as the implementation of the ACA.

Data derived from Twitter may offer an opportunity to capture authentic patient experiences and broaden the view of existing health care surveys on patient satisfaction. Twitter is a popular social networking and microblogging service that has over 330 million active users worldwide and approximately 500 million tweets per day [23,24]. Tweets are limited to 280 characters and have been recognized as a source of organic sentiment and opinions [25]. The Twitter platform has been widely recognized as a source to monitor public sentiment across a spectrum of health-related issues, including mental health [26-28], vaccination [29], and smoking [30]. Most recently, Twitter has emerged as a potential source of information for capturing hospital and health care experiences of sexual minorities [31,32]. Considering that a greater proportion of Black and Hispanic users are on Twitter [33,34], data collected from this social media platform may make it possible to capture patient experiences from minority populations that are typically underrepresented in traditional research on patient satisfaction.

This study seeks to evaluate the ability of Twitter to monitor patient experiences in racial and ethnic minority groups in the United States. Specifically, we examined tweets about patient experience among racial and ethnic groups, including White, Black, Hispanic/Latino, Asian/Pacific Islander, and American Indian/Alaska Native patients in the United States. We further investigated trends in sentiment of these tweets across race and ethnicity from 2013 to 2016. Lastly, we explored changes in patient experience sentinel postimplementation of the ACA (2014-2016) to preimplementation of the ACA (2013) across racial and ethnic groups to understand the potential impact of this health policy on racial and ethnic disparities in patient experience.

Methods

Patient Experience Data Set
This study used a previously established Twitter patient experience data set to investigate racial and ethnic disparities in patient experience in the United States [35]. This patient experience data set was created from a support vector machine–based supervised machine learning classifier that was iteratively built to specifically identify tweets related to patient experience. A patient experience tweet was defined as any tweet that discussed any exposure to health care, such as care received in a hospital, urgent care, or any other health institution.

We used a geolocation inference engine validated by a previous study for the patient experience data set [35] that used a combination of users’ profiles, GPS, and the Google Maps Geocoding application programming interface to identify the geographic location of the user. A total of 2,759,257 tweets were labeled as patient experience tweets from February 1, 2013, to February 28, 2017, out of which 876,384 (31.76%) tweets were inferred to one of the 50 US states, the District of Columbia, or the US Virgin Islands by the geolocation inference engine [35]. To align our analyses with the 2016 census data, we excluded data from 2017. In total, 851,973 geolocation inference tweets were used in this analysis.
Patient Experience Sentiment

We used natural language processing to measure the sentiment of all patient experience tweets. The sentiment of patient experience tweets was determined using a widely accepted lexicon and rule-based sentiment classifier for microblogs, Valence Aware Dictionary for Sentiment Reasoner (VADER). VADER is based on a pattern library that is trained from human-annotated words commonly found in product reviews [36,37]. VADER is often used for product reviews and news articles and therefore does not always contain similar text-based characteristics to Twitter. Therefore, we appended VADER’s dictionary and rules to provide broader representation for Twitter, such as incorporating over 110 emojis and their respective sentiment scores [38]. VADER computes sentiment for each word and generates a compound score for the sentence by summing the sentiment score of each word. We considered sentiment score to be positive if the mean compound score was greater than or equal to 0.3 and negative if the score was less than or equal to −0.3. Mean compound scores between −0.3 and 0.3 were considered neutral.

Classification of Race and Ethnicity

The relationship between surname distribution and population structure dates to the 19th century [39,40]. More recently, the Human Genome Diversity Project has shown a strong correlation of surnames and genetic linkages between human groups [41], which has caused name-based classification of race and ethnicity to be frequently used in population-based studies to identify racial and ethnic identities when information is not directly available [39]. In 2010, the United States Census Bureau conducted a study to develop a classification system to identify racial and ethnic identities associated with a list of names from the 2010 decennial survey [42]. In this study, surnames were recorded for 295 million people (95.5% of the population) and surnames with a frequency of 100 or more were used to identify race and ethnicity. These 162,253 names cover 90% of the people recorded in the United States Census Bureau decennial survey in 2010.

Therefore, we used the United States Census Bureau surname classification system [43] to build a surname classifier to identify race and ethnicity in our Twitter population. The profile names of Twitter users were collected and matched to the United States Census Bureau surname classification database (N=162,253) to identify the race and ethnicity of Twitter users in our study [42]. Racial and ethnic categorizations were based on the categories used in the United States Census Bureau 2010 decennial survey, which included White, Black, Hispanic/Latino, Asian/Pacific Islander, and American Indian/Alaska Native persons. Out of the 851,973 geolocation tweets, 392,215 tweets were used that had racial and ethnic inferred information in the analyses presented in this study.

Statistical Analysis

We used two methods to compare the racial and ethnic distribution of our Twitter data with the 5-year US census estimates for 2016. We first used the Kendall τ rank correlation to compare the ranking of the states by number of users that tweeted about patient experience and compared this with the rank of populations by state based on United States Census Bureau’s 2016 American Community Survey 5-year estimates. Second, we quantified the strength of the correlation of distribution across race and ethnicity for each state with a Pearson correlation test and reported the $r^2$ coefficient variable.

We identified the relative difference in sentiment of patient experience across race and ethnicity using ordinary least squares regression. To examine the change in sentiment in patient experience across race and ethnicity from 2013 to 2016, we included a year × race/ethnicity interaction term and tested its significance in the ordinary least squares regression model. To evaluate the potential impact of the implementation of the ACA’s full provisions in 2014, we generated a dichotomous dummy variable to distinguish between the two time periods of preimplementation (2013) versus postimplementation of the ACA’s provisions (2014–2016), along with the interaction terms between that variable and the variable of race and ethnicity. This study received approval from the Boston Children Hospital’s Institutional Review Board.

Results

Geographic Distribution of Patient Experience Across Race and Ethnicity

The results between the distribution of Twitter users per state and the population estimates from the 2016 census 5-year survey show that Kendall τ was 0.845 ($P<.001$) and Pearson coefficient $r^2$ was 0.99 ($P<.001$), as illustrated in Figure 1. The Kendall τ rank correlation was highest for the distribution of Hispanic/Latino patients (tau-b=0.74), followed by Black (tau-b=0.62), White (tau-b=0.57), Asian/Pacific Islander (tau-b=0.47), and lastly American Indian/Alaska Native patients (tau-b=0.40), with all $P$ values <.001. The Pearson $r^2$ coefficient for the correlation between the patient experience user counts per state and the corresponding population estimates by the US census was highest for Hispanic/Latino patients ($r^2=0.98$), followed by Asian/Pacific Islander ($r^2=0.91$), White ($r^2=0.85$), Black ($r^2=0.91$), and lastly American Indian/Alaska Native patients ($r^2=0.59$), with all $P$ values <.001, as seen in Figure 2.
Figure 1. Correlation between the patient experience user counts per state and the corresponding population estimates by US census. PTE: patient experience.

Figure 2. Correlation between the patient experience user counts per state and the corresponding population estimates by the US census by racial and ethnic group from 2013 to 2016.
Patient Experience Sentiment Across Race and Ethnicity From 2013 to 2016

Table 1 shows the descriptive statistics of the mean, median, and standard deviation across each racial and ethnic group for each year and the overall average. The overall mean sentiment from 2013 to 2016 was highest for White patients, followed by Black, Asian/Pacific Islander, Hispanic/Latino, and lastly American Indian/Alaska Native patients, as shown graphically in Figure 3. Baseline patient experience sentiment in 2013 was the highest for White patients, followed by Black, Asian/Pacific Islander, Hispanic/Latino, and then American Indian/Alaska Native patients. In 2014, the patient experience sentiment was the highest for Black patients, followed by White, Hispanic/Latino, Asian/Pacific Islander, and then American Indian/Alaska Native patients. In 2015, the patient experience sentiment was the highest for White patients, followed by Black, Hispanic/Latino, Asian/Pacific Islander, and then American Indian/Alaska Native patients. Lastly, in 2016 the patient experience sentiment was the highest for White patients, followed by Black, Asian/Pacific Islander, Hispanic/Latino, and then American Indian/Alaska Native patients.

Table 1. Patient experience sentiment raw scores by racial and ethnic group from 2013 to 2016.

<table>
<thead>
<tr>
<th>Race and year</th>
<th>Tweets, n</th>
<th>Sentiment, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>White</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>109,656</td>
<td>−0.043 (0.478)</td>
</tr>
<tr>
<td>2014</td>
<td>89,540</td>
<td>−0.018 (0.478)</td>
</tr>
<tr>
<td>2015</td>
<td>63,459</td>
<td>−0.004 (0.480)</td>
</tr>
<tr>
<td>2016</td>
<td>58,079</td>
<td>−0.005 (0.481)</td>
</tr>
<tr>
<td><strong>Black</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>5552</td>
<td>−0.087 (0.478)</td>
</tr>
<tr>
<td>2014</td>
<td>5121</td>
<td>0.004 (0.489)</td>
</tr>
<tr>
<td>2015</td>
<td>3216</td>
<td>−0.036 (0.484)</td>
</tr>
<tr>
<td>2016</td>
<td>2766</td>
<td>−0.024 (0.492)</td>
</tr>
<tr>
<td><strong>Hispanic/Latino</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>12,825</td>
<td>−0.094 (0.487)</td>
</tr>
<tr>
<td>2014</td>
<td>9495</td>
<td>−0.069 (0.491)</td>
</tr>
<tr>
<td>2015</td>
<td>6254</td>
<td>−0.037 (0.490)</td>
</tr>
<tr>
<td>2016</td>
<td>5654</td>
<td>−0.038 (0.492)</td>
</tr>
<tr>
<td><strong>Asian/Pacific Islander</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>5734</td>
<td>−0.092 (0.478)</td>
</tr>
<tr>
<td>2014</td>
<td>4797</td>
<td>−0.059 (0.480)</td>
</tr>
<tr>
<td>2015</td>
<td>3949</td>
<td>−0.056 (0.500)</td>
</tr>
<tr>
<td>2016</td>
<td>3708</td>
<td>−0.033 (0.484)</td>
</tr>
<tr>
<td><strong>American Indian/Alaskan Native</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2013</td>
<td>310</td>
<td>−0.154 (0.456)</td>
</tr>
<tr>
<td>2014</td>
<td>304</td>
<td>−0.085 (0.477)</td>
</tr>
<tr>
<td>2015</td>
<td>258</td>
<td>−0.078 (0.465)</td>
</tr>
<tr>
<td>2016</td>
<td>238</td>
<td>−0.034 (0.485)</td>
</tr>
</tbody>
</table>
The linear regression model using race as the predictor variable is shown in Table 2. Compared with White patients, other racial and ethnic groups had statistically significant lower patient experience sentiments. American Indian/Alaska Native patients had the lowest patient experience sentiment, with a patient experience sentiment score that was 0.070 points less than White patients ($P<.001$). This was followed by Hispanic/Latino patients, with 0.046 fewer patient experience sentiment points ($P<.001$), then Asian/Pacific Islander patients, who had 0.042 fewer patient experience sentiment points ($P<.001$), and then Black patients, with 0.017 fewer patient experience sentiment points than White patients ($P<.001$). A graph of the average patient experience sentiment by race from 2013 to 2016 is depicted in Figure 3.
Table 2. Ordinary least squares modeling effects of year and racial and ethnic group on patient experience sentiment.

<table>
<thead>
<tr>
<th>Predictor variables</th>
<th>Model 1: combined years</th>
<th>Model 2: yearly change</th>
<th>Model 3: pre-post ACA&lt;sup&gt;a,b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Coefficient</td>
<td>P value</td>
<td>Coefficient</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>-0.0215&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>-28.21&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Black</td>
<td>-0.0171&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>-9.08&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>-0.0460&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>-14.19&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>-0.0419&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>-8.77&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>-0.0702&lt;sup&gt;c&lt;/sup&gt;</td>
<td>&lt;.001</td>
<td>-46.71&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Change over years 2013-2016</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>—</td>
<td>—</td>
<td>0.014&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Black</td>
<td>—</td>
<td>—</td>
<td>0.0045&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>—</td>
<td>—</td>
<td>0.0070&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>—</td>
<td>—</td>
<td>0.0043&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>—</td>
<td>—</td>
<td>0.0232&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Baseline Pre-ACA (2013)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Black</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Black</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Hispanic/Latino</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Asian/Pacific Islander</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>American Indian/Alaska Native</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>ACA: Affordable Care Act.
<sup>b</sup>Change from preimplementation to postimplementation of the ACA.
<sup>c</sup>Reference category.
<sup>d</sup>Not applicable.

Changes in Patient Experience Sentiment Across Race and Ethnicity

The changes in slope for patient experience sentiment across each racial and ethnic group are shown in regression model 2 in Table 2 and visually displayed in Figure 4. The largest increase in mean sentiment for all racial and ethnic groups was seen from 2013 to 2014, and mean sentiment continued to increase in 2015 and 2016, as illustrated in Figure 4. The ordinary squares regression model 2 showed that the yearly increase in patient experience sentiment was 0.014 points (<i>P</i>&lt;0.001), and for Hispanic/Latino patients it was 0.021 (<i>P</i>&lt;0.001). For Black patients, it was 0.0185 points (<i>P</i>=0.21), for Asian/Pacific Islander patients it was 0.0183 (<i>P</i>=0.19), and for American Indian/Alaska Native patients the yearly increase was 0.037 (<i>P</i>=0.08).
Patient experience increased in all racial and ethnic groups postimplementation of the ACA’s full provisions (2014-2016) compared with preimplementation of the ACA (2013), which is shown in regression model 3 in Table 2. Twitter users who identified as Black experienced a 0.0718-point ($P < .001$) change in patient experience sentiment when comparing preimplementation and postimplementation of the ACA’s full provisions. Twitter users who identified as White experienced a 0.0330-point ($P < .001$) change in patient experience sentiment from preimplementation to postimplementation of the ACA’s full provisions.

**Discussion**

**Monitoring Patient Experience Sentiment of Racial and Ethnic Minority Groups Using Twitter**

This study used a machine learning classifier on patient experience with data captured from Twitter to measure changes in patient experience sentiment in the United States across racial and ethnic groups. Over 2.8 million tweets about patient experience were collected and a strong correlation between the distribution of users by race and ethnicity per state and the corresponding population estimates by the US census was seen. These findings showcase a promising approach for using Twitter to capture patient health care experiences of minority racial and ethnic groups. We were also able to compare patient experiences across racial and ethnic groups and found similar disparities in patient experience that have been shown in previous patient satisfaction surveys [44,45]. Twitter users who identified as White tweeted more positively about their health care experiences compared with all other racial and ethnic groups in our study. The Hospital Consumer Assessment of Healthcare Providers and Systems, a survey overseen by the Agency for Healthcare Research and Quality that asks patients to report their health care experiences, has yielded similar results, with non-Hispanic White patients reporting better experiences compared with all other racial and ethnic groups [7]. However, this same survey found that Asian patients reported the worst disparities in hospital experiences compared with White patients [7].

There is a large absence of data from American Indian/Alaska Native patients about their experiences with health care [46]. The limited studies on American Indian/Alaska Native patients have shown that they report high levels of discrimination [47], mistrust, and low satisfaction [46]. Additionally, American Indian/Alaska Native patients have the highest health burden of illness, injury, and premature mortality [48-50]. Results from our study suggest that Twitter users who identified as American Indian/Alaska Native tweeted most negatively about their patient experience, which appears consistent with existing findings. This also indicates that Twitter may be a valuable source to capture information about this vulnerable patient group that is often difficult to capture in traditional surveys [46].

Fear about the consequences of reporting negative feedback about health care experiences is a common concern because patients who do not have good experiences with their health care system or medical providers are less likely to respond to a survey administered directly by their health care institution that provided them the care [13]. On social media platforms like Twitter, users may feel unhindered in posting content and therefore share their authentic narratives and perspectives, such as their interactions with health care services, which may be especially important in the context of experiences among racial and ethnic minorities [51]. For instance, Black Twitter users have used Twitter to foster a community network to generate public conversation about their experiences. In particular, they highlight inequities and discrimination they face [51], which can include interactions with health care services. Results from our study may overlap with this community network of Black
Twitter users, whereby more negative reporting of patient experiences was observed among Black users compared with White users.

The Affordable Care Act and Patient Experiences Across Race and Ethnicity

From 2013 to 2016, tweets about patient experience declined in negative sentiment across all racial and ethnic groups. This may suggest that users experienced fewer negative experiences in health care during this time. Twitter users who identified as Hispanic/Latino experienced a 1.5 times greater decline in negative sentiment in our study than White Twitter users, a change that may be attributed to improvements in care delivery and potentially increased access and insurance coverage within this population group between the years of 2013 and 2016. The Patient Protection and Affordable Care Act’s major provisions came into effect in 2014, and they specifically aimed to expand the quality of care and public health coverage for racial and ethnic minorities [52,53], who historically have been less likely to receive quality care and insurance compared with White patients. As a result of the implementation of the ACA, racial and ethnic minorities showed the largest gains in health insurance coverage [54-58]. From 2013 to 2016, a report from the Kaiser Family Foundation showed that Hispanic/Latino patients experienced the greatest decrease in uninsured rates compared with any other racial or ethnic group [58]. Greater insurance coverage among Hispanic/Latino patients may have led to improvement in patient experiences within this group. While it is difficult to draw conclusions from the findings in our study, it is promising that the greatest increases in patient experience sentiment on Twitter from 2013 to 2016 were observed among Hispanic/Latino patients, which parallels the reports of changing insurance coverage during this period. The Kaiser report also reported that Black and Asian/Pacific Islander patients experienced a reduction in uninsured rates, but this change was not as great as the change experienced among Hispanic/Latino patients [58].

Regression results showed that patient experience sentiment increased postimplementation of the ACA’s full provisions (2014-2016) compared with preimplementation of the ACA (2013). While our yearly regression model identified that the highest change in sentiment by year was among Hispanic/Latino patients, Twitter users who identified as Black appeared to show the most improvement in patient experience in postimplementation compared with preimplementation of the ACA’s full provisions. This change in sentiment among Black Twitter users was 2.2 times greater than the change among White Twitter users. Our results are consistent with the 2016 National Healthcare Quality and Disparities Report from the Agency for Healthcare Research and Quality, which reported a narrowing of racial and ethnic disparities in care in 2014 [59,60]. In this report, it was documented that uninsured people received worse care, but after the implementation of the Affordable Care Act’s full provisions in 2014, there was an expansion of health coverage, especially among Black and Hispanic patients [1,59,61]. This decrease in the percentage of uninsured patients within these populations appears consistent with the rise in patient experience sentiment observed in our study following the full implementation of the ACA in 2014.

Limitations

Several limitations exist in our study. Certain populations may be excluded, which reduces the external validity of our results. Previous studies have indicated that a higher proportion of Twitter users are located in urban areas compared with rural areas, which may introduce further biases [62]. Additionally, when compared with the general population, Twitter is overrepresented by a younger population group aged 18 to 29 years [63,64], people who live in urban areas [43], and racial and ethnic minority groups [65]. On the other hand, specifically for this patient experience study, this sampling bias may have been beneficial for studying underrepresented minority populations [66,67]. Many disadvantaged groups have been shown to use social media and the internet to access health information, potentially as a means for overcoming their lack of access to adequate health care and health information [68,69]. For instance, Twitter has been used to document lesbian, gay, bisexual, transgender, and queer (LGBTQ) disparities in experience because of the higher representation of LGBTQ persons on Twitter compared with traditional surveys [31,32]. Our study used a nontraditional data set of free-forming discussions from Twitter that may capture a more authentic and truthful account of patient experiences than existing restricted hospital-based surveys, which are known to have issues of response and social desirability bias, especially among minority racial and ethnic groups [13].

We used a name-based classification system to identify race and ethnicity in this study. Therefore, our study may be limited, as this method may not have been able to fully capture race. For instance, names that could not be identified with a particular race or ethnicity using this classifier were excluded, and there is also the possibility that some names were identified incorrectly as the wrong race [39]. Additionally, name changes by marriage or for other legal reasons could not be accounted for with this system of classification. Furthermore, this name-based classification is based on preconceived race and ethnic group classifications defined by previous survey data from the United States Census Bureau’s 2010 Decennial Census. Thus, this classifier measured race and ethnicity as a single variable, which restricts the ability to depict the multifaceted nature or the complex heterogeneity found within each racial and ethnic group [70]. Lastly, our study revealed important trends in the changes in sentiment of patient experience tweets among racial and ethnic minority groups, and these paralleled similar trends related to increasing insurance coverage and access to care among minority groups following the implementation of the full provisions of the ACA in 2014. It is promising that our findings from Twitter appear consistent with these real-world changes, though it is important to recognize that our study cannot reveal whether changing conversations on Twitter are the direct result of the widespread health policy changes.

Conclusion

Social media platforms like Twitter may provide a novel method of capturing patient experiences of racial and ethnic minority populations beyond traditional surveys. Based on our study findings on Twitter, disparities in sentiment of patient experience...
across race and ethnicity appear to have declined from 2014 to 2016, which parallels similar positive changes in health care services for minority groups following the implementation of the ACA’s full provisions in 2014. Continuing to monitor these patient experiences across diverse racial and ethnic groups on Twitter could be used to explore the long-term impacts of broader changes in health policies, such as the Affordable Care Act, to ensure that these disparities continue to shrink over time.

Health care administrators, providers, and policy makers should consider the potential use of social media data as a method for augmenting existing measurement approaches and data sources for better understanding of patient experiences among underrepresented groups. These are particularly important steps that could inform efforts to improve the quality of care delivery among marginalized racial and ethnic minority groups.
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Abstract

Background: Although “infodemiological” methods have been used in research on coronavirus disease (COVID-19), an examination of the extent of infodemic moniker (misinformation) use on the internet remains limited.

Objective: The aim of this paper is to investigate internet search behaviors related to COVID-19 and examine the circulation of infodemic monikers through two platforms—Google and Instagram—during the current global pandemic.

Methods: We have defined infodemic moniker as a term, query, hashtag, or phrase that generates or feeds fake news, misinterpretations, or discriminatory phenomena. Using Google Trends and Instagram hashtags, we explored internet search activities and behaviors related to the COVID-19 pandemic from February 20, 2020, to May 6, 2020. We investigated the names used to identify the virus, health and risk perception, life during the lockdown, and information related to the adoption of COVID-19 infodemic monikers. We computed the average peak volume with a 95% CI for the monikers.

Results: The top six COVID-19–related terms searched in Google were “coronavirus,” “corona,” “COVID,” “virus,” “corona virus,” and “COVID-19.” Countries with a higher number of COVID-19 cases had a higher number of COVID-19 queries on Google. The monikers “coronavirus ozone,” “coronavirus laboratory,” “coronavirus 5G,” “coronavirus conspiracy,” and “coronavirus bill gates” were widely circulated on the internet. Searches on “tips and cures” for COVID-19 spiked in relation to the US president speculating about a “miracle cure” and suggesting an injection of disinfectant to treat the virus. Around two thirds (n=48,700,000, 66.1%) of Instagram users used the hashtags “COVID-19” and “coronavirus” to disperse virus-related information.

Conclusions: Globally, there is a growing interest in COVID-19, and numerous infodemic monikers continue to circulate on the internet. Based on our findings, we hope to encourage mass media regulators and health organizers to be vigilant and diminish the use and circulation of these infodemic monikers to decrease the spread of misinformation.

(J Med Internet Res 2020;22(8):e20673) doi:10.2196/20673
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Introduction

Globally, the internet is an extremely important platform for obtaining knowledge and information about the coronavirus disease (COVID-19) pandemic [1-3]. The Google Trends tool provides real-time insights into internet search behaviors on various topics, including COVID-19 [4]. Social media platforms such as Facebook, Twitter, and Instagram allow users to communicate their thoughts, feelings, and opinions by sharing short messages. A unique aspect of social media data from Instagram is that image-based posts are accessible, and the use of topic-related hashtags allows access to topic-related information for users [5]. In general, there is a growing interest
in examining social data to understand and monitor public behavior in real time [6,7].

Research on the internet and social data are called infodemiology or infoveillance studies [8]. Infodemiology is defined as “the science of distribution and determinants of information in an electronic medium, specifically the Internet, or in a population, with the ultimate aim to inform public health and public policy” [9]. Although several studies have been conducted using infodemiological methods in COVID-19 research, a limited number of studies have examined the extent of COVID-19–related misinformation on the internet [10-14]. We are defining an infodemic moniker to be a term, query, hashtag, or phrase that generates or feeds the misinformation circulating on the internet. These monikers can profoundly affect public health communication, giving rise to errors in interpretation, misleading information, xenophobia, and fake news [12-17]. In this context, we aimed to investigate the internet search behaviors related to COVID-19 and the extent of infodemic monikers circulating on Google and Instagram during the current pandemic period.

**Methods**

We used Google Trends and Instagram hashtags to explore internet search activities and behaviors related to the COVID-19 pandemic from February 20, 2020, to May 06, 2020. We investigated the following: names used to identify the virus, health and risk perception, lifestyles during the lockdown, and information related to the adoption of infodemic monikers related to COVID-19. The complete list of terms used to identify the most frequently searched queries in Google and hashtag suggestions for Instagram are presented in Multimedia Appendix 1.

The obtained infodemic monikers are characterized as follows:

1. **Generic**: The moniker confuses, due to a lack of specificity.
2. **Misinformative**: The moniker associates a certain phenomenon with fake news.
3. **Discriminatory**: The moniker encourages the association of a problem with a specific ethnicity and/or geographical region.
4. **Deviant**: The moniker does not identify the requested phenomenon.
5. **Other specificities**: We kept two additional points for special cases that prove to be exceptionally serious.

To determine the severity of the various infodemic monikers circulating on the internet, each moniker was assigned 1 to 2 points on the infodemic scale (I-scale) ranging from 0 (minimum) to 10 (maximum). Based on the sum of the I-scale scores, the infodemic monikers were classified as follows: not infodemic (0), slightly infodemic (1), moderately infodemic (2-4), highly infodemic (5-8), and extremely infodemic (9-10).

To assign points, we have adopted the following procedure:

- **Generic**: 1 point is assigned if the keyword is a scientific term but gives rise to misunderstanding (eg, “COVID” instead of “COVID-19”); 2 points are assigned if the keyword is a combination of two scientific terms that can be confused with previously used terms (eg, “SARS-CoV” instead of “SARS-CoV-2” or “SARS-COVID” instead of “SARS-CoV-2” and “COVID-19”).
- **Misinformative**: 1 point is assigned if the keyword can lead to both fake news pointing to individuals (eg, “coronavirus Bill Gates”); 2 points are assigned if the keyword is used to spread misinformation using unrelated or not officially confirmed sources (eg, “coronavirus laboratory”).
- **Discriminatory**: 1 point is assigned if the keyword refers to a specific country and incites unfounded, racial fear (eg, “coronavirus China”); 2 points are assigned if the keywords explicitly target a specific ethnicity (eg, “Chinese coronavirus”).
- **Deviant**: 1 point is assigned if the keyword expresses opinions to influence public opinion (eg, “ban china” or “china app”); 2 points are assigned if the keyword expresses a particular attitude to influence the public (eg, “china puppets” or “savage WHO”).
- **Other specificities**: 1 additional point is assigned when the adoption of a certain moniker is associated with real facts but involves serious health or economic risks (eg, “uv coronavirus”); 2 additional points are assigned when the adoption of a certain moniker involves only health risks (eg, “no sew mask” or “anti-mask protest”).

For each search keyword considered, Google Trends provided normalized data in the form of relative search volume (RSV) based on search popularity scale ranging from 0 (low) to 100 (highly popular). Using these RSV values, we computed the average peak volume (APC) with a 95% CI (for a Gaussian distribution) during the study period.

Instagram, a platform for image-based posts with hashtags, was also screened. We retrieved content based on hashtags through image classifiers every 3-4 days during the study period. All irrelevant content was excluded. The data collected included contents posted on Instagram and self-reported user demographic information. No personal information, such as emails, phone numbers, or addresses, was collected. The data from the Instagram hashtags were collected manually through the Instagram-suggested tags associated with specific countries.

All data used in the study were obtained from anonymous open sources. Thus, ethical approval was not required.

**Results**

The top five COVID-19–related infodemic and scientific terms used in Google searches were “coronavirus,” “corona,” “COVID,” “virus,” “corona virus,” and “COVID-19” (Figure 1). The most frequently used keywords globally were “coronavirus” (APC=1378, 95% CI 1246-1537), followed by “corona” (APC=530, 95% CI 477-610) and “COVID” (APC=345, 95% CI 292-398). Several keywords related to COVID-19 were identified (Table 1); of the top 10, four had an I-scale value >4: “corona,” “virus,” “corona virus,” and “coronavirus China.”
Table 1. Top infodemic and scientific Google searches related to coronavirus disease (COVID-19) globally.

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Total average peak volume</th>
<th>95% CI</th>
<th>I-scale score</th>
</tr>
</thead>
<tbody>
<tr>
<td>coronavirus</td>
<td>1378</td>
<td>1246-1537</td>
<td>4</td>
</tr>
<tr>
<td>corona</td>
<td>530</td>
<td>477-610</td>
<td>8</td>
</tr>
<tr>
<td>COVID</td>
<td>345</td>
<td>292-398</td>
<td>1</td>
</tr>
<tr>
<td>virus</td>
<td>239</td>
<td>212-292</td>
<td>6</td>
</tr>
<tr>
<td>corona virus</td>
<td>159</td>
<td>133-186</td>
<td>7</td>
</tr>
<tr>
<td>coronavirus Italy</td>
<td>54</td>
<td>45-62</td>
<td>4</td>
</tr>
<tr>
<td>COVID-19</td>
<td>53</td>
<td>45-60</td>
<td>0</td>
</tr>
<tr>
<td>coronavirus USA</td>
<td>32</td>
<td>29-36</td>
<td>4</td>
</tr>
<tr>
<td>coronavirus China</td>
<td>30</td>
<td>25-34</td>
<td>6</td>
</tr>
<tr>
<td>coronavirus Germany</td>
<td>23</td>
<td>20-27</td>
<td>4</td>
</tr>
<tr>
<td>corona Italy</td>
<td>13</td>
<td>12-14</td>
<td>7</td>
</tr>
<tr>
<td>corona Deutschland</td>
<td>12</td>
<td>10-14</td>
<td>7</td>
</tr>
<tr>
<td>SARS</td>
<td>9</td>
<td>8-10</td>
<td>5</td>
</tr>
<tr>
<td>corona China</td>
<td>9</td>
<td>7-11</td>
<td>9</td>
</tr>
<tr>
<td>corona Wuhan</td>
<td>1</td>
<td>0-2</td>
<td>9</td>
</tr>
<tr>
<td>SARS-CoV-2</td>
<td>1</td>
<td>0-1</td>
<td>0</td>
</tr>
</tbody>
</table>

I-scale: infodemic scale ranging from 0-10.

The country-wise dispersion of the scientific and infodemic names of COVID-19 used in Google searches are shown in Figure 2. Countries with a higher number of COVID-19 cases per 1 million people had greater Google search interest related to COVID-19 (eg, Italy, Spain, Ireland, Canada, France, and Qatar). These COVID-19–related search queries were significantly correlated with the incidence of COVID-19 cases in these countries (Pearson R=0.45, P<.001).
The top COVID-19 monikers related to fake news (eg, “coronavirus ozone,” “coronavirus laboratory,” and “coronavirus 5G”) that frequently circulated on the internet are presented in Table 2. Among these, “coronavirus conspiracy” and “coronavirus laboratory” had the highest I-scale scores globally (score=9). Additionally, the use of monikers with moderate-to-high infodemicity far exceeded the use of scientific names (Table 1)—52% of Google web searches were moderately infodemic (total APC=1487, 95% CI 1326-1647) and 34% highly infodemic (total APC=992, 95% CI 933-1050). The circulation of these infodemic monikers was further examined to understand the events associated with these searches. Infodemic monikers related to coronavirus origins, such as “SARS-CoV-2 made in the laboratory,” went viral (APC=41) when the National Associated Press Agency (Agenzia Nazionale Stampa Associata) of Italy posted a 2015 video about the origins of SARS-CoV-2 virus on March 25, 2020 [18]. In addition, the moniker reached breakout levels (RSV=100) on April 17, 2020, when the French Noble Prize winner Professor Luc Montagnier stated that the new coronavirus was the result of a laboratory accident in a high-security laboratory in Wuhan [19]. Detailed information on the different infodemic monikers and associated events are shown in Figure 3.

Table 2. Top global fake news–related Google searches on coronavirus disease (COVID-19).

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Total average peak volume</th>
<th>95% CI</th>
<th>I-scalea score</th>
</tr>
</thead>
<tbody>
<tr>
<td>coronavirus ozone</td>
<td>19</td>
<td>15-22</td>
<td>5</td>
</tr>
<tr>
<td>coronavirus laboratory</td>
<td>16</td>
<td>12-19</td>
<td>9</td>
</tr>
<tr>
<td>coronavirus 5G</td>
<td>10</td>
<td>8-13</td>
<td>8</td>
</tr>
<tr>
<td>coronavirus conspiracy</td>
<td>9</td>
<td>8-11</td>
<td>9</td>
</tr>
<tr>
<td>coronavirus bill gates</td>
<td>8</td>
<td>7-10</td>
<td>6</td>
</tr>
<tr>
<td>coronavirus milk</td>
<td>7</td>
<td>6-8</td>
<td>8</td>
</tr>
<tr>
<td>coronavirus military</td>
<td>4</td>
<td>4-5</td>
<td>8</td>
</tr>
<tr>
<td>coronavirus uv</td>
<td>3</td>
<td>3-4</td>
<td>5</td>
</tr>
</tbody>
</table>

aI-scale: infodemic scale ranging from 0-10.
The top searches related to health, precautions, and COVID-19 news are presented in Figure 4. Google searches related to COVID-19 news remained at the top throughout the pandemic period. However, searches related to “tips and cures” for COVID-19 spiked multiple times when the US president suggested that hydroxychloroquine (an unproven drug) was a “miracle cure” on April 4, 2020 (RSV=70) [20]; he also suggested injecting disinfectant to treat COVID-19 on April 24, 2020 (RSV=53) [21]. Other searches related to the use of medical masks and disinfectants (APC=23, 95% CI 21-25), lockdown (APC=19, 95% CI 16-22), and COVID-19 symptoms (APC=12, 95% CI 10-15) were less frequently used in Google searches.

The top five nations most cited by global Instagram users in relation to COVID-19 were Italy (963,000 hashtags), Brazil (551,000 hashtags), Spain (376,000 hashtags), Indonesia (298,000 hashtags), and Turkey (244,000 hashtags) (Table 3). Over 2 million hashtags categorized as extremely infodemic, such as “corona,” “corona memes,” “ coronado,” and “corona
time.” have been in circulation. Nevertheless, the most globally used hashtags were those related to health and prevention, such as “stay home/safe” and “lockdown life” (>165 million). The contribution of the “covid-19” hashtag for COVID-19–related information was 35.6% (n=26,200,000), followed by “coronavirus” (n=22,500,000, 30.5%), “corona” (n=18,800,000, 25.6%), and “COVID” (n=5,900,000, 8%) (Table 4).

Table 3. Top 10 Instagram hashtags related to coronavirus disease (COVID-19), as of May 6, 2020.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Country</th>
<th>Monikers/hashtags, n&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Virus Monikers/hashtags</th>
<th>n&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Health Monikers/hashtags</th>
<th>n&lt;sup&gt;a&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Italy</td>
<td>9.63</td>
<td>covid-19</td>
<td>306</td>
<td>health-stay home/safe</td>
<td>933</td>
</tr>
<tr>
<td>2</td>
<td>Brazil</td>
<td>5.51</td>
<td>coronavirus</td>
<td>267</td>
<td>lockdown life</td>
<td>718</td>
</tr>
<tr>
<td>3</td>
<td>Spain</td>
<td>3.76</td>
<td>corona</td>
<td>188</td>
<td>masks</td>
<td>135</td>
</tr>
<tr>
<td>4</td>
<td>Indonesia</td>
<td>2.98</td>
<td>covid</td>
<td>69</td>
<td>memes</td>
<td>25</td>
</tr>
<tr>
<td>5</td>
<td>Turkey</td>
<td>2.44</td>
<td>corona memes</td>
<td>14</td>
<td>gym/fitness</td>
<td>24</td>
</tr>
<tr>
<td>6</td>
<td>India</td>
<td>1.65</td>
<td>coronavirus Italy</td>
<td>9.63</td>
<td>art/hobbies</td>
<td>22</td>
</tr>
<tr>
<td>7</td>
<td>Malaysia</td>
<td>0.89</td>
<td>coronado</td>
<td>8.19</td>
<td>cooking</td>
<td>21</td>
</tr>
<tr>
<td>8</td>
<td>Dominican Republic</td>
<td>0.83</td>
<td>corona time</td>
<td>7.12</td>
<td>fashion</td>
<td>16</td>
</tr>
<tr>
<td>9</td>
<td>United States</td>
<td>0.75</td>
<td>coronavirus memes</td>
<td>6.41</td>
<td>hair/beard style</td>
<td>14</td>
</tr>
<tr>
<td>10</td>
<td>Argentina</td>
<td>0.74</td>
<td>coronavirus Brazil</td>
<td>5.51</td>
<td>fun/party</td>
<td>13</td>
</tr>
</tbody>
</table>

<sup>a</sup>Multiples in 100,000.

Table 4. Top Instagram hashtags related to coronavirus disease (COVID-19) scientific and infodemic names.

<table>
<thead>
<tr>
<th>Hashtag</th>
<th>Count, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>#2019nCOV</td>
<td>38,993 (0.1)</td>
</tr>
<tr>
<td>#SARS-CoV2</td>
<td>49,011 (0.1)</td>
</tr>
<tr>
<td>#SARS</td>
<td>53,633 (0.1)</td>
</tr>
<tr>
<td>#COVID</td>
<td>5,890,625 (8.0)</td>
</tr>
<tr>
<td>#corona</td>
<td>18,849,998 (25.6)</td>
</tr>
<tr>
<td>#coronavirus</td>
<td>22,458,007 (30.5)</td>
</tr>
<tr>
<td>#COVID19</td>
<td>26,213,280 (35.6)</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

In light of the ongoing COVID-19 pandemic, we are the first to investigate the internet search behaviors of the public and the extent of infodemic monikers circulating on Google and Instagram globally. Our results suggest that (a) “coronavirus,” “corona,” “COVID,” “virus,” “corona virus,” and “COVID-19” are the top five terms used in the Google searches; (b) countries (eg, Italy, Spain, Ireland, Canada, and France) with a high incidence of COVID-19 cases (per million) have greater Google search queries about COVID-19; (c) “coronavirus ozone,” “coronavirus laboratory,” “coronavirus 5G,” “coronavirus conspiracy,” and “coronavirus bill gates” are widely used infodemic monikers on the internet; (d) although COVID-19 news remains at the top, web searches related to “tips and cures” for COVID-19 spiked when the US president speculated about a “miracle cure” and the use of a disinfectant injection to treat COVID-19; (e) 66.1% (n=48,700,000) of Instagram users used “COVID-19” and “coronavirus” as a hashtag to disperse information related to COVID-19.

Exploring research using nontraditional data sources such as social media has several implications. First, our results demonstrated a potential application for the use of Instagram as a complementary tool to aid in understanding online search behavior; we also provided real-time tracking of infodemic monikers circulating on the internet. The strength of this study is the investigation of various infodemic monikers dispersed on the internet and correlating them with the events associated with that particular day. Although we used correlations to examine the possible linear association between search queries and the event, it should be noted that use of a search engine is voluntary and self-initiated search queries represent the users who are truly curious or worried about a situation. Thus, we believe that the unobtrusive search behavior of netizens may have resulted in an increase in search volume. By characterizing and classifying various infodemic monikers based on the degree of infodemicity (ie, via the I-scale), researchers can foster new methods of using social media data to monitor the monikers' outcomes. The analysis and methods used in this study could aid public health and communication agencies in identifying and diminishing infodemic monikers circulating on the internet.
Findings from this study validate and extend previously published works that used Google keywords [1,12,13]. We also demonstrate the potential for the use of Instagram hashtags to monitor and predict both the cyber behavior and relaying of misinformation on the internet [22-24]. In 2017, Guidry et al [22] studied Ebola-related risk perception in Instagram users and identified that a significant proportion of posts had rampant misinformation about the Ebola disease during the outbreak. In addition, the percentage of Instagram posts and tweets posted by health organizations (eg, Centers for Disease Control and Prevention, World Health Organization, Médecins Sans Frontières [Doctors Without Borders]) that correct misinformation is less than 5% [22]. In general, negative information posted on the internet tends to receive a greater weight among netizens. Thus, this should be counter-balanced with evidence-based content from health organizations, particularly in the current pandemic situation. For example, when the US president suggested injecting disinfectant to treat COVID-19, the number of Google searches considering it as a cure sharply increased (APC=53) and resulted in 30 cases of disinfectant poisoning within 18 hours in New York City [25]. Health authorities should be vigilant and provide more positive and informative messages to combat the circulation of infodemic monikers on social media. Future studies will need to investigate the influence of infodemic monikers on individual cyber behavior.

### Limitations

Our study used Google Trends, which only provides the search behavior of people using the Google search engine. Furthermore, our study focused on Google and Instagram for data retrieval. Future studies should consider studying the same topic on other social media platforms to capture a more diverse population of users. Instagram searches were conducted manually, introducing a potential for human error. Going forward, the use of an automated program can improve the accuracy of the data collected and analyzed. Lastly, Google Trends did not provide any information about the methodology used to generate search data and algorithms.

### Conclusion

Using Google Trends and Instagram hashtags, the present study identified that there is a growing interest in COVID-19 globally and in countries with a higher incidence of the virus. Searches related to “COVID-19 news” are quite frequent and two thirds of Instagram users have used “COVID-19” and “coronavirus” as hashtags to disperse information related to the virus. Several infodemic monikers are circulating on the internet, with “coronavirus conspiracy” and “coronavirus laboratory” identified as the most dangerous (I-scale score=9). Given the prevalence of infodemic monikers, mass media regulators and health organizers should monitor and diminish the impact of these monikers. These governing bodies should also be encouraged to take serious actions against those spreading misinformation in social media.
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Abstract

Background: The discovery of the CRISPR-Cas9–based gene editing method has opened unprecedented new potential for biological and medical engineering, sparking a growing public debate on both the potential and dangers of CRISPR applications. Given the speed of technology development and the almost instantaneous global spread of news, it is important to follow evolving debates without much delay and in sufficient detail, as certain events may have a major long-term impact on public opinion and later influence policy decisions.

Objective: Social media networks such as Twitter have shown to be major drivers of news dissemination and public discourse. They provide a vast amount of semistructured data in almost real-time and give direct access to the content of the conversations. We can now mine and analyze such data quickly because of recent developments in machine learning and natural language processing.

Methods: Here, we used Bidirectional Encoder Representations from Transformers (BERT), an attention-based transformer model, in combination with statistical methods to analyze the entirety of all tweets ever published on CRISPR since the publication of the first gene editing application in 2013.

Results: We show that the mean sentiment of tweets was initially very positive, but began to decrease over time, and that this decline was driven by rare peaks of strong negative sentiments. Due to the high temporal resolution of the data, we were able to associate these peaks with specific events and to observe how trending topics changed over time.

Conclusions: Overall, this type of analysis can provide valuable and complementary insights into ongoing public debates, extending the traditional empirical bioethics toolset.

(J Med Internet Res 2020;22(8):e17830) doi:10.2196/17830
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Introduction

Genome editing has many potential applications, ranging from gene therapy [1] to crop enhancement [2] and production of biomolecules [3,4]. While it has been possible to modify the genomes of eukaryotic cells since the 1980s, traditional methods have proven to be rather impractical, inaccurate, or impossible to use at scale [3-8]. Accurately targeted gene editing has only become possible within the last decade [9,10] using a CRISPR-Cas9–based method. In 2013, the method was further developed to be used on human cells [11,12], which allowed for the first successful experiment to alter the human germline
DNA of non-viable embryos in April 2015 [13]. The experiment, conducted by a group of Chinese scientists, raised ethical concerns among researchers and the general public about the potential far-reaching consequences of introducing germline modifications [14,15]. Such ethical concerns include unexpected side effects on the evolution of humans, as well as cultural and religious arguments. In November 2018, Jiankui He announced the genetic editing of two viable human embryos with the goal of introducing HIV resistance [16]. The work came to be known to a global public under the term “CRISPR babies” and was condemned by the scientific community as unethical, unnecessary, and harmful to the two babies [17,18].

As the costs of the technology drop further and usage becomes more widespread, governments and policy makers are faced with the challenging task of posing adequate ethical restrictions to prevent misuse. To gain time to introduce appropriate ethical frameworks, some scientists have called for a moratorium on genetically editing the human germline [19-21]. Previous studies on opinion towards GMO plants highlight how certain events or scandals (eg, with respect to food safety) may have a major long-term impact on public opinion and later drive policy decisions [22-25]. Understanding the public attitudes towards topics such as CRISPR is therefore of paramount importance for policy making [26,27].

Several surveys have been conducted with the goal of evaluating the public’s perception of CRISPR and genetic engineering in general [28-32]. Such surveys have found that participants are largely in favor of the technology used for somatic purposes (eg, in the context of treatment) but less so for germline editing, especially if this is not for clearly medical purposes. Additionally, the studies underline certain demographic correlations (eg, that women, people belonging to ethnic minorities, and religious communities are more critical about the potential applications of CRISPR [28,30]). Somewhat unsurprisingly, the surveys also show that public views are not always aligned with expert opinions [32]. A recent study that explored coverage of news articles on CRISPR in North America between 2012 and 2017 found CRISPR to be overwhelmingly portrayed as positive and potentially hyped in news media compared to the public’s views [33].

Social media platforms allow people to discuss a topic online with other people around the globe, creating an abundance of semistructured conversational data. Sentiment analysis provides a way to study people’s perception of a topic, based on personal statements, and to process large volumes of such data in an automated way. Sentiment analysis has been used in the past to analyze different features such as emotions and polarity in several different contexts [34]. While traditional methods are based on linguistic expert knowledge (eg, rule-based methods), newer methods leverage machine learning, can be trained for specific contexts, and dominate traditional methods on polarity classification tasks [35]. Additionally, the supervised machine learning approaches have the advantage that the performance of a model for the specific context can be evaluated. The adaption to a specific context is particularly useful for tweets, which have a very specific, informal language [36]. Accordingly, machine learning methods have been successfully used for Twitter sentiment analysis [37,38]. Most classical supervised machine learning algorithms for text classification (such as Naive Bayes or support vector machines [SVMs]) rely on manual feature extraction. Recently, a type of semisupervised machine learning model called Bidirectional Encoder Representations from Transformers (BERT) has been introduced to natural language processing [39]. BERT models are pretrained on large corpuses of raw text and can be adapted to a target task in a process called transfer learning. BERT models are based on the transformer, a neural network architecture that has been shown to outperform previously mentioned models in most natural language processing tasks, including text classification and sentiment analysis [40,41]. BERT has also been used in top-ranking submissions in the SemEval2019 challenges on detection of hate speech and offensive language in social media data [42,43].

In this study, we conducted the first analysis of a complete dataset of all tweets about CRISPR published over a 6.5-year period. The analyzed timespan includes the first experiment of CRISPR on human cells in 2013 but also recent events, such as the first genetic editing of viable human babies in November 2018. Furthermore, we make use of recent advances in text classification models, such as BERT [39], which use semisupervised machine learning to generate a high-resolution temporal signal of the sentiment towards CRISPR over the observed timespan. By combining multiple text classification methods, we obtain results that can also be linked back to previous studies conducted with traditional methods, such as surveys.

**Methods**

**Overview**

Our analysis consisted of 4 different explorative approaches, all of which build upon the sentiments of the tweets. Therefore, sentiment analysis represents the core of our analysis. In order to determine the sentiment for the entirety of the tweets published over the last 6.5 years, we trained a predictive model on a previously manually annotated subset of the data. The process can be divided into 5 main tasks, which we describe in the following sections (see Figure 1 for an overview of the process): data collection, preparation, annotation, training, and analysis.
Data Collection
The data set (denoted as \( D_0 \) in Figure 1) for our analysis consists of all tweets (including retweets, quoted tweets, replies, and mentions) that match the character sequence CRISPR (in any capitalization), have been detected to be in English language, and were published between January 1, 2013 and May 31, 2019. We retrieved these data either through the Twitter Streaming API or through Gnip, a Twitter subsidiary that allows access to historical data that were not retrievable through the Twitter Streaming API. The 3 aforementioned filtering conditions were used as parameters in the retrieval through Twitter APIs (denoted as \( f_0 \)) as well as for the requested data from Gnip.

The number of tweets varied greatly over time, ranging from 4,818 in 2013 to 445,744 in 2018, totaling 1,508,044 tweets by 348,502 distinct users (also refer to Multimedia Appendix 1).

Since the focus was on the overall evolution of the discourse provided by aggregated information, this study considered only the text in the tweet objects and ignored user-related information (such as location) or media content (such as photos or videos). In addition, any occurrences of Twitter handles and URLs in the text were anonymized (replaced by @<user> and <url>, respectively) to protect individuals.

Preparation
In a preparatory step, tweets suitable for annotation were selected from \( D_0 \). As an inclusion criterion, only tweets with \( \geq 3 \) English words (after removal of stop words) were considered (\( f_1 \)). Although a tweet with \( <3 \) non-stop words may express a sentiment, we chose this threshold to ensure that the annotators had at least a minimal context to determine if the tweet was in fact relevant to the topic and what sentiment it expressed. The word count was determined by the help of NLTK’s (Natural Language Toolkit, a python library for natural language processing) TweetTokenizer and English word and stop word corpora [44]. The filtering and subsequent dataset operations and analysis were carried out using pandas, a python package for data analysis [45]. The resulting dataset \( D_1 \) (\( n=1,334,114 \)) was used as the basis for the subsequent analysis. To avoid the annotation of duplicates, all retweets, quoted tweets, and other duplicates of tweets with the same text were removed, leading to dataset \( D_2 \) (\( n=433,930 \)).

Next, we selected a random sample \( S_0 \) (\( n=29,238 \)), so that we obtained a more or less evenly distributed number of tweets over the observed timespan. This was achieved by binning the data by all 77 months and selecting a constant number of tweets from each monthly bin. In contrast to a fully random sample, our sampling scheme contained no oversampling bias with regard to very recent content. Therefore, the generated sample was more representative of the whole observation period and accounted for the possibility that the nature of the tweets changed notably over time.

Annotation
After generating the sample, the selected tweets were annotated through the Crowdbreaks platform [38,46], which uses crowdsourcing to annotate social media data. The platform allows for the creation of a question sequence that is then submitted in combination with a tweet as a task to MTurk (Amazon Mechanical Turk) [47]. The question sequence contained 3 questions for each task. The first question was on the relevance of the tweet to the topic of CRISPR-Cas9, allowing “relevant” and “not relevant” as possible answers. The second question was on the sentiment (positive, negative, or neutral), and the third question was on the organism (humans, human embryos, animals [other than human], plants, bacteria, multiple, not specified).

Before submitting the task to MTurk, the availability of the tweet was automatically checked. This was done in order to respect the user’s right to either delete their content or set it to private after the time of data collection. Filtering by tweets that were still available yielded the sample \( S_1 \) (\( n=22,513 \)), which was subsequently annotated with regard to the 3 questions mentioned earlier. This resulted in annotation set \( A_0 \). To detect workers with questionable performance, the annotators’ raw agreement was calculated, which denotes the fraction of the number of actual agreements over the number of possible agreements an annotator had with other annotators. An annotator was considered an outlier if this value was larger than 3 standard deviations from the mean, the annotator had less than 20 possible agreements an annotator had with other annotators. This resulted in annotator set \( A_0 \). To detect workers with questionable performance, the annotators’ raw agreement was calculated, which denotes the fraction of the number of actual agreements over the number of possible agreements an annotator had with other annotators. An annotator was considered an outlier if this value was larger than 3 standard deviations from the mean, the annotator had less than 20 possible agreements with other annotators, or the annotator was involved...
in less than 3 separate tasks. All annotations by outlier annotators were subsequently removed. The resulting Fleiss' kappa agreement scores [48] were 0.81 and 0.28 for the questions of relevance and sentiment, respectively. Tweets for which a unanimous consensus of at least 3 independent annotators could be found were merged into dataset A₁. For the questions on sentiment and organism, only tweets that were labelled as relevant were considered and exported to A₂. This resulted in 3 cleaned datasets with annotated tweets for relevance (n=16,421), sentiment (n=4718), and organism (n=1196), which we used to train 3 classifiers.

Training
In order to classify the data with regard to relevance, sentiment, and organism, we constructed 3 classifiers: Mₐ, Mₛ, and Mₒ, respectively. The classifiers tried to predict the respective labels from the text of the tweet alone. In the process, we analyzed the performance of 4 different classifier models: Bag of Words (BoW), Sent2Vec sentence embeddings [49] coupled with SVMs [50], FastText [51], and BERT [39]. The tokenization process was different for each model class. In order to evaluate the models, the cleaned annotation data were shuffled and split into training (80%) and test sets (20%).

For the BoW, SVM, and FastText models, we used supervised learning to train the 3 classifiers for sentiment, relevance, and organisms. A limited search of model parameters was conducted. In the case of BERT, we started from the pretrained (unsupervised) English BERT-large-uncased model provided by the Huggingface library [52] and conducted an additional step of unsupervised, domain-specific pretraining on our raw body of tweets. This model then served as the basis for the final, supervised training step (ie, fine-tuning the general model with classifier-specific labelled data). For this fine-tuning step, a learning rate of 1e⁻⁵ and 2 epochs of training were used. This work was conducted using PyTorch [53] and the Huggingface library [52].

After the training phase, we selected the classifiers for relevance, sentiment, and organism (Mₐ, Mₛ, and Mₒ in Figure 1) by evaluating the performance of the models on the test set (see Multimedia Appendix 2 for different model performances). The fine-tuned BERT model was the best performing sentiment classifier (Mₛ), with a macro-averaged F1 score of 0.727 (F1_positive=0.827, F1_neutral=0.715, F1_negative=0.639). The fine-tuned BERT model was also found to be the best performing model for the relevance (Mₐ) and organism (Mₒ) classifiers with macro-averaged F1 scores of 0.91 (F1_related=0.997, F1_unrelated=0.823) and 0.89 (F1_humans=0.873, F1_embryos=0.762, F1_animals=1, F1_plants=0.889, F1_bacteria=0.909, F1_unspecific=0.902), respectively.

Prediction
For the analysis, the best performing model (fine-tuned BERT) for relevance Mₐ was used to predict dataset D₁ and yield the predicted dataset P₀ (n=1,334,114) of the same length containing a label for relevance. Next, all tweets predicted as not relevant were removed from P₀, yielding the dataset P₁ (n=1,311,544). This dataset was then used to predict sentiment and organism using the models Mₛ and Mₒ, resulting in the final dataset P₂.

Analysis
In our analysis, we used the sentiments in relation to tweet activity (number of tweets), topics of the tweets (hashtags), organisms the tweets were talking about (predicted), and themes identified from previous studies on CRISPR mentioned earlier (through regular expressions) to gain different kinds of insights. Wherever we used sentiments for numerical calculations, we used +1 for positive, 0 for neutral, and −1 for negative sentiment. Further, we extrapolated the numbers for 2019 where applicable for better comparison since we only had data until May 31, 2019. The different parts of the analysis are explained in more detail in the following paragraphs.

The first part of the analysis was concerned with the development of the sentiment in relation to the number of tweets over time. The detection of a temporary deviation from the general sentiment was of particular interest. While we included all tweets for the analysis of activity, we excluded tweets with neutral sentiment for the analysis of sentiment to make deviations more visible. We aggregated activity and sentiments on a daily basis. For the sentiments, however, the sentiment value of a specific day was determined by taking the mean value of all positive and negative sentiments within a sliding 7-day window centered around that day (+3 days). Further, we tested whether the yearly means based on the positive and negative tweet sentiments were significantly different from each other with the Welch's t-test [54,55] using scipy's statistics module [56]. We then used scipy’s module for peak detection [56] to detect events of interest, using a relative prominence cut-off of 0.2. In order to identify potential sources for the change in sentiment, we manually identified major events that relate to CRISPR.

In the second part, we used the predictions of the model Mₒ and the sentiments to compare the development of the sentiment for different organisms. We calculated the mean sentiments over a month and excluded all months that did not have at least 100 tweets for the respective organism. Further, we used the same test as we did for the yearly means to compare the organism class means based on the individual tweet sentiments (positive, negative, and neutral).

Third, we analyzed hashtags as a proxy for the topics a user was talking about in his or her tweet. The hashtag #CRISPR was excluded from the analysis since CRISPR was the overarching topic all tweets had in common. We counted the occurrences of every hashtag per year. We used the exact hashtags and did not group similar hashtags. For example, the hashtags #crisprbaby and #crisprbabies were treated as different hashtags. We did this due to the difficulty of automatically matching similar hashtags, since they can be a composition of multiple words that made strategies like stemming not straightforward. For each hashtag and year, we then calculated the mean sentiments to compare the development of the sentiment in relation to the number of tweets. The detection of a temporary deviation from the mean was performed using the Welch's t-test (3 days). Further, we tested whether the yearly means based on the positive and negative tweet sentiments were significantly different from each other with the Welch's t-test [54,55].

In our analysis, we used the sentiments in relation to tweet activity (number of tweets), topics of the tweets (hashtags), organisms the tweets were talking about (predicted), and themes identified from previous studies on CRISPR mentioned earlier (through regular expressions) to gain different kinds of insights. Wherever we used sentiments for numerical calculations, we used +1 for positive, 0 for neutral, and −1 for negative sentiment. Further, we extrapolated the numbers for 2019 where applicable for better comparison since we only had data until May 31, 2019. The different parts of the analysis are explained in more detail in the following paragraphs.

The first part of the analysis was concerned with the development of the sentiment in relation to the number of tweets over time. The detection of a temporary deviation from the general sentiment was of particular interest. While we included all tweets for the analysis of activity, we excluded tweets with neutral sentiment for the analysis of sentiment to make deviations more visible. We aggregated activity and sentiments on a daily basis. For the sentiments, however, the sentiment value of a specific day was determined by taking the mean value of all positive and negative sentiments within a sliding 7-day window centered around that day (+3 days). Further, we tested whether the yearly means based on the positive and negative tweet sentiments were significantly different from each other with the Welch's t-test [54,55] using scipy's statistics module [56]. We then used scipy’s module for peak detection [56] to detect events of interest, using a relative prominence cut-off of 0.2. In order to identify potential sources for the change in sentiment, we manually identified major events that relate to CRISPR.

In the second part, we used the predictions of the model Mₒ and the sentiments to compare the development of the sentiment for different organisms. We calculated the mean sentiments over a month and excluded all months that did not have at least 100 tweets for the respective organism. Further, we used the same test as we did for the yearly means to compare the organism class means based on the individual tweet sentiments (positive, negative, and neutral).

Third, we analyzed hashtags as a proxy for the topics a user was talking about in his or her tweet. The hashtag #CRISPR was excluded from the analysis since CRISPR was the overarching topic all tweets had in common. We counted the occurrences of every hashtag per year. We used the exact hashtags and did not group similar hashtags. For example, the hashtags #crisprbaby and #crisprbabies were treated as different hashtags. We did this due to the difficulty of automatically matching similar hashtags, since they can be a composition of multiple words that made strategies like stemming not straightforward. For each hashtag and year, we then calculated the mean sentiments to compare the development of the sentiment in relation to the number of tweets. The detection of a temporary deviation from the mean was performed using the Welch's t-test (3 days). Further, we tested whether the yearly means based on the positive and negative tweet sentiments were significantly different from each other with the Welch's t-test [54,55].

In our analysis, we used the sentiments in relation to tweet activity (number of tweets), topics of the tweets (hashtags), organisms the tweets were talking about (predicted), and themes identified from previous studies on CRISPR mentioned earlier (through regular expressions) to gain different kinds of insights. Wherever we used sentiments for numerical calculations, we used +1 for positive, 0 for neutral, and −1 for negative sentiment. Further, we extrapolated the numbers for 2019 where applicable for better comparison since we only had data until May 31, 2019. The different parts of the analysis are explained in more detail in the following paragraphs.

The first part of the analysis was concerned with the development of the sentiment in relation to the number of tweets over time. The detection of a temporary deviation from the general sentiment was of particular interest. While we included all tweets for the analysis of activity, we excluded tweets with neutral sentiment for the analysis of sentiment to make deviations more visible. We aggregated activity and sentiments on a daily basis. For the sentiments, however, the sentiment value of a specific day was determined by taking the mean value of all positive and negative sentiments within a sliding 7-day window centered around that day (+3 days). Further, we tested whether the yearly means based on the positive and negative tweet sentiments were significantly different from each other with the Welch's t-test [54,55] using scipy's statistics module [56]. We then used scipy’s module for peak detection [56] to detect events of interest, using a relative prominence cut-off of 0.2. In order to identify potential sources for the change in sentiment, we manually identified major events that relate to CRISPR.

In the second part, we used the predictions of the model Mₒ and the sentiments to compare the development of the sentiment for different organisms. We calculated the mean sentiments over a month and excluded all months that did not have at least 100 tweets for the respective organism. Further, we used the same test as we did for the yearly means to compare the organism class means based on the individual tweet sentiments (positive, negative, and neutral).

Third, we analyzed hashtags as a proxy for the topics a user was talking about in his or her tweet. The hashtag #CRISPR was excluded from the analysis since CRISPR was the overarching topic all tweets had in common. We counted the occurrences of every hashtag per year. We used the exact hashtags and did not group similar hashtags. For example, the hashtags #crisprbaby and #crisprbabies were treated as different hashtags. We did this due to the difficulty of automatically matching similar hashtags, since they can be a composition of multiple words that made strategies like stemming not straightforward. For each hashtag and year, we then calculated the mean sentiments to compare the development of the sentiment in relation to the number of tweets. The detection of a temporary deviation from the mean was performed using the Welch's t-test (3 days). Further, we tested whether the yearly means based on the positive and negative tweet sentiments were significantly different from each other with the Welch's t-test [54,55].
throughout the years, as well as how the sentiments for these topics changed.

In the fourth and last part of our analysis, we based our analysis on the earlier conducted studies. We conducted a literature search in scientific databases according to a predefined search strategy (see Multimedia Appendix 3). The search was conducted in the fall of 2017. We reviewed the resulting studies and identified the reasons why people had a positive or negative attitude towards CRISPR and issues that concerned them. In the process, we summarized these reasons and concerns for each study and compiled a list with a short description for each of them. Since there was thematic overlap across the studies, we inductively determined the themes of these summaries and compiled a regular expression representing each theme based on the summary text. Additionally, we added themes and corresponding regular expressions based on publications and events that occurred between the fall of 2017 and the summer of 2019. The regular expressions then allowed us to automatically check for matches on the entire Twitter dataset as a proxy for the presence of the themes that occurred in the studies. See Multimedia Appendix 4 for the themes and regular expressions.

**Results**

**Overview**

Our analysis includes over 1,300,000 tweets (dataset P1, n=1,311,544) over the time period from January 1, 2013 until May 31, 2019. The predicted sentiments of the tweets were predominantly positive (685,578/1,311,544, 52.3%) or neutral (528,196/1,311,544, 40.3%). Only a minor fraction was predicted as negative (97,770/1,311,544, 7.5%). In the following sections, we report our results focusing on different aspects.

**Temporal Development**

Figure 2 shows a temporal analysis of the predicted sentiments in relation to key historical events surrounding CRISPR. A sentiment of zero indicates an equal portion of positive and negative tweets, and the values 1 and −1 indicate a signal with only positive or negative tweets, respectively. Figure 2A shows the sentiments between July 2015 and June 2019. The time period before July 2015 was excluded, as activity was too low for a high-resolution sentiment signal. The sentiment remained mostly positive, with an average of 85% positive tweets and only 15% negative tweets. Especially over the initial time period until March 2017, the sentiment shows little variation. After that, the sentiment reveals a series of sharp negative spikes, on multiple occasions dropping below zero. Over the observed time period, the sentiment shows a slight negative trend (slope of −0.061 y⁻¹, standard error 0.005 y⁻¹), as indicated by the linear trend line in orange. The differences between the yearly means of the tweet sentiments were all significant (P<.001; see Multimedia Appendix 5 for all means, standard deviations, and test statistics).

We then compared the sentiment curve to the observed activity surrounding CRISPR in the same time span, as shown in Figure 2B. Shown are the mean daily counts of the sample P1 over a sliding window of 7 days. Activity varied considerably, with an average baseline of about 1000 tweets per day and peaks of up to roughly 6000 tweets per day.

We detected 9 peaks of interest. They are marked with dashed lines in Figure 2. When comparing peaks of high activity to the sentiment, it can be seen that peaks of high activity before mid-2018 did not result in a negative sentiment response. Peaks of strong negative sentiment started to appear in 2017 but it was not accompanied by the same level of activity until after 2018. In a second step, major news events were manually mapped to coinciding peaks (for a full list, see Multimedia Appendix 6). A subset of these peaks was marked with letters a-f in Figure 2B for illustrative purposes. In all cases, the most retweeted tweet within days of the peak was linking a news article describing the event. The events include the first use of CRISPR in humans by a group of Chinese scientists in November 2016 (peak a) and the US Patent Office deciding in favor of the Broad Institute (peak b). Both of these events did not lead to a significant change in sentiment. Peak c coincides with the publication of a study that reported the correction of a mutation in human embryos [57], causing widespread media attention and, as before, did not cause a drop in sentiment. However, in July 2018, a study by the Wellcome Sanger Institute [58] warned about serious side effects, such as cancer, that CRISPR could have when used in humans (peak d). This peak led to a clear negative response in the sentiment index and marks the first negative peak with high media attention. When researcher He Jiankui revealed creating the world’s first genetically edited babies in November 2018 [16] (peak e), the highest activity was recorded. Although He’s revelation caused a strong negative signal, the strongest negative sentiment was recorded shortly after, in February 2019 (peak f). This event coincides with the re-emergence of a news story from August 2017 when biohackers managed to encode a malware program into a strand of DNA [59].
Organisms

In order to improve our understanding of the sentiment signal, the data were predicted with respect to which organism each tweet was about (see the Methods section). We predicted the organism of the tweets in the dataset $P_1$ ($n=1,311,544$) resulting in the classes animals (7.6%), bacteria (2.4%), embryos (4.3%), humans (30.3%), plants (4.9%), and unspecified (50.6%). It is noteworthy that more than half of all tweets do not specifically refer to an organism in the context of CRISPR. After unspecified, the class humans is the second largest group, followed with some margin by animals (e.g., mice for animal testing), plants, and embryos. The classes humans and embryos combined account for a little more than one-third of all tweets. Tweets specifically mentioning CRISPR in the context of bacteria were rather rare.

Figure 3A shows the monthly sentiment for each organism class, which are based on the monthly counts shown in Figure 3B (all monthly means and standard deviations can be found in Multimedia Appendix 7). Of all classes, embryos exhibited the most negative-leaning sentiment (mean sentiment 0.14 over all monthly means) and was also the class with the strongest variations between months (SD 0.27). Further, a relatively high sentiment was measured for the classes animals (mean 0.70, SD 0.14), bacteria (mean 0.65, SD 0.18), and plants (mean 0.61, SD 0.14), followed by the class humans (mean 0.58, SD 0.23), which showed a dip in the sentiment in the months following November 2018. The class unspecified had a slightly lower sentiment (mean 0.45, SD 0.13) compared with the other classes. In addition to this monthly breakdown, the differences between the organism class means based on the individual tweets were all significant ($P<.001$), except for the difference between the class means of bacteria and plants with a 3.8% probability of occurring by chance ($P=.038$; see Multimedia Appendix 5 for all test statistics).
Figure 3. A) Heatmap of monthly sentiments by predicted organism. The sentiments were calculated as the mean of the weighted counts by sentiment (the weights included −1, 0, and 1 for negative, neutral, and positive tweets, respectively) for each month and organism class. Blue and red colors indicate positive and negative sentiment values, respectively. The sentiments of heatmap cells with <100 tweets of that month and organism are transparent. B) Monthly counts by predicted organism.

Hashtags

The most frequently used hashtags of every year revealed the topics of highest interest and how they evolved over time (see Figure 4). Naturally, the occurrences of individual hashtags increased over the years along with the total number of tweets. Certain very common hashtags, such as #dna, #science, #biotech, or #geneediting and #genomeediting, appeared as top hashtags in multiple years. When relating the hashtags with the sentiment of the text they appeared in, we can see that most of these common hashtags were used in the context of a positive or very positive sentiment. The 3 hashtags with the most positive sentiments and that were used at least 100 times were #cancer (mean sentiment 0.85, SD 0.36) in 2015, #hiv (mean 0.90, SD 0.34) in 2016, and #researchhighlight (mean 1.00, SD 0.06) in 2019. It is also notable that #science was among the 5 most common hashtags in every year except for 2013 and was consistently related to a positive sentiment, with means between 0.52 (in 2018) and 0.74 (in 2013).

Only a few hashtags were related to negative sentiments. The most prominent one was #crisprbabies, with mean sentiments of −0.30 (SD 0.65) in 2018 and −0.13 (SD 0.63) in 2019, followed by #gmo (mean −0.11, SD 0.76) in 2019, #bioethics (mean −0.02, SD 0.45) in 2015, and #geneeditsummit (mean −0.01, SD 0.46) in 2018. It is worth noting that the hashtag #geneeditsummit only appeared in 2015 and 2018 and that its associated sentiment dropped from 0.20 to −0.01. The hashtag refers to the two summits on human genome editing, which were held in Washington D.C. in 2015 and in Hong Kong in November 2018, coinciding with the first gene editing of viable human embryos. Similarly, the hashtag #gmo became slightly more negative in 2018, with a mean sentiment of 0.09 compared to 2016 (mean 0.24) and 2017 (mean 0.14) and even dropped to −0.11 in 2019. The hashtag #bioethics only appeared in 2015 and was associated with a relatively low sentiment of −0.02. This may highlight the various ethical concerns raised during the 2015 Human Gene Editing summit. See Multimedia Appendix 8 for the full list of the counts, sentiments, and standard deviations of the most used hashtags by year.
**Figure 4.** Visualization of the sentiment associated with the most frequently used hashtags every year. For every year, the 15 hashtags with the highest counts for that year are included (the hashtag #crispr was excluded). The hashtags are sorted by yearly counts (indicated by the bar height), where the hashtag with the highest count is at the top. The color represents the average sentiment for the respective hashtag, with blue representing a very positive sentiment and red representing a very negative sentiment. If a hashtag is listed in multiple years, the occurrences are linked with a gray band. The number of tweets with the hashtag is indicated in parentheses next to the respective hashtag. For the year 2019, the counts were extrapolated from the months before June to the full year.

**Themes**

In comparison to the hashtags, the themes derived from previous studies can relate the Twitter discussion to known themes of interest to the public (see the Methods section for a description of the analysis). The 6 themes that were matched most are presented in Figure 5 and grouped by positive, neutral, and negative sentiments. The themes include genome (with a total count of 526,612 [extrapolated for 2019]), baby (68,269), disease (64,181), embryo (49,084), treatment (35,865), and mutation (34,884). Unsurprisingly, the theme “genome” was matched most frequently, occurring in 34% of the tweets.

The reported themes show distinct occurrence patterns depending on sentiment, yielding an aggregated picture of the discussion surrounding CRISPR throughout the years. Spikes are evident in certain years (see Multimedia Appendix 9 for the counts per year of the top 6 themes), and the most significant change in occurrences happened for the theme “baby,” which increased substantially from 2017 to 2018, likely associated with the “CRISPR babies” scandal in November 2018. While a spike could be observed for all 3 sentiments, the increase was far more pronounced in the neutral and negative classes (see Figure 5). The theme “mutation” shows a negative peak in 2017, when risks about potential side effects of CRISPR surfaced. Relative to other themes, the themes “disease” and “treatment” were major themes in a discussion associated with a positive sentiment.
Discussion

Principal Findings

We have generated the first high-resolution temporal signal for sentiments towards CRISPR on Twitter, spanning a duration of more than 6 years. Our results suggest that, overall, the CRISPR technology was discussed in a positive light, which aligns well with a previous study that considered the coverage of CRISPR in the press [33]. However, more recently, the sentiment reveals a series of strong negative dips, pointing to a more critical view. The frequency and magnitude of these dips have increased since 2017, which is underlined by the overall declining sentiment. It is noteworthy that the dips usually coincide with high activity, suggesting that many people are only exposed to the topic of CRISPR when it is presented in an unfavorable way.

Further, we could tie the most prominent peaks in tweeting activity to real world events. The last 3 peaks, which coincide with the release of possibly concerning news (side effects, CRISPR babies, malware), also align with strong dips in the tweet sentiment. Together, this indicates that there is at least a partial connection between tweets and the discourse off Twitter and that the sentiment changes are not only the result of a self-contained discussion on the social media platform. Even more so, the peak detection potentially allows the timely identification of significant incidents that can shape public discourse and opinion.

As shown in the breakdown of sentiment by organism, the negative sentiment was stronger in the embryo and human classes but stayed mostly positive towards other organisms. The data therefore suggest that the many ethical issues related to human germline editing are reflected in the tweets. However, criticism may not be targeted at the use of CRISPR in humans per se: Hashtags such as #hiv or #genetherapy were connected to very positive sentiments, which suggests a positive attitude towards developing CRISPR for use in medical treatment. This aspect is further strengthened when considering the sentiment of themes such as “treatment” or “disease.” These observations are in line with several surveys in which participants demonstrated strong support of CRISPR for use in medical treatment but were critical regarding modifications of human germline cells [28-32].

The dataset that includes continuous observations over a long period of time allows for conclusions to be drawn about the public perception of CRISPR both on short and long time scales. For example, when the article on biohacking re-emerged in 2019 (peak f), shortly after the discussions around CRISPR babies, it was discussed in significantly more negative terms than at the time of its publication in 2017. Therefore, the intermediate developments seem to have had a negative influence on the perception of the event. This is in line with the overall negative trend. The presence and absence of themes observed in the data hint at the influence that key events might have on the discussion. While the theme “mutation” was discussed intensely in 2017, its occurrence in tweets dropped in the following year, 2018, in which “baby” became the most occurring theme except for “genome”.

Our results support the use of Twitter and similar platforms for the study of public discourse. Discussion about a subject matter can be investigated in real-time, in depth at the level of individual statements, and on the basis of existing data. The insights gained through such studies can bring new issues to light, indicate which topics need extra attention with respect to ethical considerations and policy making, and allow a quicker response to technological advancements. In addition, the presented method offers a novel approach to promote public engagement, especially in the areas of biotechnologies and health care, as argued by the Nuffield Council on Bioethics [60].

Limitations

Although the predicted sentiment index seems to overlap well with survey results, it cannot be directly used as a substitute for an opinion poll. Polling allows for the collection of answers to specific questions of interest instead of inferring them from public statements. Furthermore, the Twitter community is not necessarily representative of the whole population of a country. However, sentiment analysis avoids the disadvantages of traditional methods such as response bias and provides more detailed insights through access to granular data of online discussions.

We cannot exclude the possibility that the gradual decrease over time was influenced or caused by a general shift in the sentiment of the scientific Twitter community. Our analysis relies only
on Twitter, and we did not validate the findings on another social media platform. Also, we cannot directly tie the sentiment in tweets to the conversation off Twitter. Nonetheless, our results show that there is a connection between tweets, findings in earlier studies, and real-world events and that insights can be gained from this type of analysis on Twitter that are not accessible through other methods.

Further, we acknowledge that most people’s opinions might not fit into the positive, neutral, and negative classes presented in this study. We therefore tried to counteract this problem by categorizing the data not only by sentiment but also by relevance and organism, allowing for a better understanding of the measured sentiment. Furthermore, we recognize the challenging nature of deducing someone’s true opinion based on a short message alone and the fact that it is only possible within a statistical margin of error. This error is slightly larger for the negative class, as the F1 score of this class was relatively low compared to the other classes due to a strong label imbalance. We believe, however, that our method is nevertheless suitable to capture certain trends on a larger scale.

Conclusions and Future Direction

We demonstrated that the sentiment analysis of tweets provides a high-resolution picture of the ongoing debate on CRISPR, allowing us to study the evolution of the discourse while extending the capacity of traditional methods. Further, the presence of the same themes that have been identified in existing studies confirms the validity of our signal with respect to content. The existence of events that match the activity peaks also indicates the sensitivity of the signal towards off-Twitter incidents. Therefore, our approach offers an additional method to surveys and that can be deployed to get richer information, a larger sample size, and higher temporal resolution.

Future work can go beyond the deduction of sentiments and shed more light on the nature of discussions and arguments raised and how they influence each other, giving a better idea of the reasoning behind people’s opinions. Furthermore, specific topics, such as the discussion surrounding a potential moratorium of CRISPR, may be analyzed in more detail and provide actionable outcomes.

Since the presented analysis can automatically process a large amount of data in almost real-time, it extends the traditional toolset of empirical methods for discourse analysis. It may therefore help analyze public opinion and support policy and decision making.

Data and Code Availability

The data, machine learning models used, and source code for this analysis can be found in our public repository: https://gitlab.ethz.ch/digitalbioethics/crispr-sentiment-analysis
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Multimedia Appendix 1

Yearly counts. Number of tweets per year since January 1, 2013, until May 31, 2019. A steady increase in volume can be observed. In parentheses is the extrapolated number for 2019 (from the first five months).

Multimedia Appendix 2

Model performance. Classification scores for selected models. Subfigures A, B and C correspond to three different classifiers trained for sentiment, relevance and organism, respectively. The y-axis shows the best corresponding model for a specific model type after hyperparameter search was performed. The model types are random (pick a class at random), majority (always pick the most frequent class), bag of words, fastText, BERT and a fine-tuned version of BERT-large (denoted as BERT ft). The x-axis denotes the test performance scores of accuracy (green), and macro-averaged precision (blue), recall (orange) and F1 scores (red). The fine-tuned BERT model was the best performing model for all three classification problems irrespective of the metric used.

Multimedia Appendix 3

Preliminary literature review search strategy and databases.

Multimedia Appendix 4

Themes and regex patterns. Derived themes and corresponding regex patterns from preliminary literature review.
Mean sentiments and test statistics for years and organism classes. On the left, the table shows the mean sentiment (Sent) for each year and organism class based on the sentiments of the individual tweets. Further, the standard deviation (SD) and number (Count) of tweets for each group are reported. On the right, the p-values or the significance level if significant (alpha = 0.001) and the t-values from Welch's t-test among the years and organism class means are shown. A value refers to the comparison between the classes given by its row and column labels. For example, the p-value for Welch's t-test for the difference between the mean of the bacteria class and the plants class is 0.038.

Identified events. Selected events with a peak prominence above 0.2. The marks correspond to the selected events in Figure 2 of the article. Peak times have been automatically detected as described in the methods section. The corresponding events have been inferred from visual inspection of the data.

Monthly mean sentiments and standard deviations per organism. The table shows the mean sentiments (Sent) and their standard deviations (SD) for every month and organism. A dash (--) indicates that less than 100 tweets were in the respective organism class for that month and that we did not calculate the mean sentiment. Months with empty rows had no tweets in that class. The mean values of this table were used in Figure 3.

Top hashtags’ counts and sentiments. List of top 15 hashtags, corresponding counts (Count), sentiments (Sent) and standard deviations (SD) by year. The extrapolated hashtag counts for 2019 are shown under 2019*, the original counts for the first five months under 2019. The mean values of this table were used in Figure 4.

Top themes found in tweets. List of top 6 themes with highest overall occurrence across sentiment. The table shows the number of occurrences in tweets for every sentiment and year. The year 2019 was extrapolated to determine the top themes, indicated by the star (*), based on the first five months of 2019. These counts were used in Figure 5.
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Abstract

Background: Information and communication technology (ICT) has made remarkable progress in recent years and is being increasingly applied to medical research. This technology has the potential to facilitate the active involvement of research participants. Digital platforms that enable participants to be involved in the research process are called participant-centric initiatives (PCIs). Several PCIs have been reported in the literature, but no scoping reviews have been carried out. Moreover, detailed methods and features to aid in developing a clear definition of PCIs have not been sufficiently elucidated to date.

Objective: The objective of this scoping review is to describe the recent trends in, and features of, PCIs across the United States, the United Kingdom, and Japan.

Methods: We applied a methodology suggested by Levac et al to conduct this scoping review. We searched electronic databases—MEDLINE (Medical Literature Analysis and Retrieval System Online), Embase (Excerpta Medica Database), CINAHL (Cumulative Index of Nursing and Allied Health Literature), PsycINFO, and Ichushi-Web—and sources of grey literature, as well as internet search engines—Google and Bing. We hand-searched through key journals and reference lists of the relevant articles. Medical research using ICT was eligible for inclusion if there was a description of the active involvement of the participants.

Results: Ultimately, 21 PCIs were identified that have implemented practical methods and modes of various communication activities, such as patient forums and use of social media, in the field of medical research. Various methods of decision making that enable participants to become involved in setting the agenda were also evident.

Conclusions: This scoping review is the first study to analyze the detailed features of PCIs and how they are being implemented. By clarifying the modes and methods of various forms of communication and decision making with patients, this review contributes to a better understanding of patient-centric involvement, which can be facilitated by PCIs.

International Registered Report Identifier (IRRID): RR2-10.2196/resprot.7407

(J Med Internet Res 2020;22(8):e16441) doi:10.2196/16441

KEYWORDS
participant-centric initiatives; patient involvement; patient engagement; participatory research; participatory medicine; information and communication technology; patient participation
Introduction

The use of information and communication technology (ICT) is increasing in all aspects of health care delivery and medical research, enabling vast amounts of data to be accumulated and analyzed at an unprecedented rate. Furthermore, a growing number of people are participating in research using smart devices, such as smartphones, tablets, and wearable devices [1]. Participation in medical research using ICT is expected to increase in the future. At the same time, patient-reported outcomes, where the patient reports directly on his or her condition, such as pain, fatigue, and quality of life, are recognized as important for both clinical and research settings [2, 3]. This new trend in medicine also facilitates the use of ICT in the medical research fields.

In parallel, attitudes toward medical research are also shifting to more active involvement of research participants. This emerging model of research, in which researchers and participants collaborate throughout the research process, is gaining momentum internationally. Several research funders, such as INVOLVE in the United Kingdom, which was established by the National Institute for Health Research (NIHR) to support public involvement in the National Health Service (NHS), and the Patient-Centered Outcomes Research Institute (PCORI) in the United States, are known as leading organizations promoting the involvement of research participants [4].

The definition of patient and public involvement and engagement has not yet been established. There is no designated terminology to describe the active involvement of participants in research. According to INVOLVE, involvement is defined as “research that is being carried out ‘with’ or ‘by’ members of the public, rather than ‘to,’ ‘about,’ or ‘for’ them,” while engagement indicates “information and knowledge about research is provided and disseminated” [5]. On the other hand, PCORI in the United States uses the term engagement in the following way: “The meaningful involvement of patients, caregivers, clinicians, and other healthcare stakeholders throughout the entire research process” [6]. Another example of the fluidity of the terminology can be seen in a consensus statement on patient and public involvement with data-intensive health research, which was developed by an international group of experts; they use the term public involvement and engagement [7]. While the terminology may change, a shared sentiment in all these documents is that they define patients or the public as experts in their personal knowledge and experiences. Collaborating with patients and the public is expected to improve research quality and relevance, ensure transparency and accountability, and foster innovation and research [5-9].

In this review, we use the definition from INVOLVE [5], where involve or involvement refers to a status where participants play an active role in medical research, beyond the level of simply being a participant to take part in research or inputting their data [10]. For instance, we hoped to find examples where participants collaborate with researchers and have influence over research design, analysis, management, and/or dissemination. While recognizing the diversity of approaches to involvement, here, we are not including activities such as the raising of awareness of research by patients or the creation of events, such as workshops and festivals to engage with the public [11].

Participant-centric initiatives (PCIs) are new initiatives that employ ICT for facilitating active involvement in research and are defined as “digital tools, platforms, or projects that have been developed to help participants become more actively involved in the research process” [12]. PCIs have the potential to provide a number of benefits to both participants and researchers, including facilitating participant recruitment and retention, providing the basis for long-term partnerships, and sustaining public confidence in research [13]. In addition to this, the interactive interface facilitates communication between research participants and researchers throughout the research process and allows participants to be placed at the center of the decision-making process [13]. Furthermore, it is believed that PCIs can address issues toward protecting individual interests by mediating participants’ control and choice within diverse research contexts [12].

While examples and features of PCIs have been reported by Anderson et al [12] and Kaye et al [13], in 2012, the definition of PCIs and methods of involvement that are promoted through PCIs had not yet been established. Moreover, the status and characteristics of PCIs since they were first outlined in these papers have not been reported. We believed that it was important to capture the current landscape of PCIs and describe detailed characteristics and methods of participant involvement.

By applying a scoping review methodology, we examined PCIs that have been implemented in the United States, the United Kingdom, and Japan, and we systematically analyze their detailed functions and features. The reason for selecting these countries for the study was that the United States and the United Kingdom have been actively advancing patient-centric approaches in medical research, and the majority of reported PCIs in previous research was located in these two countries [12, 13]. Our aim was to build on the existing research by updating the PCI landscape for the United Kingdom and the United States and by further contributing to the literature by adding Japan. Japan is a leading country in health research and practice, and we were well positioned to access the literature. While a traditional model of medical research remains pervasive in Japan [14], there is a clear shift toward exploring or prioritizing patient and public involvement, as seen in recent statements made by the Japan Agency for Medical Research and Development, a major medical funding agency [15]. Given this new focus, it was timely to search and explore the current landscape of PCIs available in Japan. We felt that focusing our attention on these three countries would make an important contribution to the literature on PCIs.

Therefore, the aims of this study were (1) to identify existing PCIs used for medical research in the United States, the United Kingdom, and Japan, (2) to describe recent trends and features of PCIs, and (3) to highlight the methods of participant involvement facilitated by PCIs.
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J Med Internet Res 2020 | vol. 22 | iss. 8 | e16441 | p.737
(page number not for citation purposes)
Methods

Overview
The methodology followed here is based on the previously published study protocol [16]. The scoping review was considered the most appropriate method to address the aims of the study for the following reasons. Firstly, the scoping review is recommended, as it is particularly relevant to disciplines with emerging evidence [17]. Unlike a systematic review, we are not trying to answer a specific question, but rather “examine the extent, range, and nature” of PCIs [18]. Secondly, a scoping review provides comprehensive search methods to incorporate a range of study designs in both published and grey literature. The scoping review methodological framework described by Levac et al [17] was applied to this study.

Identifying the Research Question
According to the features of PCIs described by Anderson et al [12], it is not necessary to designate the field of research upfront, but we decided to limit our study to PCIs generating data for medical research. In addition, citizen science, which we define here as a research activity directed and conducted by citizens without collaboration with researchers, was considered beyond our remit [19]; therefore, we focused on interaction between participants and researchers using PCIs.

In this study, medical research refers to any research involving human subjects aimed at improving clinical outcomes, including prevention; understanding the etiology of diseases and/or effect of treatments; and improving the quality of life of patients.

Identifying Relevant Studies
We first conducted a literature search in June 2017 in the following databases: MEDLINE (Medical Literature Analysis and Retrieval System Online), Embase (Excerpta Medica Database), CINAHL (Cumulative Index of Nursing and Allied Health Literature), PsycINFO, and Ichushi-Web. We conducted our search by using subject headings and keywords. Search terms included a combination of keywords and subject headings such as Medical Subject Headings (MeSH). Keywords were comprised of the following terms: “participant” AND “centric” OR “centered” OR “centred” OR “engage” OR “involve” OR “collaborat” OR “partner” OR “led” OR “driven” OR “initiat” OR “oriented.” Subject headings for “participation,” “technology,” and “research” were searched and adjusted to best meet the requirements of each database. The detailed search strategies and history are shown in Multimedia Appendix 1. A subject librarian was consulted and provided guidance on the search strategy. We also conducted a cited literature search using the Web of Science and by hand-searching of key journals—Digital Health and The Journal of mHealth—in August 2017.

A grey literature search was also conducted using Open Grey in December 2017, and a website search was conducted using Google and Bing from April to June 2018. The grey literature and website searches were conducted by using the same search keywords as in the literature database search. Some searches showed a large number of items, for example, more than 100,000 hits. However, as it was practically challenging to identify relevant websites by screening all items, we took a pragmatic approach and screened websites that had appeared within the first 50 results for each keyword.

Study Selection
The relevant articles and websites were screened based on the inclusion criteria described in Textbox 1. These criteria were formulated based on the description of the PCIs [12,13], and some criteria were added by the research team in the process of screening. The articles obtained by the database search were screened by two independent reviewers (NH and RN), and PCIs were identified from this process. The items identified from the grey literature and website searches were screened by NH, and the selection was confirmed by the research team after several rounds of discussion on the screening results.

Textbox 1. Selection criteria for relevant articles and websites.

<table>
<thead>
<tr>
<th>Inclusion criteria:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Research enables participants to become actively involved in the research design</td>
</tr>
<tr>
<td>Complies with participant-centric initiative (PCI) features described by Anderson et al [12]: (1) digital device or tool, computer program, or digital platform, and (2) projects that empower participants to engage in the research process</td>
</tr>
<tr>
<td>Articles, documents, or websites published in English or Japanese</td>
</tr>
<tr>
<td>Adult population (ie, over 18 years of age)</td>
</tr>
<tr>
<td>Focuses on medical research purposes</td>
</tr>
<tr>
<td>Available to participants in the United States, the United Kingdom, or Japan</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exclusion criteria:</th>
</tr>
</thead>
<tbody>
<tr>
<td>Platforms that enable patients to connect and communicate with other patients only</td>
</tr>
<tr>
<td>Platforms that use data for research, but there is no interaction between participants and researchers</td>
</tr>
<tr>
<td>Research activity directed and conducted by citizens without the support of scientists</td>
</tr>
<tr>
<td>Research intended to improve the efficiency of clinical practices or to develop tools for health care services</td>
</tr>
<tr>
<td>Medical research that aims to engage with participants without using a digital platform</td>
</tr>
</tbody>
</table>
Data Extraction
The features of PCIs were extracted and mapped from the relevant articles and information on the websites of each PCI. The data extraction was completed by NH, and the preliminary results were reviewed by research study members to ensure validity. Characteristics to extract included the following: characteristics of PCI websites, type of medical research, and method of involvement. The list of data elements that were extracted are shown in Multimedia Appendix 2.

Collating, Summarizing, and Reporting the Results
The PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) flowchart template [20] was applied to report on the search process. The key characteristics of the included PCIs were summarized in results tables and charts. The key findings were described in a summary report before disseminating to expert panel members.

Consultation With Expert Panel
A consultation is recommended as an optional stage in conducting a scoping review [17]. We carried out a consultation in January 2019 with a small number of experts to receive feedback about the obtained results, including additional information and perspectives. Using our research network, the expert panel included four researchers and a patient representative with expertise in patient and public involvement, health care and digital technologies, and clinical cohort studies from the United States, the United Kingdom, Australia, and Japan.

Results
Identifying Relevant Studies and Study Selection
The search results and screening process are shown in Figure 1. The screening process can be divided into two flowcharts: the database search and the grey literature search.

In the database search, 10 relevant articles [1,12,13,21-27] remained after the title, abstract, and full-text screening, and the descriptions of 13 potential PCIs were found in those papers. Within these 13 potential PCIs, 3 had been implemented in nontargeted countries (ie, Italy, the Netherlands, and Iceland), and 3 websites were not accessible, possibly due to the termination of the projects. Only 1 website focused on releasing personal genetic data openly to the public; we considered this beyond the inclusion criteria of this scoping review because all participants were scientists, and they were not aiming at collaborating with patients or citizens. As a result, 6 PCIs satisfying the inclusion criteria were identified in the database search.

The grey literature and website searches were conducted in an iterative process reflecting the results of the database search that had been performed earlier. In total, 3622 documents and websites were screened, but none described the implementation of PCIs for medical research. However, 16 additional PCIs were identified by a supplementary search of 2 excluded articles [28,29] from the database search. Both articles were related to the PCORI. Another 2 potential PCIs were discovered while searching for information on other PCIs that had been found in the database search. In total, 16 PCIs were identified in the website search. After removing duplicates, 21 PCIs [30-50] were ultimately identified in the obtained results (see Table 1). The detailed characteristics of these 21 PCIs are also shown in Multimedia Appendix 3.
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Figure 1. Flowchart for study selection. MEDLINE: Medical Literature Analysis and Retrieval System Online; Embase: Excerpta Medica Database; CINAHL: Cumulative Index of Nursing and Allied Health Literature; PCI: participant-centric initiative.
<table>
<thead>
<tr>
<th>No.</th>
<th>Name of PCI</th>
<th>Location</th>
<th>Type of organization</th>
<th>Areas of focus</th>
<th>Launch year</th>
<th>Number of users</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23andMe [30]</td>
<td>United States</td>
<td>Industry</td>
<td>Diverse (more than 230)</td>
<td>2006</td>
<td>&gt;1,200,000</td>
</tr>
<tr>
<td>2</td>
<td>PatientsLikeMe [31]</td>
<td>United States</td>
<td>Industry</td>
<td>Diverse (more than 2800)</td>
<td>2006</td>
<td>&gt;600,000</td>
</tr>
<tr>
<td>3</td>
<td>PEER&lt;sup&gt;b&lt;/sup&gt; [32]</td>
<td>United States</td>
<td>NPO&lt;sup&gt;c&lt;/sup&gt;</td>
<td>Diverse (about 50)</td>
<td>2014</td>
<td>&gt;15,000</td>
</tr>
<tr>
<td>4</td>
<td>GenomeConnect [33]</td>
<td>United States</td>
<td>Research institute</td>
<td>Diverse (genetic disorders)</td>
<td>2014</td>
<td>1400</td>
</tr>
<tr>
<td>5</td>
<td>RUDY&lt;sup&gt;d&lt;/sup&gt; [34]</td>
<td>United Kingdom</td>
<td>University</td>
<td>Fibrous dysplasia, vasculitis, osteogenesis imperfect, etc</td>
<td>2014</td>
<td>993</td>
</tr>
<tr>
<td>7</td>
<td>mPower [36]</td>
<td>United States</td>
<td>NPO</td>
<td>Parkinson disease</td>
<td>2015</td>
<td>15,000</td>
</tr>
<tr>
<td>8</td>
<td>J-RARE [37]</td>
<td>Japan</td>
<td>NPO</td>
<td>Distal myopathy, relapsing polychondritis, Marfan syndrome, etc</td>
<td>2013</td>
<td>≥247</td>
</tr>
<tr>
<td>9</td>
<td>ABOUT Network [38]</td>
<td>United States</td>
<td>NPO and university</td>
<td>Hereditary breast cancer</td>
<td>2016</td>
<td>10,500</td>
</tr>
<tr>
<td>10</td>
<td>Arthritis Power [39]</td>
<td>United States</td>
<td>NPO</td>
<td>Rheumatoid arthritis, fibromyalgia, inflammatory bowel disease (IBD), etc</td>
<td>2014</td>
<td>15,365</td>
</tr>
<tr>
<td>11</td>
<td>IBD&lt;sup&gt;e&lt;/sup&gt; Partners [40]</td>
<td>United States</td>
<td>NPO and university</td>
<td>Crohn disease</td>
<td>2011</td>
<td>15,680</td>
</tr>
<tr>
<td>12</td>
<td>Rare Epilepsy Network (REN) [41]</td>
<td>United States</td>
<td>NPO</td>
<td>Rare epilepsy</td>
<td>2014</td>
<td>1392</td>
</tr>
<tr>
<td>13</td>
<td>COPD PPRN&lt;sup&gt;f&lt;/sup&gt; [42]</td>
<td>United States</td>
<td>NPO</td>
<td>Chronic obstructive pulmonary disease and asthma</td>
<td>2014</td>
<td>75,000</td>
</tr>
<tr>
<td>14</td>
<td>Health eHeart [43]</td>
<td>United States</td>
<td>University</td>
<td>Cardiovascular diseases</td>
<td>2013</td>
<td>75,000</td>
</tr>
<tr>
<td>15</td>
<td>IAN&lt;sup&gt;g&lt;/sup&gt; [44]</td>
<td>United States</td>
<td>NPO</td>
<td>Developmental disorder</td>
<td>2006</td>
<td>&gt;20,000</td>
</tr>
<tr>
<td>16</td>
<td>iConquerMS (multiple sclerosis) [45]</td>
<td>United States</td>
<td>NPO</td>
<td>Multiple sclerosis</td>
<td>2015</td>
<td>≥3100</td>
</tr>
<tr>
<td>17</td>
<td>AD-PCPRN&lt;sup&gt;b&lt;/sup&gt; [46]</td>
<td>United States</td>
<td>Research hospital</td>
<td>Alzheimer disease and dementia</td>
<td>2014</td>
<td>57,000</td>
</tr>
<tr>
<td>18</td>
<td>NephCure Kidney Network Patient Registry [47]</td>
<td>United States</td>
<td>NPO</td>
<td>Primary nephrotic syndrome</td>
<td>2014</td>
<td>666</td>
</tr>
<tr>
<td>19</td>
<td>PI&lt;sup&gt;h&lt;/sup&gt; CONNECT [48]</td>
<td>United States</td>
<td>NPO</td>
<td>Primary immunodeficiency</td>
<td>Unknown</td>
<td>5040</td>
</tr>
<tr>
<td>20</td>
<td>V-PPRN&lt;sup&gt;j&lt;/sup&gt; [49]</td>
<td>United States</td>
<td>University</td>
<td>Behçet disease, vasculitis, polyarteritis nodosa, etc</td>
<td>Unknown</td>
<td>Unknown</td>
</tr>
<tr>
<td>21</td>
<td>MyApnea [50]</td>
<td>United States</td>
<td>Research hospital</td>
<td>Sleep apnea</td>
<td>2013</td>
<td>12,677</td>
</tr>
</tbody>
</table>

<sup>a</sup>The number of registrants (ie, users) is based on information publicly available in July 2018.
<sup>b</sup>PEER: Promise for Engaging Everyone Responsibly.
<sup>c</sup>NPO: nonprofit organization; includes patient organizations and research organizations.
<sup>d</sup>RUDY: Rare and Undiagnosed Diseases Study.
<sup>e</sup>IBD: Inflammatory Bowel Disease.
<sup>f</sup>COPD PPRN: Chronic Obstructive Pulmonary Disease Patient-Powered Research Network.
<sup>g</sup>IAN: Interactive Autism Network.
Difficulties in Searching for Relevant Studies

During the database search, it became clear that there were no designated subject headings to describe features of the PCIs within this emerging field; for instance, the existing MeSH do not have terms to include “participant-centric,” “engagement,” or “involvement”; alternatively, “patient participation” was suggested as the only MeSH option. The subject heading is typically used as an effective search tool in a database search. In this case, however, we had to combine keywords to search for articles relevant to PCIs. The lack of effective search terms may reflect the novelty of the field. For the same reason, the results of grey literature and website searches using Google and Bing were also limited.

Many of the documents that were excluded in the screening process were related to patients’ decision making or participation in clinical practice or medical interventions, including test screening, rather than medical research. Another major category of excluded items concerned the digitization of research and health care with the aim of developing tools for services, with no description of the involvement of participants.

Results of the Expert Panel

After the consultation, all members of the expert panel commented on the obtained results. Overall, they considered the results “important and well worthy of publication” and the search strategy as “sensible.” In addition, the experts gave feedback on the analysis and discussion sections of the paper. The feedback was incorporated into our analysis of results and the discussion.

There were also suggestions on potential PCIs we had not identified through the literature search. A total of 5 potential platforms were suggested by two members of the panel—one from Japan and one from the United Kingdom. Moreover, one member suggested that disease registries were underrepresented in the obtained results. The main reasons that we did not pick up these registries with our literature search is that any scientific papers generated by them appeared after our cutoff point or they did not indicate active involvement of patients in existing papers.

In response, we screened the registries listed on the National Institutes of Health (NIH) website. A total of 62 registries were screened by NH and AK. As a result, we identified 5 PCIs in the United States and Japan, which had not come out in our original literature search. Moreover, an anonymous reviewer suggested an additional PCI during the peer-review process. As we had decided that the results of the literature searches would be our endpoint for this study, these additional PCIs are offered here as supplementary data (see Multimedia Appendix 4). It is noteworthy, however, that the features of these PCIs do not change the overall landscape we describe as the main endpoint of the study.

Recent Trends in PCIs

PCIs have been implemented for research focusing on various diseases, including rare diseases, mood disorders, heart diseases, and dementia. Of the 21 kinds of PCIs identified in this scoping review, 4 (19%)—23andMe, PatientsLikeMe, PEER (Promise for Engaging Everyone Responsibly), and GenomeConnect—had features that included a variety of disease areas and had cross-cutting registry functions ranging from dozens to thousands of diseases. One of them was a direct-to-consumer genetic testing company (ie, 23andMe). In these PCIs, multiple kinds of medical research were being conducted. Furthermore, these 4 PCIs aimed to match the genomic information of research participants with their disease phenotype. On the contrary, the main registration objectives of the other 17 PCIs for medical research concerned specific disease areas; some of them had gradually expanded their disease areas of focus, such as RUDY (Rare and Undiagnosed Diseases Study) and V-PPRN (Vasculitis Patient-Powered Research Network).

Examining the year in which each PCI was established, our results show a dramatic upward trend from 2013 onwards (see Figure 2).
Figure 2. The trend in the number of participant-centric initiatives (PCIs) identified in the scoping review, cumulative total by year. NB: For 2 PCIs, the launch year was unknown.

Medical Research Facilitated by PCIs

The medical research conducted using digital tools, such as personal computers and smartphones, had one or both of the following purposes:

1. Understanding the symptoms: changes in the presentation of symptoms over time, genetic information and disease phenotype matching, daily changes of conditions, and health conditions associated with everyday life, including exercise and diet.

2. Comparison of treatment effectiveness: a case-control study comparing the effects of interventions, such as comparing medication records with symptoms or the impact of an online exercise class.

We found that at least 277 articles had already been published by several PCI research groups by January 2018, including some in major scientific journals [33-36,40,50-52]. Among them, PatientsLikeMe and 23andMe are promoting research covering various disease areas and have published more than 100 papers [51,52]. All PCIs were used to facilitate participation in substudies or provide opportunities to join upcoming research.

Table 2 shows the specific data collected by each PCI. Overall, the majority of PCIs had analyzed questionnaires on symptoms and quality of life. Functions to upload the results of DNA testing and electronic health record data were also implemented in 7 PCIs, corresponding to one-third of the total. Other functions included tracking personal data, such as body temperature, blood pressure, and weight. A total of 3 PCIs had an interface to collect data using new functions on smartphones and wearable devices, such as those relating to movement and voice.

Table 2. Types of data collected by participant-centric initiatives (PCIs).

<table>
<thead>
<tr>
<th>Types of data</th>
<th>Number of PCIs (N=21), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA test result</td>
<td>7 (33)</td>
</tr>
<tr>
<td>Closed-ended questionnaire</td>
<td>17 (81)</td>
</tr>
<tr>
<td>Open-ended questionnaire</td>
<td>5 (24)</td>
</tr>
<tr>
<td>Treatment and medication</td>
<td>16 (76)</td>
</tr>
<tr>
<td>Motion and voice</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Self-reported measurement</td>
<td>4 (19)</td>
</tr>
<tr>
<td>Electronic health record</td>
<td>5 (24)(^a)</td>
</tr>
</tbody>
</table>

\(^a\)In addition to the 5 PCIs that collected electronic health record data, 2 were in preparation.
Model of Informed Consent

Table 3 shows the result of consent models that were indicated on each of the websites. A specific consent model—a participant’s consent is requested each time they participate in a new study—was used for approximately half the PCIs (12/21, 57%). On the contrary, a broad consent model was used in 1 PCI (5%) that was developed by a for-profit organization (ie, PatientsLikeMe).

In total, 3 PCIs out of 21 (14%)—PEER, RUDY, and J-RARE—implemented a dynamic consent model. Dynamic consent is a new model that enables participants to change their consent status over time online [53]. Furthermore, participants can also select the range of data sharing and methods of communication. There were 5 PCIs out of 21 (24%) where the consent process was unclear.

<table>
<thead>
<tr>
<th>Types of data</th>
<th>Number of PCIs (N=21), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Specific consent</td>
<td>12 (57)</td>
</tr>
<tr>
<td>Broad consent</td>
<td>1 (5)</td>
</tr>
<tr>
<td>Dynamic consent</td>
<td>3 (14)</td>
</tr>
<tr>
<td>Treatment and medication</td>
<td>16 (76)</td>
</tr>
<tr>
<td>Unknown</td>
<td>3 (14)</td>
</tr>
</tbody>
</table>

Various Communication Activities

By examining the activities undertaken by the 21 PCIs, it became clear that various modes of communication had been used, including patient forums, webinars, and dialogue (ie, patients and researchers exchanging messages online) (see Table 4). Moreover, a majority of the PCIs had used multiple social media accounts. Some PCIs had disseminated information through blogs and newsletters. Others had their own digital interface that allowed participants to take part in networking with researchers and other participants. Out of 21 PCIs, 2 (10%) had been conducting face-to-face forums or seminars.
Table 4. Modes and methods of communication for the participant-centric initiatives (PCIs).

<table>
<thead>
<tr>
<th>No.</th>
<th>Name of PCI</th>
<th>Patient forum\textsuperscript{a}</th>
<th>Webinar\textsuperscript{b}</th>
<th>Dialogue\textsuperscript{c}</th>
<th>Use of social media for communication</th>
<th>Other modes of communication</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23andMe</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>News</td>
</tr>
<tr>
<td>2</td>
<td>PatientsLikeMe</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>News</td>
</tr>
<tr>
<td>3</td>
<td>PEER\textsuperscript{d}</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>MOSAIC\textsuperscript{e}</td>
</tr>
<tr>
<td>4</td>
<td>GenomeConnect</td>
<td>Unclear</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>Newsletter and mailing list</td>
</tr>
<tr>
<td>5</td>
<td>RUDY\textsuperscript{f}</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td>N/A\textsuperscript{g}</td>
</tr>
<tr>
<td>6</td>
<td>MoodNetwork</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>7</td>
<td>mPower</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>Patient satisfaction questionnaire</td>
</tr>
<tr>
<td>8</td>
<td>J-RARE</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Questionnaire</td>
</tr>
<tr>
<td>9</td>
<td>ABOUT Network</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>GAP360\textsuperscript{h}</td>
</tr>
<tr>
<td>10</td>
<td>Arthritis Power</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>11</td>
<td>IBD\textsuperscript{i} Partners</td>
<td></td>
<td>✓</td>
<td></td>
<td>✓</td>
<td>Blog and dashboard for research ideas</td>
</tr>
<tr>
<td>12</td>
<td>Rare Epilepsy Network (REN)</td>
<td>✓</td>
<td></td>
<td></td>
<td>✓</td>
<td>Dashboard</td>
</tr>
<tr>
<td>13</td>
<td>COPD PPRN\textsuperscript{j}</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>COPD360\textsuperscript{k}</td>
</tr>
<tr>
<td>14</td>
<td>Health eHeart</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>Health eHeart community</td>
</tr>
<tr>
<td>15</td>
<td>IAN\textsuperscript{l}</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>16</td>
<td>iConquerMS (multiple sclerosis)</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>Newsletter and iConquerMS community</td>
</tr>
<tr>
<td>17</td>
<td>AD-PCPRN\textsuperscript{m}</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>Patient story and regional volunteer community</td>
</tr>
<tr>
<td>18</td>
<td>NephCure Kidney Network Patient Registry</td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
<td>Online bulletin board, blog, and personalized report</td>
</tr>
<tr>
<td>19</td>
<td>PI\textsuperscript{n} CONNECT</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>20</td>
<td>V-PPRN\textsuperscript{n}</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>N/A</td>
</tr>
<tr>
<td>21</td>
<td>MyApnea</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>Online bulletin board, blog, and personalized report</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Included community day, leadership summit, and research forum.

\textsuperscript{b}Included content for general use.

\textsuperscript{c}Included the sharing of experiences, thoughts, and information with researchers and other patients; networking.

\textsuperscript{d}PEER: Promise for Engaging Everyone Responsibly.

\textsuperscript{e}MOSAIC: Model of Observational Screening for the Analysis of Interaction and Communication.

\textsuperscript{f}RUDY: Rare and Undiagnosed Diseases Study.

\textsuperscript{g}N/A: not applicable.

\textsuperscript{h}GAP: Generate, Assess, Prioritize, Plan, Perform, and Publish.

\textsuperscript{i}IBD: Inflammatory Bowel Disease.

\textsuperscript{j}COPD PPRN: Chronic Obstructive Pulmonary Disease Patient-Powered Research Network.

\textsuperscript{k}IAN: Interactive Autism Network.

\textsuperscript{l}AD-PCPRN: Alzheimer's Disease Patient- and Caregiver-Powered Network.

\textsuperscript{m}PI: Primary Immunodeficiency.

\textsuperscript{n}V-PPRN: Vasculitis Patient-Powered Research Network.
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Participant Decision Making in Various Research Processes

It became clear that there were various phases in decision making by research participants. First, the 3 PCIs that implemented the dynamic consent model allowed each participant to control the range of data sharing. Most PCIs used an interface that enabled inputs of participant feedback on research and operations or agenda setting by allowing participants to propose new research questions. Furthermore, more than half the PCIs (14/21, 67%) had a governance structure that included participant representatives in the decision-making process of the research design and conduct of the research (see Table 5).

Table 5. Decision-making process implemented in participant-centric initiatives (PCIs).

<table>
<thead>
<tr>
<th>No.</th>
<th>Name of PCI</th>
<th>Data-sharing control</th>
<th>Individual feedback and suggesting research questionsa</th>
<th>Research design and governanceb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>23andMe</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>PatientsLikeMe</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>PEERc</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>GenomeConnect</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>RUDYd</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>MoodNetwork</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>mPower</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>J-RARE</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>ABOUT Network</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Arthritis Power</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>IBDe Partners</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>Rare Epilepsy Network (REN)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>COPD PPRNf</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>Health eHeart</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>IANg</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16</td>
<td>iConquerMS (multiple sclerosis)</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>AD-PCPRNh</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>18</td>
<td>NephCure Kidney Network Patient Registry</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>PIi CONNECT</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>V-PPRNj</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
<tr>
<td>21</td>
<td>MyApnea</td>
<td>✓</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*aIndividual comments, suggestions of research questions, decisions of priority, etc.
*bThe main purpose is to determine the overall policy as representative of research participants, such as an advisory board, a steering committee, and a governor group.
*cPEER: Promise for Engaging Everyone Responsibly.
*dRUDY: Rare and Undiagnosed Diseases Study.
*eIBD: Inflammatory Bowel Disease.
*fCOPD PPRN: Chronic Obstructive Pulmonary Disease Patient-Powered Research Network.
*gIAN: Interactive Autism Network.
*hAD-PCPRN: Alzheimer's Disease Patient- and Caregiver-Powered Network.
*iPI: Primary Immunodeficiency.
*jV-PPRN: Vasculitis Patient-Powered Research Network.
Discussion

Principal Findings
In this study, we conducted a scoping review to capture the recent trend and features of PCIs for medical research, in particular, by focusing on active involvement. A total of 21 PCIs were identified by the scoping review. After analyzing the detailed functions and characteristics of each, the landscape of PCIs became clearer. To our knowledge, this is the first scoping review conducted in this emerging area to map the extent and range of PCIs currently available across the United States, the United Kingdom, and Japan.

Recent Trends in PCIs
The PCIs identified in this study were utilized in medical research in various fields. The number of participants registered for each PCI ranged from approximately 50 to 100,000 (see Table 1). Moreover, it was revealed that there are two types of PCIs in terms of target population and research purpose. A total of 4 PCIs targeted dozens or more diseases, aimed at understanding the relationship between genomic information and clinical phenotype. On the contrary, the other 17 PCIs targeted specific disease areas with the aim of deepening clinical understanding of the symptoms. In addition, PCIs connect participants and researchers with opportunities to join in different medical research studies. Regarding the significant number of participants and the broad targets of research, it is evident that ICT interfaces provide effective ways to promote research without the limitations of conducting research in real time and geographic area.

Another noteworthy trend was the sharp increase in the number of PCIs after 2013. The reasons for the increase may be improvements in technology and greater understanding of the benefits of using digital technologies in health care, as well as an increasing awareness of the importance of engaging with patients. As of 2013, 12 of the 21 PCIs (57%) were funded by PCORI in the United States, the trend may also have been influenced by the year of its establishment. PCORI was established in 2010 with the aim of funding comparative clinical effectiveness research for patients and those who care for them to make better-informed health decisions [54]. Moreover, PCORI promotes patient engagement to ensure that results are relevant and useful to stakeholders [55,56]. Meanwhile, various factors, such as an increased research focus on patient-reported outcomes [57] and more medical research using smartphones and wearable devices [58], are also thought to be related to this recent trend in PCIs.

There are at least 270 scientific papers published that used data collected by PCIs. Out of 21 PCIs, 2 (10%)—23andMe and PatientsLikeMe—are notable because they have published nearly 100 papers in the area between them; both are organized by for-profit organizations. It is necessary to analyze them further to understand the kinds of research papers that are published by these PCIs and why these for-profit organizations seem to have a greater reach than others.

Features of PCIs
The features of PCIs have been described in a prior paper [13] as “placing participants in control; using social media technology; promoting active participation; facilitating communication; appealing to public good.” With the results of this scoping review, these features have become clearer.

Dynamic consent was implemented in 3 out of 21 PCIs (14%)—PEER, RUDY, and J-RARE—while 12 PCIs (57%) implemented the specific consent model. This result indicates that not all PCIs embedded individual control into the design of the interface.

The use of social media technology, such as information dissemination, was observed in most of the 21 PCIs. This allows participants to see the progress in research and the results. PCIs also generally provide user-friendly platforms that facilitate two-way interaction between participants and researchers and, in some PCIs, between the participants. In more than half of the 21 PCIs, participants were involved in suggesting research questions. These results indicate that PCIs enable participants to play an active role, not only in terms of controlling their own data-sharing settings but also by way of contributing to decision making in research design. They encourage participants to become involved in the agenda setting of the entire research community. A follow-up study is needed to examine the method and evaluation of these involvement activities.

Definition of PCIs
The definition of PCIs was suggested in prior studies in 2012 [12,13], as described in our introduction. However, while conducting this scoping review, we initially found it difficult to distinguish PCIs from other related digital platforms. By analyzing the obtained results, the essential concept and features of PCIs became clearer. Therefore, in this study, we reconsidered the definition of PCIs with clearer and more rigorous criteria. Our proposed updated definition of PCIs is as follows: (1) research activities use ICT, (2) participants are actively involved in the agenda setting of research, and they play roles beyond those of research subjects or assistants, (3) participants can communicate with researchers interactively throughout the research process, and (4) participants can choose the level of their involvement.

PCIs cultivate an environment to establish collaborative partnerships between participants and researchers. As this participant-centric model is still emerging, the number of PCIs that are currently in practice is small, compared with other kinds of medical research that uses ICT. Employing a rigorous criteria of patient involvement, we excluded researcher-led initiatives that aim at collecting data, such as many patient registries and disease registries, because they did not indicate active involvement by patients either on their website or in their published literature. We also excluded patient registries created with the active support of patient organizations if such involvement was limited to recruiting patients to provide data. Moreover, research projects that limit patient involvement to communicating with participants to disseminate information or to respond to inquiries were also excluded, as we did not consider this to be interactive communication. Clarifying
exclusions and inclusions as part of the screening process also allowed us to clearly identify the distinctive levels of involvement and the features of PCIs.

Comparison Between PCIs in the United States, the United Kingdom, and Japan

Of the 21 PCIs identified, 19 (90%) were initiated in the United States. There may be a number of possible reasons for this, some of which suggest avenues for future investigation. Firstly, it is possible that the culture of involving patients and members of the public in research is more established in the United States.

Our results indicated that many of the PCIs were funded by PCORI. The Patient-Powered Research Network is one of the research networks that is operated and governed by patient groups, and it has launched a number of projects using online platforms to collect self-reported data [55.56]. This may suggest that differences in policies of funding organizations have influenced the number of PCIs among the three countries. In the United Kingdom, research funding bodies, such as the Medical Research Council (MRC) and the NIHR, require all applicants to state how they will involve patients and members of the public in the design of the research study, which suggests the culture for patient involvement in medical research is also reasonably well established in the United Kingdom. Nevertheless, this has not yet translated into the establishment of PCIs. Indeed, we found only one funded research project that was using a digital platform.

Furthermore, the differences in the way that health care is organized may be an additional explanatory factor, but this would need further exploration. The US system is rather unique in the way it organizes health care and this may be tied into the more populous PCI landscape in the country. We are aware that patients in the United States are often engaged around social entrepreneurship in health care and play key roles in initiating new research projects [59]. There may also be different attitudes between the three countries toward the utilization of ICT and direct-to-consumer services. Another consideration is the population size. Although the explanatory power is probably somewhat weak, the larger number of PCIs in the United States may, in part, reflect the much larger population size compared to Japan and the United Kingdom.

Future research is needed to disentangle the factors impacting the establishment and sustainability of PCIs in order to better understand the underlying reasons for the differences between these countries.

Limitations and Future Challenges

In this paper, we investigated PCIs, which enable the active involvement of patients, by conducting a scoping review to understand this new field that has not yet been conceptually established. Therefore, there are a number of limitations to this work.

First, due to limitations in the search method, some PCIs might have been overlooked in our search. For example, any PCI-related documents that do not contain our keywords indicating active involvement of patients in the titles or abstracts would have been extremely difficult to detect. This would also hold for the website search results. We suggested that consistent definition and terminology of participant involvement should be established to overcome these methodological limitations. Second, any PCIs that do not publish their research in scientific articles, or those whose websites do not appear in any search engine results, would not have been found. Further, research articles and websites that were published after our search period would also have not been included in our findings.

For future research, PCIs implemented in countries other than those focused on in this study also deserve attention. For instance, other English-speaking countries, such as Canada, Australia, and New Zealand, where there is a push toward patient and public involvement in medical research could be prioritized in future research. Furthermore, it may be desirable to seek a method to evaluate PCIs by a variety of means, such as careful observation, surveys of participant opinions, and exploration of theoretical considerations. Such results will offer insights to further improve ongoing PCIs and aid the establishment of new ones in the future.

We can also propose possible ideas for moving forward the area of PCIs. In this review, we have documented the important activities of PCIs; at the same time, we have noted that there are still only a small number of projects that meet the criteria we have set for patient involvement. Therefore, the future challenge in the field is how to expand the number of PCIs and also the level of patient involvement that these platforms enable. Ideas for improvement can include the following: (1) wider dissemination of information about the value of PCIs for patients and patient organizations, (2) encouragement of networking between PCIs to facilitate the adoption of good practices, and (3) increase of support by government bodies for PCIs.

Conclusions

A scoping review was sufficient to capture recent trends in PCIs designed to facilitate medical research. We identified 21 PCIs currently operating in the United States, the United Kingdom, and Japan. This review contributes to a better understanding of the concept of active involvement by patients that can be facilitated by PCIs, by clarifying the various modes of communication and decision making. Although it is an emerging initiative in medical research, PCIs have the potential to facilitate fruitful collaboration between participants and researchers.
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Abstract

Background: In an effort to contain the effects of the coronavirus disease (COVID-19) pandemic, health care systems worldwide implemented telemedical solutions to overcome staffing, technical, and infrastructural limitations. In Germany, a multitude of telemedical systems are already being used, while new approaches are rapidly being developed in response to the crisis. However, the extent of the current implementation within different health care settings, the user’s acceptance and perception, as well as the hindering technical and regulatory obstacles remain unclear.

Objective: The aim of this paper is to assess the current status quo of the availability and routine use of telemedical solutions, user acceptance, and the subjectively perceived burdens on telemedical approaches. Furthermore, we seek to assess the perception of public information quality among professional groups and their preferred communication channels.

Methods: A national online survey was conducted on 14 consecutive days in March and April 2020, and distributed to doctors, nurses, and other medical professionals in the German language.

Results: A total of 2827 medical professionals participated in the study. Doctors accounted for 65.6% (n=1855) of the professionals, 29.5% (n=833) were nursing staff, and 4.9% (n=139) were identified as others such as therapeutic staff. A majority of participants rated the significance of telemedicine within the crisis as high (1065/2730, 39%) or neutral (n=720, 26.4%); however, there were significant differences between doctors and nurses (P=.01) as well as between the stationary sector compared to the ambulatory sector (P<.001). Telemedicine was already in routine use for 19.6% (532/2711) of German health care providers and in partial use for 40.2% (n=1090). Participants working in private practices (239/594, 40.2%) or private clinics (23/59, 39.0%) experienced less regulatory or technical obstacles compared to university hospitals (586/1190, 49.2%). A majority of doctors rated the public information quality on COVID-19 as good (942/1855, 50.8%) or very good (213/1855, 11.5%); nurses rated the quality of public information significantly lower (P<.001). Participant’s age negatively correlated with the perception of telemedicine’s significance (ρ=–0.23; P<.001).

Conclusions: Telemedicine has a broad acceptance among German medical professionals. However, to establish telemedical structures within routine care, technical and regulatory burdens must be overcome.

(J Med Internet Res 2020;22(8):e19745) doi:10.2196/19745

https://www.jmir.org/2020/8/e19745
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Introduction

Background

The global pandemic caused by the severe acute respiratory syndrome coronavirus 2 is creating a historic challenge for health care providers, patients, and societies throughout the world. Hospitals are drastically increasing intensive care capacities in an effort to contain the effects of the pandemic. However, staffing, technical, and infrastructural limitations are impeding progress in this regard. With an estimated intensive care unit (ICU) hospitalization rate of 5%, the pandemic quickly surpassed the global hospital care capacities [1]. In response to the crisis, new approaches are urgently needed to avoid a medical crisis.

To bring specialist care to the patients, diverse telemedical approaches have been implemented into patient care routine worldwide in both the ambulatory and hospital sectors (from the home setting to admission, treatment, and discharge), and adaptations have been developed for each use case (Figure 1).

Telemedicine in Acute Emergency and Intensive Care

In the area of acute care medicine, specifically intensive care medicine, telemedicine has proven to be a success story. For example, the introduction of a remote intensivist program in two US tertiary care hospitals has led to a significant reduction of mortality (9.4% vs 12.9%; relative risk 0.73; 95% CI 0.55-0.95) and has proven to be cost-effective [2].

As a result of the worldwide shortage of medical professionals, not all patients are treated under the supervision of a specialized doctor. Although, it is estimated that, if specialized ICU physician staffing was implemented in nonrural US hospitals, approximately 53,000 lives and US $5.4 billion would be saved annually; as of 2010, only 10%-15% of the US ICUs were able to provide intensivist care, clearly a resource urgently needed in response to the coronavirus disease (COVID-19) [3]. Multiple studies have shown that providing a dedicated intensivist at an ICU leads to a significant reduction in mortality and reduces the length of stay [4,5]. Worldwide, telemedical tools have been rapidly adopted to the intensive care setting, providing specialist telemedical guidance to remote hospitals.

The advantages in the reduction of distance barriers between patients and physicians are also used for “in-house screening” of patients with COVID-19 (eg, by distributing tablet computers in emergency departments), minimizing the time of direct patient contact and, thus, cutting down the infection risk [8,9]. These findings were supported by a systematic review and meta-analysis of 13 studies involving 35 ICUs using a pre-post-design. The authors concluded that there was a reduction in ICU mortality (pooled odds ratio 0.80, 95% CI 0.66-0.97; P=.02) and a reduction in length of stay but stated that in-hospital mortality was not proven to be significantly reduced (pooled odds ratio 0.82, 95% CI 0.65-1.03; P=.08) [10].

Numerous worldwide experiences have shown that the formation of “telemedical excellence centers” is an efficient and fast way to provide telemedical specialist care to large populations. This is especially true for the reaction to global crises such as the coronavirus pandemic, as these telemedical centers can be created rapidly, concentrate specialist care locally, and deliver the highest quality care within large regions without travel restrictions or risk of infection for medical staff [11]. For example, in reaction to the pandemic and under support of the federal government of North-Rhine Westphalia in Germany, the University Hospitals of Aachen and Münster have built up a “virtual hospital” structure within weeks that provides a day-and-night availability of specialist intensivist and infectologist care for over 200 regional hospitals [12-14]. In China, the National Telemedicine Center of China in Zhengzhou has established a telemedicine-enabled outbreak alert and response network, connecting over 120 smaller hospitals [15]. In rapid response to the COVID-19 pandemic, a telemedical network was created in the Sichuan Province in Western China [11]. The first results of the retrospective success analysis showed telemedicine to be a “feasible, acceptable, and effective” way to provide health care and “allowed for significant improvements in health care outcomes.” Furthermore, entirely new, data-driven disease containment strategies using contact

Figure 1. Levels of telemedical interventions during the COVID-19 crisis. COVID-19: coronavirus disease; ICU: intensive care unit.
Telemedicine in the Ambulatory Sector

In addition, within the ambulatory sector (eg, in home care and outpatient clinics), telemedical solutions are on the rise worldwide in response to the coronavirus crisis [17]. Over 50 US hospitals established or reinforced their telemedical health systems to allow clinicians to see patients who are at home without the risk of infection for medical professionals [8]. This might also be true for non-infection-related consultations (eg, in orthopedics [18] or chronic conditions [19]), reducing the need for repeated physical patient-physician contact and, consequently, the risk of cross-infections within a practice visit. A tool for the initial medical assessment of COVID-19 has been made available to German citizens by the German Central Institute for Statutory Health Insurance Physicians. The “COVID-Guide” is intended to enable patients to make an initial assessment of their own health situation in the event of possible complaints and uncertainties in connection with the coronavirus, which serves to accompany patients at home with telemedical means and, thus, recognize the occurrence of specific alarm symptoms at an early stage [20]. In contrast to other countries (eg, the Netherlands, the United Kingdom), German patients have generally free access to all medical specialties. A referral is not mandatory from the patient’s point of view. A patient can consult a specialist immediately and does not have to take a detour via a general practitioner. In the case of so-called family doctor–centered care, members of the statutory health insurance are bound to contract doctors of the health insurance companies when choosing a (telemedical) doctor. Telemedical consultations are mostly performed through direct patient-doctor contact.

To establish telemedicine in routine care, user acceptance by medical professionals is of the utmost importance to make effective use of telemedical resources. Furthermore, infrastructural problems (eg, broadband internet connectivity, organizational structures) are still thought to be a relevant factor hindering effective implementation of telemedical care [21]. To our knowledge, no structured, large-scale assessment of the perception of telemedical services within the crisis has been carried out accounting for differences between levels of care and medical professional groups. In this study, we examine the current status quo of the availability and routine use of telemedical solutions, the user acceptance, and the subjectively perceived burdens on telemedical approaches. Telemedical providers often serve as an additional source for medical knowledge. This is particularly important in crises, where the distribution of reliable information is key. Consequently, we assess the perception of the quality of public information among professional groups and their preferred information channels to evaluate efficient communication with the aforementioned providers.

Methods

Data Collection and Recruitment

Survey data collection took place on all days of the evaluated time frame between March 27, 2020, and April 11, 2020. Participants were acquired via numerous communication channels, taking into account the heterogeneous access and technical skills of different medical professional groups. Access (weblink) to the survey system was distributed through official communication channels and mailing lists of numerous medical societies and social media groups. Furthermore, several large- and medium-sized hospitals shared the weblink to the survey within their internal communication systems (eg, intranet platforms). The telemedical survey was part of a larger survey on coronavirus conducted within the time frame.

Data acquisition took place via a publicly accessible, web-based survey system (LimeSurvey, version 3.22.10; LimeSurvey GmbH) based on the programming language Hypertext Preprocessor (version 7.1.33, The PHP Group) and JavaScript (version 262, June 2017, ECMA International). The survey was accessible through all common web browsers as well as mobile phones.

All computational infrastructure was hosted on an Apache server (The Apache Software Foundation), while the system was physically hosted in Nuremberg, Germany to comply with all European data protection laws. No technical failure or server downtime was observed during the acquisition period. Data was stored using a My Structured Query Language (MySQL) database (Oracle Corporation).

Statistical Analysis

All statistical preprocessing and analysis was carried out using the R statistical programming language [22] (Version 3.6.3, R Foundation for Statistical Computing) and the statistical software Jamovi (Version 1.2.16.0, The Jamovi Project) [23].

Appropriate sample size was calculated as described in Multimedia Appendix 1. A confidence level of 99% and an acceptable error margin of 3% were assumed [24].

The descriptive statistical data is laid out in total numbers as well as in relative percentages.

Assumption of normal distribution was tested using the Shapiro-Wilk test.

We used a nonparametric one-way analysis of variance to address potential differences between the professional groups. Post-hoc analysis was performed using Dwass-Steel-Chritchlow-Figner pairwise comparisons, when appropriate. Correlation analysis for ordinal variables was carried out using Spearman rho.

Results

Study Demographics and Survey Size

A total of 2927 participants took part in the survey within the observed time frame between March 27, 2020, and April 11, 2020. We calculated the ideal sample size for the survey to reach significance as described in the methods section. We assumed there were a total of 5.6 million medical professionals employed within the German health care domain, as reported by the German Federal Office of Statistics [25]. On a confidence level of 99% and within an acceptable error margin of 3%, the required sample rate was determined to be 1849 participants.

The median observed age was 43.0 (SD 11.8) years. Of the 2827 participants, 51.1% (n=1446) of participants identified as...
females, 47.6% (n=1345) identified as males, and 0.3% (n=69) chose not to disclose gender. The majority of the survey participants worked within a university hospital setting (n=1238, 43.8%), while 26.9% (n=749) worked within smaller regional hospitals. The ambulatory sector was represented by 21.6% (n=611) participants within private practices, 2.1% (n=60) within private clinics, and 1.6% (n=45) in a rehabilitation clinic setting. A total of 111 (3.9%) participants disclosed their work environment as “other” (eg, ambulatory nursing services). When asked about their profession, 65.6% (n=1855) identified as doctors, 29.5% (n=833) as nursing staff, and 4.9% (n=139) as other medical professionals such as therapeutic staff; Table 1).

Visualization of the gender distribution already showed indications of a non-Gaussian distribution. We further assessed the pattern by performing a Shapiro-Wilk test, resulting in a statistic value of 0.98 (P<.001), thus confirming the hypothesis of a nonnormal distribution (Figure 2).

Table 1. Demographic data of the study population.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participant total, N</td>
<td>2827</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>43.0 (11.8)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>1446 (51.1)</td>
</tr>
<tr>
<td>Male</td>
<td>1345 (47.6)</td>
</tr>
<tr>
<td>Missing/nondisclosed</td>
<td>69 (0.3)</td>
</tr>
<tr>
<td>Work setting, n (%)</td>
<td></td>
</tr>
<tr>
<td>University hospital, high level care</td>
<td>1238 (43.8)</td>
</tr>
<tr>
<td>Regional hospital</td>
<td>749 (26.5)</td>
</tr>
<tr>
<td>Ambulatory care/medical practice</td>
<td>611 (21.6)</td>
</tr>
<tr>
<td>Private clinic</td>
<td>60 (2.1)</td>
</tr>
<tr>
<td>Rehabilitation clinic</td>
<td>45 (1.6)</td>
</tr>
<tr>
<td>Others (eg, ambulatory nursing service)</td>
<td>111 (3.9)</td>
</tr>
<tr>
<td>Missing/nondisclosed</td>
<td>13 (0.4)</td>
</tr>
<tr>
<td>Hospital environment, if working within hospital, n (%)</td>
<td></td>
</tr>
<tr>
<td>Outpatient clinic</td>
<td>283 (10.0)</td>
</tr>
<tr>
<td>Standard care ward</td>
<td>750 (26.5)</td>
</tr>
<tr>
<td>Intensive care ward</td>
<td>486 (17.2)</td>
</tr>
<tr>
<td>Operating theater</td>
<td>401 (14.2)</td>
</tr>
<tr>
<td>Diagnostics</td>
<td>148 (5.2)</td>
</tr>
<tr>
<td>Missing/nondisclosed</td>
<td>759 (27.8)</td>
</tr>
<tr>
<td>Professional group, n (%)</td>
<td></td>
</tr>
<tr>
<td>Doctors</td>
<td>1855 (65.6)</td>
</tr>
<tr>
<td>Nursing staff</td>
<td>833 (29.5)</td>
</tr>
<tr>
<td>Others (eg, therapeutic staff)</td>
<td>139 (4.9)</td>
</tr>
</tbody>
</table>
Perception on the Use of Telemedicine and Telehealth Infrastructure

Participants were asked to estimate the significance of telemedicine during the coronavirus crisis (“How high do you estimate the significance of telemedicine and teleconsultations in the current crisis?”). Of the 2730 participants that responded to this question, the importance of telemedicine and teleconsultation was rated as high (n=1065, 39%) to neutral (n=720, 26.4%). The majority of the doctors (1036/1806, 57.4%), nurses (508/797, 63.8%), and other medical professionals (90/127, 70.9%) estimated the significance of telemedicine and teleconsultation within the COVID-19 crisis as either high (4) or very high (5).

A subcohort analysis of the different groups, however, showed significant ($\chi^2=15.8; P<.001$) differences in the perception of telemedicine. In a subcohort analysis, differences between doctors and nurses ($W=4.05, P=.01$) as well as between doctors and others ($W=4.36, P<.001$) were shown to be significant, while differences between nurses and others did not reach statistical significance ($W=2.62, P=.15$).

Closer analysis of the perception of telemedicine between healthcare professionals (Figure 3a) working in a diverse work environment (Figure 3b) revealed different response patterns within the observed groups. One difference was the significantly higher perception of telemedicine amongst health care workers within the stationary and hospital sector ($\chi^2=190; P<.001$) compared to the ambulatory and practice sector, and a significantly higher estimation in university hospital workers ($W=-18.39, P<.001$) and regional hospital workers ($W=-9.99, P<.001$) compared to private practices (Table 2).

Further, correlation analysis revealed a significant negative correlation of the participant’s age with the perception of telemedicine’s significance ($p=-0.23; P<.001$).
**Figure 3.** Subgroup analysis: relative significance of telemedicine among professional groups (A) and different work settings (B).

**Table 2.** Significance of telemedicine in the coronavirus crisis.

<table>
<thead>
<tr>
<th>Profession</th>
<th>1 (very low), n (%)</th>
<th>2, n (%)</th>
<th>3, n (%)</th>
<th>4, n (%)</th>
<th>5 (very high), n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctors</td>
<td>38 (2.1)</td>
<td>255 (14.1)</td>
<td>477 (26.4)</td>
<td>664 (36.8)</td>
<td>372 (20.6)</td>
<td>1806 (100.0)</td>
</tr>
<tr>
<td>Nurses</td>
<td>21 (2.6)</td>
<td>52 (6.5)</td>
<td>216 (27.1)</td>
<td>345 (43.3)</td>
<td>163 (20.5)</td>
<td>797 (100.0)</td>
</tr>
<tr>
<td>Others</td>
<td>1 (0.8)</td>
<td>9 (7.1)</td>
<td>27 (21.3)</td>
<td>56 (44.1)</td>
<td>34 (26.8)</td>
<td>127 (100.0)</td>
</tr>
<tr>
<td>Total</td>
<td>60 (2.2)</td>
<td>316 (11.6)</td>
<td>720 (26.4)</td>
<td>1065 (39.0)</td>
<td>569 (20.8)</td>
<td>2730 (100.0)</td>
</tr>
</tbody>
</table>

**Availability of Telemedical Infrastructure and Establishment in Daily Routine**

We further assessed the current availability of telemedical services during the pandemic. Despite being acknowledged as a significant tool during the COVID-19 crisis by the majority of participants, telemedicine was not yet part of the daily routine in most of the work environments. In only 20.2% (240/1189) of the university hospitals, 20.3% (12/59) of the private clinics, and 5.6% (41/726) of the regional hospitals telemedical consulting was in routine use. In contrast, 36% (214/595) of the participants working in a private practice setting already used telemedical tools routinely. Further analysis revealed a large proportion of hospitals that did not have access to telemedicine at all (405/1189, 34.1% for university hospitals and 393/726, 54.1% for regional hospitals; Table 3).

Furthermore, significance analysis and post hoc analysis revealed significant differences ($\chi^2 = 295, P < .001$) between university hospitals and regional hospitals ($W = -15.26, P < .001$), between private practices and private clinics ($W = -5.04, P = .01$), and between private clinics and rehabilitation clinics ($W = -5.88, P < .001$).

To further investigate the reasons for the low use of telemedical tools, we addressed potential regulatory or technical obstacles within the participants’ work environment. Although participants working in private practices (239/594, 40.2%) or private clinics (23/59, 39.0%) experienced no regulatory or technical obstacles, most of the medical professionals working in university hospitals (586/1190, 49.2%) experienced at least partial obstacles. In total, only 22.7% (616/2711) answered the question “Do you experience regulatory or technical obstacles for telemedicine within your work environment?” with “yes” (Table 4).

**Table 3.** Availability of telemedicine in different medical settings.

<table>
<thead>
<tr>
<th>Answer</th>
<th>University hospital, n (%)</th>
<th>Regional hospital, n (%)</th>
<th>Private practice, n (%)</th>
<th>Private clinic, n (%)</th>
<th>Rehab clinic, n (%)</th>
<th>Others, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>None at all</td>
<td>405 (34.1)</td>
<td>393 (54.1)</td>
<td>88 (14.8)</td>
<td>21 (35.6)</td>
<td>34 (77.3)</td>
<td>47 (48.0)</td>
<td>988 (36.4)</td>
</tr>
<tr>
<td>In rare cases</td>
<td>471 (39.6)</td>
<td>279 (38.4)</td>
<td>284 (47.7)</td>
<td>25 (42.4)</td>
<td>8 (18.2)</td>
<td>23 (23.5)</td>
<td>1090 (40.2)</td>
</tr>
<tr>
<td>Daily routine</td>
<td>240 (20.2)</td>
<td>41 (5.6)</td>
<td>214 (36.0)</td>
<td>12 (20.3)</td>
<td>1 (2.3)</td>
<td>24 (24.5)</td>
<td>532 (19.6)</td>
</tr>
<tr>
<td>Others</td>
<td>73 (6.1)</td>
<td>13 (1.8)</td>
<td>9 (1.5)</td>
<td>1 (1.7)</td>
<td>1 (2.3)</td>
<td>4 (4.1)</td>
<td>101 (3.7)</td>
</tr>
<tr>
<td>Total</td>
<td>1189 (100.0)</td>
<td>726 (100.0)</td>
<td>595 (100.0)</td>
<td>59 (100.0)</td>
<td>44 (100.0)</td>
<td>98 (100.0)</td>
<td>2711 (100.0)</td>
</tr>
</tbody>
</table>
Table 4. Subcohort analysis: regulatory or technical obstacles for telemedicine within different work environments.

<table>
<thead>
<tr>
<th>Answer</th>
<th>Do you experience regulatory or technical obstacles for telemedicine within your work environment?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>University hospital, n (%)</td>
</tr>
<tr>
<td>None</td>
<td>357 (30.0)</td>
</tr>
<tr>
<td>Partially</td>
<td>586 (49.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>247 (20.8)</td>
</tr>
<tr>
<td>Total</td>
<td>1190 (100.0)</td>
</tr>
</tbody>
</table>

Perception of Information Quality and Quantity

We assessed the perception of information quality and quantity within the different professional groups and the preferred communication channels to identify the most appropriate information strategy in a pandemic situation. Information was rated on a 5-point Likert scale, ranging from very poor (1) to very good (5). A majority of the participants rated the information quality either neutral (606/2827, 21.4%) or good (n=1341, 47.4%). Information quantity of public information concerning the coronavirus crisis was rated similar with neutral (981/2827, 34.7%) or good (n=1101, 38.9%). The detailed subgroup analysis, however, revealed that, although the majority of doctors rated the information quality as good (942/1855, 50.8%) or very good (n=213, 11.5%), a majority of the participating nurses rated the quality of public information lower on a Likert scale with 3 (neutral; 233/833, 28.0%) or 4 (good; n=330, 39.6%). When addressing the satisfaction on information quantity, the differences were smaller; 42.0% (779/1855) of the doctors and 33.4% (278/833) of nursing staff rated the information quantity with a 4 (“good”; Tables 5 and 6).

We performed a subcohort analysis to address the significance of differences between the professional groups. Differences between groups were significant for both quality ($\chi^2=69.3; P<.001$) and quantity ($\chi^2=47.9; P<.001$). Post hoc analysis with Dwass-Steel-Chritchlow-Figner pairwise comparisons showed significant differences in perception of information quality between doctors and nursing staff ($P<.001$), and nursing staff and other groups ($P<.001$), while differences between nurses and others were not shown to be significant. Addressing the information quantity, significant differences between doctors and nursing staff ($P<.001$), and doctors and others ($P=.003$) was shown, while the differences between nursing staff and other medical professionals were not significant ($P=.96$; Table 7).

We further assessed the main information sources for information within the COVID-19 pandemic. Out of the 2733 participants that responded to this question, a total of 83.6% (n=2284) of medical professionals used websites, 61.1% (n=1671) used television, and 30.7% (n=840) used newspapers within their top 3 sources of information on the COVID-19 pandemic. Social media was relatively low in use (n=388, 14.2%), and 34.6% (n=945) informed themselves through colleagues (Table 8).

Table 5. Perception of the information quality on the coronavirus among professional groups.

<table>
<thead>
<tr>
<th>Professional group</th>
<th>How satisfied are you with the public information quality on coronavirus?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 (very poor), n (%)</td>
</tr>
<tr>
<td>Doctors</td>
<td>119 (6.4)</td>
</tr>
<tr>
<td>Nurses</td>
<td>61 (7.3)</td>
</tr>
<tr>
<td>Others</td>
<td>6 (4.3)</td>
</tr>
<tr>
<td>Total</td>
<td>186 (6.6)</td>
</tr>
</tbody>
</table>

Table 6. Perception of the information quantity on the coronavirus among professional groups.

<table>
<thead>
<tr>
<th>Professional group</th>
<th>How satisfied are you with the public information quantity on coronavirus?</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1 (very poor)</td>
</tr>
<tr>
<td>Doctors</td>
<td>19 (1.0)</td>
</tr>
<tr>
<td>Nurses</td>
<td>30 (3.6)</td>
</tr>
<tr>
<td>Others</td>
<td>4 (2.9)</td>
</tr>
<tr>
<td>Total</td>
<td>53 (1.9)</td>
</tr>
</tbody>
</table>
Table 7. Post hoc Dwass-Steel-Critchlow-Fligner pairwise comparison.

<table>
<thead>
<tr>
<th>Pairwise comparisons</th>
<th>Quality of coronavirus information</th>
<th>Quantity of coronavirus information</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>W</td>
<td>P value</td>
</tr>
<tr>
<td>Doctors x nurses</td>
<td>−11.653</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Doctors x others</td>
<td>−0.139</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Nurses x others</td>
<td>5.137</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Table 8. Information sources about the pandemic used by participants; responses to the question "What are the top 3 sources you mainly use to inform yourself about the current coronavirus disease pandemic?" (N=2827).

<table>
<thead>
<tr>
<th>Answer</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Websites</td>
<td>2284 (83.6)</td>
</tr>
<tr>
<td>Television</td>
<td>1671 (61.1)</td>
</tr>
<tr>
<td>Newspapers</td>
<td>840 (30.7)</td>
</tr>
<tr>
<td>Social media</td>
<td>388 (14.2)</td>
</tr>
<tr>
<td>Podcasts</td>
<td>563 (20.6)</td>
</tr>
<tr>
<td>Colleagues</td>
<td>945 (34.6)</td>
</tr>
<tr>
<td>Email newsletters</td>
<td>892 (32.6)</td>
</tr>
<tr>
<td>Mobile phone apps</td>
<td>191 (7.0)</td>
</tr>
<tr>
<td>Friends and relatives</td>
<td>265 (9.7)</td>
</tr>
<tr>
<td>Other sources</td>
<td>241 (8.8)</td>
</tr>
</tbody>
</table>

Discussion

In reaction to the COVID-19 pandemic, telemedicine has emerged as a key technology to bring high-level medical care to patients while reducing the transmission of COVID-19 among patients, families, and clinicians. We conducted this study to assess the extent of the current implementation within different health care settings, user acceptance and perception, public information politics, and regulatory burdens that are potentially impeding implementation and consequently withholding lifesaving telemedical treatment from patients who are infected that require medical attention.

Within this study, we asked a total of 2927 German medical professionals about their perceptions of telemedicine and telehealth during the current coronavirus crisis. With Germany maintaining one of the largest health care sectors worldwide, this survey can also be seen as a blueprint for other industrialized nations with similar infrastructural resources.

The study received broad interests and was supported by numerous medical societies, quickly surpassing the required 1849 participants needed to reach the calculated study sample size. The perception of telemedicine during the current COVID-19 crisis was generally high throughout all professional groups. This is in line with several studies addressing acceptance of telemedical solutions, generally supporting the high significance in clinical routine for both nurses [26] and primary health care providers [27].

Almost all medical specialties and professional societies have developed COVID-19 specific telemedical approaches catered to their specific medical needs (eg, allergologist [28], neurologists [29], or urologists [30]).

Another striking finding of our study, however, was the significantly higher perception of telemedicine among health care workers within the stationary or hospital sector compared to the ambulatory or practice sector during the current crisis. This might be the result of many telemedical apps designed specifically for the hospital setting (eg, tele-intensive care) and less apps for the home care or ambulatory setting. As a major result of our study, this should lead to further development of telemedical solutions for the ambulatory sector to contain infections, reduce unnecessary practice visits, and consequently decrease infection risk.

Interestingly, over one-third of private practices already had the possibility to reduce patient contact through telemedicine. In many cases, practitioners used makeshift and highly accessible tools, like messenger services to communicate with patients in a home setting [31].

However, in particular to the hospital setting, regulatory and technical burdens seem to be hindering the progress. This is particularly true for the public sectors, where a majority of the study participants reported at least occasional obstacles for telemedicine within their work environments. Reducing these obstacles as well as investing in technical infrastructure to provide optimal care for the patients harmed by COVID-19 within the crisis should be a priority for regulatory bodies and governments. It is, however, important to underline that only approximately one-fifth of the survey participants described a severe regulatory or technical hindering to telemedicine (answering “yes”).
Public information in particular plays a crucial role in the implementation of adherence to public health guidelines and fact-based communication toward peers and patients. Although a majority of health care providers rated the communication quality and quantity positively, a subcohort analysis highlighted a significantly lower perception for nurses and other medical personnel. As medical nurses and other medical professionals play an essential role in patient care during the crisis, specially targeted information material is urgently needed to address this deficiency. For example, special COVID-19-related information platforms are already in place (eg, within the American Nurses Association [32]). To reach the recipient, it is also important to note that most medical professionals used websites and television to keep informed, while social media only served a minor role for medical professionals. Interestingly, the general acceptance of telemedicine was negatively correlated with age. This could clearly be an indication of a targeted information gap concerning older medical professionals. It is important to underline that regulatory and technical aspects are not the only burdens hindering the establishment of telemedicine in routine care. In particular financial aspects, such as a lack of additional investment in infrastructure, expansion of the clinical staff, and additional training for clinical and administrative staff, can potentially impact implementation. Furthermore, social aspects, such as language barriers in direct audio-video conversation and lack of technical skills, can impede the progress in this regard. Regulatory aspects, such as the need for supplementary documentation, should be addressed early on to avoid the creation of an additional workload. The aforementioned aspects have to be taken into account when creating new telemedical infrastructures.

Clearly, this study has some limitations. First, the study population was limited to German-speaking participants. Larger studies with international participants have to be conducted to confirm the results. Second, due to the emergent nature of this survey, the professional groups were not evenly distributed within the participants, leading to potential implications for certain groups. This can potentially be overcome by a larger study, in which other medical professional groups are specifically targeted. Third, arising from the nature of online surveys, there was potentially more attraction for technophile participants, resulting in a distorted picture concerning things such as technical hurdles.

The COVID-19 pandemic is creating a historic global challenge for health care providers, patients, and societies alike. When technological, regulatory, and infrastructural burdens can quickly be overcome, telemedicine has the chance to transform from model implementations to a global supply structure, potentially saving thousands of patients’ lives.
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Abstract

Background: Telemedicine (TM) is currently flourishing in rural and emergency settings, but its implementation in the routine management of chronic neurological disorders has developed with more hesitation. Limited access to specialized care facilities and expanding patient populations, combined with unprecedented mobility restrictions imposed by the coronavirus disease pandemic, are currently stressing the need for remote solutions in this field. Studies in patients with multiple sclerosis (MS) have been heterogeneous in objectives and methodology but generally support the concept that TM interventions produce clinical benefits, cost-effectiveness, and user satisfaction. Nonetheless, data on live interaction between patients and health care providers for MS teleconsultation purposes remain scarce.

Objective: The aim of this study is to demonstrate the feasibility of planned real time audiovisual teleconsultation over the internet for patients with MS.

Methods: A total of 20 patients with MS presenting at a specialized MS center in Belgium were recruited for this study. One teleconsultation was scheduled for each participant. Patients were provided a unique hyperlink by mail in advance, leading them automatically and directly to the virtual waiting room, where they could accept or decline our incoming call. All teleconsultations were performed by a trained medical student with the intention to keep the conversation similar to what is usually discussed during a classic face-to-face MS consultation; no remote physical exams were performed. The approach was considered feasible if at least 80% of the planned TM visits could be successfully completed at the foreseen moment. Patient satisfaction (technical quality, convenience, and overall quality of care) was evaluated at the end of each teleconsultation by means of 5-point Likert scales containing the categories very unsatisfied, unsatisfied, neutral, satisfied, and highly satisfied.

Results: Out of 20 consultations, 17 were successfully completed (85%). Failures were due to patients not responding (n=2) and technical issues (n=1). Out of the 17 consultations, 17 patients declared themselves satisfied or highly satisfied for technical quality, 15 patients for convenience, and 16 patients for overall quality of care.

Conclusions: Planned real time audiovisual teleconsultation over the internet is feasible and highly appreciated in patients with MS. Incorporation of such services in routine clinical MS practice is expected to improve access to specialized care facilities for affected patients.

(J Med Internet Res 2020;22(8):e18178) doi:10.2196/18178

KEYWORDS
multiple sclerosis; teleconsultation; internet; feasibility; eHealth
Introduction

Telemedicine (TM) is defined as the exchange of medical information between patients and health care providers in distinct locations using electronic communication technology [1]. Its primary aim is to improve public health by allowing medical services that cannot be easily established in a face-to-face manner. TM can, from a practical perspective, essentially be broken down into three major categories: real-time interactive sessions (eg, telephone conversations, videoconferences), store-and-forward technology (eg, email), and remote monitoring (eg, self-assessment devices) [2]. Most efforts so far have been devoted to the implementation of TM in rural and emergency medicine, as illustrated by the successful example of telestroke [3], while common chronic neurological disorders seem to have adopted digital health technology with more hesitation.

Nervous system diseases are the leading cause of disability around the world, and their burden is expected to double over the next 25 years, an evolution mainly driven by expansion of the aging population [4]. Current access to neurological facilities is limited already, and classic care models will likely not be able to match a future demand of that magnitude [5]. Several high-impact papers have recently highlighted the potential of TM to help close this gap and to prove the benefits for millions of people with chronic conditions such as epilepsy, headache syndromes, dementia, movement disorders, and multiple sclerosis (MS) [5-7]. Accelerated and wide-scale incorporation of digital health services is generally, and more specifically in the field of neurology, expected and even recommended, viewpoints that have recently been sharpened by the coronavirus disease [8] outbreak, where social isolation has been deployed as the primary measure of constraint [9-12].

Individuals with MS typically receive their diagnosis during young adulthood [13], when busy social and professional schedules risk to limit the time available for medical attention. Strikingly, a high percentage of them appear to be interested in online interaction with health care providers and peers [14], consistent with the infodemiological finding (infodemiology refers to a newly described area of epidemiological research that deals with the question of how health information is accessed on the internet [15]) that an ever-increasing part of the general population exploits the internet to obtain health information [16]. Studies in patients with MS have applied different types of TM and were conducted for various purposes (eg, management, disability assessment, treatment, rehabilitation). A comprehensive and structured review of the literature has recently been published by Yeroushalmi and colleagues [17], in which the authors conclude that most randomized controlled trials have demonstrated either no difference between a TM versus an in-person intervention or randomized controlled trials have demonstrated either no difference between a TM versus an in-person intervention or difference between a TM versus an in-person intervention or an association of the former with a more beneficial outcome. Furthermore, the majority of these studies were considered low to medium cost. Another recent overview has primarily focused on the potential of digital communication tools to integrate real-world patient-centered data into clinical MS registries, which could then be easily shared between caregivers and lead, in conjunction with machine learning and artificial intelligence, to improved disease understanding, decision support, and self-empowerment [18]. Nonetheless, data on live interaction between patients and health care providers in a teleconsultation setting are relatively scarce. The main objective of our study is to explore whether planned real-time audiovisual teleconsultation over the internet is feasible in patients with MS.

Methods

Ethics

This study was approved by the ethics committee of the Nationaal MS Center in Melsbroek (local; internal reference: AvN/AVDZ) and the Universitair Ziekenhuis Brussel (leading; internal reference: 2018/269 - Belgian Unique Number: 143201836797). Written informed consent was obtained from all participants prior to inclusion.

Patient Cohort

A total of 20 French- or Dutch-speaking patients with MS, according to the 2017 revised McDonald criteria [19], were recruited at the Nationaal MS Center in Melsbroek. Home access to the internet with a webcam-equipped device was required for inclusion. Recruitment of individuals with a high suspicion of moderate to severe cognitive impairment (based on common sense judgement of the medical record or initial patient contact) was actively avoided. A known history of cognitive dysfunction (defined as scoring less than 21 on the Mini Mental State Evaluation, if present in the medical record; no cognitive evaluations were performed within this study) accounted as a formal exclusion criterion. Age, sex, clinical subtype (ie, relapsing-remitting versus secondary or primary progressive MS), and disability (the latter represented by Expanded Disability Status Scale [EDSS] scores, with higher scores representing a more pronounced degree of functional impairment [20]) were extracted as demographic variables from the local existing patient records. EDSS scores are routinely assessed at nearly every visit during regular neurological follow-ups in the Melsbroek center, and the most recent available result was consistently selected in each participant. The same accounted for the determination of the clinical MS subtype.

Teleconsultations

One teleconsultation was scheduled for every participant, in addition to standard neurological follow-ups, and performed by a trained medical student (NS) under the supervision of the principle investigator of the study (MD), using a novel internet-based communication platform obtained from Zebra Academy. This technology was originally developed at the Vrije Universiteit Brussel with the purpose of supporting prehospital management of acute stroke [21]. A checklist (with questions about items such as general and neurological health, medication, and lifestyle factors; see Textbox 1) similar to the usual content of a classic face-to-face MS consultation was used as a backbone to guide the conversation, but deviations at the initiative of the patient were allowed. Patients were provided a unique hyperlink by mail in advance, leading them directly to the virtual waiting room where they could notice and accept our incoming call at the time of the scheduled appointment (Figure 1). Access was possible from any device with a webcam (ie, laptop, desktop, tablet, or smartphone).
tablet, smartphone). Google Chrome was used as a web browser on both sides of the connection, as advised by Zebra Academy. All patients had to respond to the call within the next 30 minutes following the scheduled time, with a maximum of three attempts during this window. A report was written and forwarded to the treating neurologist after each visit to allow additional medical interventions outside of the scope and protocol of this study, if deemed necessary based on the content of the teleconsultation. The act of teleconsultation was considered feasible if at least 80% of the planned visits could be successfully completed.

**Textbox 1.** Checklist used to guide the teleconsultation.

<table>
<thead>
<tr>
<th>Checklist</th>
</tr>
</thead>
<tbody>
<tr>
<td>How would you describe your current general health status?</td>
</tr>
<tr>
<td>Did you experience any relapses or neurological deterioration over the past 3 months?</td>
</tr>
<tr>
<td>Did you experience any other medical problems (not related to multiple sclerosis [MS]) over this time period?</td>
</tr>
<tr>
<td>Do you have any of the following MS-related symptoms: muscle weakness, sensory loss, visual disturbances, swallowing or speech difficulties, bladder or bowel dysfunction, pain or spasticity (muscle spasms), fatigue, mood swings, mental slowness?</td>
</tr>
<tr>
<td>Which of these symptoms have recently progressed or currently have a significant impact on your quality of life?</td>
</tr>
<tr>
<td>What medication do you take?</td>
</tr>
<tr>
<td>Do you experience any side effects or other inconvenience related to your medical treatment?</td>
</tr>
<tr>
<td>Do you follow a regular rehabilitation scheme? If so, please estimate the average time of weekly physical activity.</td>
</tr>
<tr>
<td>Would you describe yourself as compliant to your medical and rehabilitation treatment? If not, please explain why.</td>
</tr>
<tr>
<td>Do you smoke or use recreational drugs?</td>
</tr>
<tr>
<td>How would you evaluate your professional performance? How many days of work did you miss over the past 3 months?</td>
</tr>
<tr>
<td>How would you evaluate your social and family member interactions?</td>
</tr>
</tbody>
</table>

**Figure 1.** Zebra Academy teleconsultation platform. The screenshot is from the perspective of a fictional patient receiving our incoming internet call. Clicking on the blue icon will establish the connection. Bastien Ritzen is a member of the Zebra Academy crew (for illustrative purposes). IT: information technology.

**Satisfaction**

Patient satisfaction was evaluated at the end of each teleconsultation by means of 5-point Likert scales containing the categories very unsatisfied, unsatisfied, neutral, satisfied, and highly satisfied. Assessments were independently carried out for technical quality, convenience, and overall quality of care (QoC).

**Data Availability**

Anonymized data will be shared by request from any qualified investigator.
Results

Patient Cohort

The median age and EDSS scores of the participants (as extracted from the Melsbroek patient database) at the time of inclusion were 41 (range 27-62) years of age and 4.0 (range 0.0-6.5), respectively. The female to male ratio was 11:9. A total of 14 participants had relapsing-remitting MS, while the other 6 had a progressive disease course (4/20 secondary and 2/20 primary progressive MS).

Teleconsultations

A total of 17 (85%) out of 20 planned teleconsultations were successfully completed. Failures were due to participants not responding (n=2) and technical issues (n=1). The nonresponders were contacted at a later time by telephone and both let us know that they had forgotten the appointment. The technical issue was a blank video screen from the patient’s perspective, appearing after responding to each of the three allowed attempts to connect.

Satisfaction

Out of the total 17 consultations, 17 patients declared themselves to be satisfied or highly satisfied with the teleconsultation for technical quality, 15 patients for convenience, and 16 patients for overall QoC.

Discussion

We present the first study demonstrating feasibility of planned real time audiovisual teleconsultation over the internet in patients with MS, in which feasibility was a priori defined as the ability to complete a fixed number of scheduled TM visits at the foreseen moment. In addition, patient appreciation regarding the technical aspects and general approach was excellent. Our results are in line with a recent comparative crossover trial from Robb and colleagues [22], in which there was less than 15% difference between successfully performed internet-based video house calls and personal in-hospital visits (prespecified study target) after each participant agreed to receive both consultation modalities consecutively. Eventually 25 (67.6%) out of the 37 scheduled TM visits could be completed according to that protocol. Reasons for failure were not mentioned. The vast majority of participants reported that they would recommend teleconsultation to others (97.1%) and stated that establishing the virtual connection was easy (94.3%) [22]. To the best of our knowledge, there are no other studies exploiting this particular type of TM intervention. Previous efforts at connecting patients with health care providers, in the context of general MS management, were based on online texting, telephone hotlines, or noninternet videoconferencing outside the clinic hours [23-29]. Respective methodologies and objectives were heterogeneous but most of these studies had in common that teleheath services provided patient well-being and user satisfaction [17].

Our work was, to a certain extent, inspired by a previous randomized controlled trial demonstrating the feasibility of clinical monitoring over a 12-month period via video house calls in patients with Parkinson disease living throughout the United States. QoC perception was not significantly influenced, but the intervention did lead to a high degree of patient satisfaction and time gain [30]. Several reasons can be given to assume that patients with MS are at least as equally good candidates to benefit from such an approach. As already mentioned in the introduction, these individuals seem to have a strong interest in online communication, and the disease typically affects young adults who might have other priorities than seeking pathology-specific medical attention. In addition, MS commonly leads to cumulative and substantial physical disability [13], which can create additional logistic boundaries even in areas highly saturated with neurologists. Periodic assessment is crucial to monitor disease activity, treatment response, and health-related quality of life, and inevitably requires frequent visits to the neurology office. One study reported that nearly 30% of patients with MS do not receive neurological care at all, which undeniably decreases the likelihood of access to appropriate disease-modifying treatment and specialized facilities [31]. Over the past decades, it has become increasingly clear that absence or delayed start of an immunological maintenance therapy is a risk factor for a worse prognosis [32]. Interestingly, digital health services seem to have been positively welcomed by MS neurologists as well [33], for whom they can serve as a medium for education and case discussion [34,35].

Demonstrating feasibility is an early but essential hurdle toward the implementation of technological development in medicine. Various TM interventions have already been deployed to support medical management, disability assessment, treatment, and physical or cognitive rehabilitation in individuals with MS [17]. In contrast, real time audiovisual communication over the internet between health care providers and patients, aimed at routine clinical follow-up, is novel in this field. One of the most attractive features of the system applied in our study is its user-friendliness by simplicity, as it takes only two clicks from patients to participate in the call. On the other hand, we have to acknowledge that drawing conclusions from this pilot is not free from potential pitfalls. First, the total number of participants and scheduled TM visits was small. One should be particularly careful extrapolating our findings to the full community of individuals with MS, as results might be less positive when considering populations with more severe clinical disability. Previous work has revealed that patients with cognitive or visual impairment experienced more difficulties while using home-based TM systems [23,25], whereas we have actively avoided recruitment of patients with apparent cognitive dysfunction. Second, teleconsultations were performed by a medical student and did not include a physical exam. Uncertainty about the ability to conduct an accurate and detailed remote clinical neurological evaluation remains a general weakness of TM. However, it is worth mentioning that Bove and colleagues [36] recently reported agreement within 1 point between in-person and televideo-enabled EDSS scores for 88% of the cases, which is on par with the in-person interrater variability described by others. Third, feasibility was considered to be a single binary outcome measure (“either the teleconsultation could be successfully completed or not”), while other potentially interesting variables such as time- and
cost-effectiveness have not been taken into account. Satisfaction was assessed for exploratory reasons with Likert scales, which are easy to use but lack validation for these particular trials. There are recent data suggesting that such scales may be more vulnerable to bias from confounding factors and that a ceiling effect may be more difficult to avoid when compared with a visual analogue scale [37]. Fourth, our study had a cross-sectional design and was not able to inform us on patient compliance or technical reliability over time. Longitudinal data regarding real-time interactive patient monitoring are scarce, but an Israeli study suggested that regular videoconferencing over the telephone line over 6 months improves clinical outcomes while reducing medical expenses [29]. In a future research project, we will investigate the feasibility and potential of patient follow-ups with the Zebra communication platform over 1 year. Positive results may open new ways to explore TM technology for multiple purposes in MS (eg, validation of clinical rating scales, noninferiority trial designs in relapse evaluation and routine follow-up, remote virtual participation of neurologist in multidisciplinary consultation, and therapeutic group sessions such as mindfulness). It would also be of interest to explore the utility of TM for diagnostic counselling and to do comparative studies across distinct MS populations, as there might be variability in results due to geographical, cultural, or social differences. However, even with today’s knowledge, and if legal and reimbursement policies allow, incorporating TM in routine MS practice is likely to reduce barriers between affected patients and specialized care facilities, potentially leading to improved clinical prognosis and health-related quality of life in a cost- and time-efficient manner.
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Abstract

Background: The Onduo virtual diabetes clinic (VDC) for people with type 2 diabetes (T2D) combines a mobile app, remote personalized lifestyle coaching, connected devices, and live video consultations with board-certified endocrinologists for medication management and prescription of real-time continuous glucose monitoring (RT-CGM) devices for intermittent use.

Objective: This prospective single-arm study evaluated glycemic outcomes associated with participation in the Onduo VDC for 4 months.

Methods: Adults aged ≥18 years with T2D and a baseline glycated hemoglobin (HbA1c) of ≥8% to ≤12% were enrolled from 2 primary care centers from February 2019 to October 2019. Participants were asked to engage at ≥1 time per week with their care team and to participate in a telemedicine consultation with a clinic endocrinologist for diabetes medication review. Participants were asked to use a RT-CGM device and wear six 10-day sensors (total 60 days of sensor wear) intermittently over the course of 4 months. The primary outcome was change in HbA1c at 4 months from baseline. Other endpoints included change in weight and in RT-CGM glycemic metrics, including percent time <70, 70-180, 181-250, and >250 mg/dL. Changes in blood pressure and serum lipids at 4 months were also evaluated.

Results: Participants (n=55) were 57.3 (SD 11.6) years of age, body mass index 33.7 (SD 7.2), and 40% (22/55) female. HbA1c decreased significantly by 1.6% (SD 1%; P<.001). When stratified by baseline HbA1c of 8.0% to 9.0% (n=36) and >9.0% (n=19), HbA1c decreased by 1.2% (SD 0.6%; P<.001) and 2.4% (SD 1.3%; P<.001), respectively. Continuous glucose monitoring–measured (n=43) percent time in range (TIR) 70-180 mg/dL increased by 10.2% (SD 20.5%; P=.002), from 65.4% (SD 23.2%) to 75.5% (SD 22.7%), which was equivalent to a mean increase of 2.4 hours TIR per day. Percent time 181-250 mg/dL and >250 mg/dL decreased by 7.2% (SD 15.4; P=.005) and 3.0% (SD 9.4; P=.01), respectively. There was no change in percent time <70 mg/dL. Mean weight decreased by 9.0 lb (SD 10.4; P<.001). Significant improvements were also observed in systolic blood pressure, total cholesterol, low-density lipoprotein cholesterol, and triglycerides (P=.04 to P<.001).

Conclusions: Participants in the Onduo VDC experienced significant improvement in HbA1c, increased TIR, decreased time in hyperglycemia, and no increase in hypoglycemia at 4 months. Improvements in other metabolic health parameters including...
weight and blood pressure were also observed. In conclusion, the Onduo VDC has potential to support people with T2D and their clinicians between office visits by increasing access to specialty care and advanced diabetes technology including RT-CGM.

**Trial Registration:** ClinicalTrials.gov NCT03865381; https://clinicaltrials.gov/ct2/show/NCT03865381

*(J Med Internet Res 2020;22(8):e21778)*  doi:10.2196/21778
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**Introduction**

In recent years, there has been a dramatic increase in telehealth programs for the management of diabetes [1]. These programs have the potential to support about 34 million individuals with diabetes in the United States and may play a larger role in future diabetes care, given the expected increase in the incidence and prevalence of diabetes in the next decade and beyond [2]. Telehealth programs for diabetes typically include a smartphone app, connected devices such as blood glucose meters, and remote coaching that may be automated or provided by a live health coach. Current telehealth programs, however, do not address the limitations of the traditional health care model of diabetes management: limited access to endocrinologists, specialist education, and advanced diabetes management technology.

There is growing recognition that advanced technology, including continuous glucose monitoring (CGM) devices, can play an essential role in diabetes care for people with type 2 diabetes (T2D), regardless of their treatment regimen [3-7]. The Onduo Virtual Diabetes Clinic (VDC), a telehealth model for people with T2D, is unique in incorporating CGM in its care model. Availability of live video consultations with board-certified endocrinologists for medication management and the ability to remotely prescribe CGM devices are also unique components of the VDC. Real-world evidence suggests that participation in the VDC is associated with significant improvement in HbA1c [8] and a significant reduction in diabetes distress [9]. Here we report outcomes of a prospective single-group assignment trial, examining changes in HbA1c in adults with T2D after 4 months of participation in the Onduo VDC.

**Methods**

**Study Objective**

The primary objective of this prospective single-arm study was to evaluate the change in HbA1c in adults with T2D after 4 months of participation in the Onduo VDC. Additional outcomes included change in glycemic metrics from CGM (mean glucose, coefficient of variation, and percent time <70 mg/dL, 70 to 180 mg/dL [time in range (TIR)], 181 to 250 mg/dL, and >250 mg/dL at 4 months from baseline). Changes in weight, blood pressure (BP), and serum lipids—namely, total cholesterol, high-density lipoprotein (HDL) cholesterol, triglycerides, low-density lipoprotein (LDL) cholesterol, cholesterol/HDL ratio, and non-HDL cholesterol—were also evaluated at 4 months from baseline.

**Participants**

Participants were enrolled from 2 primary care networks—Allegheny Health Network, Pittsburgh, PA and Sutter Health Palo Alto Medical Foundation, Palo Alto, CA. Inclusion criteria were as follows: ≥18 years of age or older, confirmed diagnosis of T2D, HbA1c level 8.0% and 12.0%, willingness to use a blood glucose meter and CGM device, and own a smartphone. Exclusion criteria were as follows: use of an insulin pump; pregnant or breastfeeding; malignant cancer in the previous 12 months; any solid organ transplant; end-stage (stage 4 or 5) renal disease or dialysis; liver failure; cystic fibrosis; chronic heart failure (Class C, D); diabetes-related pancreatic failure; current use of a blood thinner; and self-reported adhesive allergy. All participants provided written informed consent. The study protocol and consent forms were approved by the Western Institutional Review Board and registered with ClinicalTrials.gov NCT03865381.

**Protocol**

Baseline and final assessments were conducted in-person at the designated study sites including, physical measures, blood draws, and questionnaires. The intervention was conducted remotely through the Onduo VDC.

**Virtual Diabetes Clinic Participation**

The Onduo VDC telehealth program for people with T2D has been previously described [8,9]. In brief, the program combines mobile app technology, remote personalized lifestyle coaching from Certified Diabetes Care and Education Specialists (CDCES) and health coaches, and connected blood glucose meters and real-time continuous glucose monitoring (RT-CGM) devices. Live video consultations with board-certified endocrinologists are available as needed for medication management in addition to prescribing CGM. Participants interact with their care team and are sent educational materials by messaging through the app. Participants use the app to track data relevant to diabetes care (such as, blood glucose readings and CGM data) and to log medication use, physical activity, meal photos, and other information.

In this study, participants were asked to engage ≥1 time per week with their health coach or care team and to participate in a telemedicine consultation with VDC endocrinologists. All participants were mailed a RT-CGM device—Dexcom G6 (Dexcom)—for intermittent use. Participants were asked to wear six 10-day sensors (total 60 days of sensor wear) intermittently over the course of 4 months. Initial period of CGM device—wearing lasted for 20 days (consisting of 2 sensors worn back to back). Subsequently, the remaining 4 sensors were deployed in a 10-days “on” and 11-days “off” cycle. Sensor
Glucose data were used by the care team for coaching and monitoring and as an educational feedback loop to assist participants in associating their glucose levels with their diet, lifestyle, and other factors to optimize diabetes self-management. Glucose data were also used by the VDC endocrinologists for medication management. During the 4-month period, additional CGM sensor wear may have been requested by VDC endocrinologists to evaluate the efficacy of medication changes and monitor impact on blood glucose.

**Statistical Analysis**

A sample size of 60 participants was selected to provide 90% power to detect a 0.5% decrease in HbA1c at 4 months from baseline (primary outcome) using a 2-sided test with \( \alpha = 0.05 \), after assuming 20% loss to follow-up. RT-CGM glycemic metrics, including mean glucose, coefficient of variation, and percent time <70 mg/dL, 70 to 180 mg/dL, 181 to 250 mg/dL, and >250 mg/dL) were calculated from an initial 10-day period within 30 days of enrollment to a 10-day follow-up period >90 days from enrollment, with a data sufficiency requirement of >70% of possible readings. All outcomes were evaluated by paired \( t \) test except for ranges <70 mg/dL and >250 mg/dL, which were evaluated by Wilcoxon signed rank test. Nominal significance levels (\( P \) values) are presented with statistical significance defined as \( P < 0.05 \). All statistical analyses were performed using Python 3.6.7.

**Results**

A total of 60 participants enrolled in the study, and 92% (55/60) completed the 4-month intervention. Reasons for withdrawal included protocol violations/non-compliance (n=3) and withdrawal of consent (n=2). Out of 55 participants who completed the study, 89% (49/55) had a medication change. Baseline demographic and clinical characteristics of the participants are presented in Table 1.
Table 1. Participant demographics at baseline.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, n (%)</td>
<td>22 (40)</td>
</tr>
<tr>
<td>Age (years) mean (SD)</td>
<td>57.3 (11.6)</td>
</tr>
<tr>
<td>Weight (lb) mean (SD)</td>
<td>218.7 (59.7)</td>
</tr>
<tr>
<td>BMI,(^a) mean (SD)</td>
<td>33.7 (7.2)</td>
</tr>
<tr>
<td>Baseline HbA(_{1c}), (%) mean (SD)</td>
<td>8.9 (1.0)</td>
</tr>
<tr>
<td>Systolic blood pressure (mm Hg) mean (SD)</td>
<td>132.1 (15.8)</td>
</tr>
<tr>
<td>Diastolic blood pressure (mm Hg) mean (SD)</td>
<td>80.7 (10.4)</td>
</tr>
<tr>
<td>Total cholesterol (mg/dL) mean (SD)</td>
<td>168.3 (42.8)</td>
</tr>
<tr>
<td>HDL(^b) cholesterol (mg/dL) mean (SD)</td>
<td>40.4 (9.1)</td>
</tr>
<tr>
<td>LDL(^c) cholesterol (mg/dL) mean (SD)</td>
<td>100.1 (36.5)</td>
</tr>
<tr>
<td>Non-HDL cholesterol (mg/dL) mean (SD)</td>
<td>128.0 (42.70)</td>
</tr>
<tr>
<td>Total cholesterol/HDL ratio, mean (SD)</td>
<td>4.4 (1.4)</td>
</tr>
<tr>
<td>Triglycerides (mg/dL) mean (SD)</td>
<td>236.7 (194.3)</td>
</tr>
<tr>
<td>Diabetes medications, n (%)</td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>0 (0)</td>
</tr>
<tr>
<td>1</td>
<td>6 (11)</td>
</tr>
<tr>
<td>2</td>
<td>21 (38)</td>
</tr>
<tr>
<td>≥3</td>
<td>28 (51)</td>
</tr>
<tr>
<td>Type of diabetes medications, n (%)</td>
<td></td>
</tr>
<tr>
<td>Alpha glucosidase inhibitor</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Biguanide</td>
<td>46 (84)</td>
</tr>
<tr>
<td>DPP-4(^d) inhibitor</td>
<td>10 (18)</td>
</tr>
<tr>
<td>GLP-1(^e) analogue</td>
<td>14 (25)</td>
</tr>
<tr>
<td>Insulin</td>
<td>20 (36)</td>
</tr>
<tr>
<td>SGLT2(^f) inhibitor</td>
<td>20 (36)</td>
</tr>
<tr>
<td>Sulfonylurea</td>
<td>30 (55)</td>
</tr>
<tr>
<td>Thiazolidinedione</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Lipid-lowering medications</td>
<td>44 (80)</td>
</tr>
</tbody>
</table>

\(^a\)BMI: body mass index.
\(^b\)HDL: high-density lipoprotein.
\(^c\)LDL: low-density lipoprotein.
\(^d\)DPP-4: dipeptidyl peptidase-4.
\(^e\)GLP-1: glucagon-like peptide-1.
\(^f\)SGLT2: sodium/glucose cotransporter 2.

**Change in HbA\(_{1c}\)**

HbA\(_{1c}\) decreased significantly by 1.6% (SD 1%; \(P<.001\)), from 8.9% (SD 1%) at baseline to 7.3% (SD 0.9%) at 4 months (Figure 1). When stratified by baseline HbA\(_{1c}\) of 8.0% to 9.0% (\(n=36\)) and >9.0% (\(n=19\)), HbA\(_{1c}\) decreased by 1.2% (SD 0.6%) and 2.4% (SD 1.3%), respectively (both \(P<.001\)).
CGM Device Use
Out of 55 participants in the study, 78.2% (43/55) met the criteria of follow-up CGM sensor–wear periods >90 days from baseline. Sensor-wear period was 94.8% (SD 8.2%) of the time specified per protocol (60 days) in this cohort. CGM metrics (n=43) are presented in Table 2. The increase in percent time in range 70 to 180 mg/dL was equivalent to a mean increase of 2.4 hours TIR per day.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Baseline Mean (SD)</th>
<th>Follow-up Mean (SD)</th>
<th>Change Mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean glucose (mg/dL)</td>
<td>169.2 (29.3)</td>
<td>154.6 (33.0)</td>
<td>−14.6 (27.5)</td>
<td>.001</td>
</tr>
<tr>
<td>Coefficient of variation (%)</td>
<td>24.5 (4.9)</td>
<td>22.9 (5.5)</td>
<td>−1.6 (4.5)</td>
<td>.02</td>
</tr>
<tr>
<td>Percent time (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;70 mg/dL</td>
<td>0.2 (0.4)</td>
<td>0.3 (0.6)</td>
<td>0.1 (0.7)</td>
<td>.49</td>
</tr>
<tr>
<td>70 to 180 mg/dL</td>
<td>65.4 (23.2)</td>
<td>75.5 (22.7)</td>
<td>10.2 (20.5)</td>
<td>.002</td>
</tr>
<tr>
<td>181 to 250 mg/dL</td>
<td>26.5 (14.9)</td>
<td>19.2 (15.5)</td>
<td>−7.2 (15.4)</td>
<td>.005</td>
</tr>
<tr>
<td>&gt;250 mg/dL</td>
<td>8.0 (10.9)</td>
<td>5.0 (11.0)</td>
<td>−3.0 (9.4)</td>
<td>.01</td>
</tr>
</tbody>
</table>

Weight, BP, and Serum Lipids
Change in weight, BP, and serum lipids at 4 months from baseline are presented in Table 3. Significant decreases were observed in weight, body mass index (BMI), systolic BP, total cholesterol, LDL cholesterol, total cholesterol/HDL ratio and triglycerides (P=.04 to P<.001).
Table 3. Change in BP and serum lipids at 4 months from baseline.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Baseline Mean (SD)</th>
<th>Follow-up Mean (SD)</th>
<th>Change Mean (SD)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Weight (lb)</td>
<td>217.5 (59.5)</td>
<td>208.5 (53.7)</td>
<td>-9.0 (10.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>BMI ab</td>
<td>33.6 (7.2)</td>
<td>32.2 (6.5)</td>
<td>-1.34 (1.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Systolic BP (mm Hg) c</td>
<td>132.4 (15.8)</td>
<td>128.0 (16.6)</td>
<td>-4.4 (13.1)</td>
<td>.04</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg) d</td>
<td>80.5 (10.5)</td>
<td>79.8 (10.5)</td>
<td>-0.8 (7.5)</td>
<td>.48</td>
</tr>
<tr>
<td>Total cholesterol (mg/dL)</td>
<td>168.3 (42.8)</td>
<td>151.7 (41.1)</td>
<td>-16.6 (46.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>HDL cholesterol, (mg/dL) e</td>
<td>40.4 (9.1)</td>
<td>40.0 (10.9)</td>
<td>-0.4 (7.1)</td>
<td>.90</td>
</tr>
<tr>
<td>LDL cholesterol (mg/dL) f</td>
<td>100.1 (36.5)</td>
<td>93.6 (31.9)</td>
<td>-6.5 (27.5)</td>
<td>.04</td>
</tr>
<tr>
<td>Total cholesterol/HDL Ratio</td>
<td>4.4 (1.4)</td>
<td>3.9 (1.3)</td>
<td>-0.5 (1.4)</td>
<td>.003</td>
</tr>
<tr>
<td>Triglycerides (mg/dL)</td>
<td>236.7 (194.30)</td>
<td>193.0 (163.2)</td>
<td>-43.7 (115.4)</td>
<td>.008</td>
</tr>
</tbody>
</table>

a For n=54 (1 subject did not complete the 4-month assessment at the study site, but submitted results from an external laboratory).

b BMI: body mass index.

c BP: blood pressure.

d HDL: high-density lipoprotein.

e LDL: low-density lipoprotein.

Adverse Events
There were no serious adverse events.

Discussion

In this prospective single-arm trial of the Onduo VDC, adults with T2D and suboptimal glycemic control experienced a statistically significant and clinically meaningful reduction in HbA1c at 4 months. Analysis of RT-CGM metrics demonstrated a significant increase in TIR, decreased time in hyperglycemia, and found no increase in hypoglycemia. Participants also experienced significant decreases in weight, systolic BP, and serum lipids. Delivering RT-CGM devices, incorporating insights from intermittent RT-CGM use, and evaluating glycemic outcomes using RT-CGM data are unique aspects of the overall Onduo VDC care model for people with T2D.

Erhardt et al [4] and Vigersky et al [5] have reported on the use of intermittent RT-CGM in a population with T2D in a 52-week, two-arm, randomized controlled trial (RCT) that compared a 12-week active intervention of intermittent RT-CGM use to self-monitoring blood glucose. Similar to the present study, this RCT [4,5] also utilized Dexcom RT-CGM devices on an intermittent basis (2 weeks use, 1 week off) and measured short-term change in HbA1c. Participants in the RCT (RT-CGM group n=50) and the present study were predominately male, similar for age, baseline HbA1c, and insulin use. Health insurance coverage differed: RCT participants were military health care beneficiaries compared to a mainly commercially insured population in the present study. In addition, the present study integrated intermittent RT-CGM data in Onduo VDC’s coaching and telemedicine care model, while limited information was reported regarding the use of RT-CGM data in the RCT. A mean decrease in HbA1c of 1% was observed in the RCT RT-CGM group vs 1.6% in the present study, suggesting a potential additive or synergistic benefit of combining intermittent RT-CGM and telehealth in people with T2D. Interestingly, TIR at the final assessment was similar in the RCT intervention group and the present study, 75.3% and 75.5%, respectively. During the 40-week follow-up period, RCT participants did not use RT-CGM, yet durable improvement in HbA1c was observed at the 52-week follow-up assessment in the RT-CGM group compared with the self-monitoring blood glucose group. Similarly, the duration of our intervention was 4 months, and an evaluation of outcomes at 12-month outcomes is planned.

Previous studies of telehealth interventions in individuals with T2D have reported reductions in HbA1c ranging from 0.7% to 2.1% [10-14]. Some of these studies have also reported improvements in secondary outcomes such as weight, lipids, and BP, although results are variable [11,13-16]. Direct comparisons to prior telehealth studies are complicated by differences in participant demographics, length of intervention, program features, and method of reporting HbA1c, for example, directly measured vs estimated from fingerstick blood glucose readings. The magnitude of HbA1c reduction in this prospective trial is consistent with that observed at an average of 4 months in a recently published retrospective analysis of 740 VDC participants [8]. Specifically, in participants with a baseline HbA1c ≥8%, HbA1c declined by 1.5% in the retrospective study and by 1.6% in the present study. In participants with baseline HbA1c >9.0%, HbA1c declined by 2.3% in the retrospective study and 2.4%, in this study.

Importantly, this is the first telehealth study in which participants with T2D were provided RT-CGM devices and changes in RT-CGM metrics beyond HbA1c were quantified. Providing RT-CGM to participants in the VDC program supports individualized diabetes management in 2 ways. First, it improves self-management by showing participants how specific diet and lifestyle choices impact their blood glucose fluctuations.
rich information on glycemic variability that is best derived from CGM data provides information to VDC endocrinologists, pharmacists, nutritionists, CDGES, and health coaches to guide lifestyle and therapeutic interventions.

At a population level, assessing changes in RT-CGM–derived glycemic outcomes supplements HbA1c, offering additional insight into the impact of an intervention on diabetes management. Notably, the mean 10% increase in TIR observed in this study—equivalent to an increase of 2.4 hours per day—is considered a clinically meaningful increase [17]. Increased TIR is associated with lower vascular complication burden [5]. People with T2D report that TIR has at least as significant impact as HbA1c has on their daily life [18]. The dual application of RT-CGM as a therapeutic and diagnostic tool is a unique strength of the Onduo VDC program and this study.

Limitations of our study include the sample size, duration of the intervention, and lack of a randomized control arm. It is important to note that some of the observed decrease in HbA1c may be attributed to regression to the mean. Further studies are planned.

This prospective clinical trial of the Onduo VDC demonstrated improvements in glycemic outcomes in adults with suboptimally controlled T2D. Improvements in risk factors for diabetes complications, including weight, BP, and serum lipids were also observed.

Acknowledgments
The authors thank the study participants and Onduo clinical team, including the care leads and certified diabetes educators. We would like to thank John Schmucker and Anne Vermeulen for their leadership. We thank the staff at the participating research centers, particularly, Ashley Wilferd and the staff of the Allegheny Singer Research Institute of the Allegheny Health Network, Pittsburgh, PA; Elizabeth Mesghina and the staff of Sutter Health; and Palo Alto Medical Foundation Research Institute, Palo Alto, CA. We appreciate the efforts of the research and clinical teams at Verily Life Sciences, including Riddhi Kapoor, Maryam Yaghini, and Karina Brennecke. Funding for the study was provided by Onduo LLC, Newton, MA. Some of these data were presented at the 80th Scientific Sessions of the American Diabetes Association, A Virtual Experience, June 12-16, 2020.

Authors’ Contributions
All authors contributed to the review of the report and approved the final version for submission. FRC, DME, and RJR contributed to the acquisition of data and all authors contributed to the interpretation of data. ARM developed the first draft of the manuscript. All authors contributed with a critical revision of the first and subsequent manuscript versions. RFD, CMK, AAL, ARM, DPM, HZ, and SR contributed to the study design. ARM is the guarantor of this work and, as such, had full access to all the data in the study and takes responsibility for the integrity of the data and the accuracy of the data analysis.

Conflicts of Interest
ARM has received consulting fees from Onduo LLC. RFD and JEL are employees of Onduo LLC, a joint venture of Verily Life Sciences and Sanofi. CMK, AAL, HZ, and DPM are employees and shareholders of Verily Life Sciences. SR was an employee of Verily Life Sciences at the time the work was completed. DME is an employee of Onduo Professionals, PC, which provides clinical services to Onduo LLC. RJR and FRC report no conflicts of interest.

References


Abbreviations

BMI: body mass index
BP: blood pressure
CDCES: Certified Diabetes Care and Education Specialist
CGM: continuous glucose monitoring
HbA1c: glycated hemoglobin
HDL: high-density lipoprotein
LDL: low-density lipoprotein
RCT: randomized controlled trial
RT-CGM: real-time continuous glucose monitoring
T2D: type 2 diabetes
TIR: time in range
VDC: virtual diabetes clinic

Edited by G Eysenbach; submitted 07.07.20; peer-reviewed by D Rodbard, I Heinemann; comments to author 11.07.20; revised version received 20.07.20; accepted 23.07.20; published 28.08.20.

Please cite as:


Glycemic Outcomes in Adults With Type 2 Diabetes Participating in a Continuous Glucose Monitor–Driven Virtual Diabetes Clinic: Prospective Trial

J Med Internet Res 2020;22(8):e21778

URL: https://www.jmir.org/2020/8/e21778
doi:10.2196/21778
PMID:32856597
An Image-Based Mobile Health App for Postdrainage Monitoring: Usability Study

Chien-Hung Liao1, MD, FACS, FICS; Yu-Tung Wu1*, MD; Chi-Tung Cheng1, MD; Chun-Hsiang Ooyang1, MD; Shih-Ching Kang1, MD; Chih-Yuan Fu1, MD; Yu-Pao Hsu1, MD; Chi-Hsun Hsieh1, MD, PhD; Chih-Chi Chen2, MD

1Department of Trauma and Emergency Surgery, Linkou Chang Gung Memorial Hospital, Chang Gang University, Taoyaun, Taiwan
2Department of Physical Medicine and Rehabilitation, Linkou Chang Gung Memorial Hospital, Chang Gang University, Taoyaun, Taiwan
* these authors contributed equally

Corresponding Author:
Chih-Chi Chen, MD
Department of Physical Medicine and Rehabilitation
Linkou Chang Gung Memorial Hospital
Chang Gang University
5, Fuxin street, Kweishiang district
Taoyaun, 333
Taiwan
Phone: 886 33281200 ext 3651
Email: Claudia5477@gmail.com

Abstract

Background: The application of mobile health (mHealth) platforms to monitor recovery in the postdischarge period has increased in recent years. Despite widespread enthusiasm for mHealth, few studies have evaluated the usability and user experience of mHealth in patients with surgical drainage.

Objective: Our objectives were to (1) develop an image-based smartphone app, SurgCare, for postdrainage monitoring and (2) determine the feasibility and clinical value of the use of SurgCare by patients with drainage.

Methods: We enrolled 80 patients with biliary or peritoneal drainage in this study. A total of 50 patients were assigned to the SurgCare group, who recorded drainage monitoring data with the smartphone app; and 30 patients who manually recorded the data were assigned to the conventional group. The patients continued to record data until drain removal. The primary aim was to validate feasibility for the user, which was defined as the proportion of patients using each element of the system. Moreover, the secondary aim was to evaluate the association of compliance with SurgCare and the occurrence of unexpected events.

Results: The average submission duration was 14.98 days, and the overall daily submission rate was 84.2%. The average system usability scale was 83.7 (SD 3.5). This system met the definition of “definitely feasible” in 34 patients, “possibly feasible” in 10 patients, and “not feasible” in 3 patients. We found that the occurrence rates of complications in the SurgCare group and the conventional group were 6% and 26%, respectively, with statistically significant differences \( P = .03 \). The rate of unexpected hospital return was lower in the SurgCare group (6%) than in the conventional groups (26%) \( (P = .03) \).

Conclusions: Patients can learn to use a smartphone app for postdischarge drainage monitoring with high levels of user satisfaction. We also identified a high degree of compliance with app-based drainage-recording design features, which is an aspect of mHealth that can improve surgical care.

(J Med Internet Res 2020;22(8):e17686) doi:10.2196/17686
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Introduction

Surgical drainage is a therapeutic procedure with multiple purposes, including relieving symptoms, bypassing occlusions, and monitoring postoperative conditions [1-4]. In patients with acute biliary diseases, such as acute cholecystitis or cholangitis, drainage can relieve symptoms and stabilize the patient’s condition [5-7]. Drainage can also postpone emergency surgery, undergoing interval surgery instead [8,9]. Sometimes, patients need to monitor their own drains because of a prolonged
therapeutic course. Traditional postdischarge drainage care depends on medical professionals asking patients to record the amount and characteristics of the fluid drained. However, these self-report measures are not only unreliable in elderly adults and those with impaired cognition [10,11], but also time-consuming with regard to processing the data [12]. Inadequate monitoring and care might prolong drainage insertion, delay recovery, reduce quality of life, and induce sequential complications such as an electrolyte imbalance, dehydration, sepsis, or physical injury related to disruption of the drain placement [13,14]. Therefore, proper monitoring of the drainage status is a critical issue.

In the last decade, apps for mobile devices have radically changed modern lifestyles. Additionally, the healthcare sector has been enriched by numerous apps [15,16]. Because of the increase in popularity of this new technology, the World Health Organization (WHO) has defined these tools as electronic health (eHealth) and mobile health (mHealth) applications. As the ownership of mobile devices has become more common [17], patients and their caregivers are increasingly willing to use technology to access health care [18,19]. Several studies have demonstrated that mHealth technology improves the control of cardiac function and glycemic hemostasis, enhances medication compliance, and shortens hospital stays [20-24]. Additionally, prior research on app protocols for surgical patients has focused on routine procedures that already have a low baseline rate of postoperative and discharge complications [25-27]. Although the experience with using mHealth apps in surgical care is limited, it has been suggested that surgical patients benefit from this new technological mode of support [28,29].

We developed an internet-based remote app to monitor drainage and conducted a study to investigate the adequacy of the remote app with regard to helping patients and caregivers properly manage drains at home. This study focused on the feasibility and clinical value of the remote app for patients with percutaneous or surgical drainage.

**Methods**

**Study Population**

Patients who were eligible to participate in this study were adult inpatients (aged ≥20 years) in the acute care surgery department of a medical center. We enrolled patients who were undergoing percutaneous or surgical drainage of the biliary tract or peritoneal cavity at our department from May 2019 to October 2019. All patients who fulfilled the inclusion criteria were approached to participate in this study. Notably, patients were excluded if they had neurologic or cognitive disorders prohibiting their usage of the app or ability to give informed consent. To calculate the sample size, we used the following parameters: α = 0.05, a power of 80%, an enrollment ratio of 1.6, and a complication decreasing rate of 18%. We recruited 50 patients to participate in the app group and 30 patients to participate in the conventional group.

The institutional review board of Chang Gung Memorial Hospital approved this study protocol (201900495B0). A research assistant helped the enrolled patients and caregivers install the app on their smartphones and instructed them how to use the app before the operation. Before patients were enrolled in this study, the research assistant evaluated their familiarity with wearable devices and smartphones. If the patients were not confident about using these devices, we provided further instructions to their caregivers.

**SurgCare App**

SurgCare (Figure 1) is an iOS/Android app that facilitates the recording of postprocedural clinical variables (drainage amount, discharge color, associated discomfort, body weight, and analgesic ingestion) by patients who have had drains placed.

The app transmits digital images of the surgical wound and drainage to the medical staff as shown in Figure 2.

SurgCare was developed by surgical professionals and software programmers to fulfill the needs of patients caring for drains at home and was only used by patients who were followed in our institute. Figure 3 presents the system architecture. Once the user inputs the data into the app, the information is synchronized with the server when internet access is available on the smartphone. This interdevice data transmission worked well, with no abnormal events reported by the patients.

Furthermore, the research assistant monitored the synchronizing of the data on weekdays and called the patients if their information was missing. If there was a change in fluid color, persistent changes in vital signs or abnormal drainage, this information was provided by smart devices to the medical doctors who then arranged further management. Patients continued to transmit data until their drains were removed. The research assistant did not have contact with the conventional group when patients were at home. Another medical staff member who did not participate in designing this system independently reviewed and analyzed the data.
Figure 1. Screenshots of the SurgCare app showing the records of date, drain method, drainage amount, color, and image of drained material and wound status.

Figure 2. Image of drainage-inserted wound and drainage content. A: wound with percutaneous gallbladder drainage; B: wound with percutaneous biliary drainage; C: yellowish bile drainage; D: mucus-like white bile drainage.
User Tasks
We formally tested the usability and feasibility of the app with postdischarge drainage patients at a major academic medical center. The app was loaded onto an iOS or Android smartphone or tablet. We assessed patients’ baseline familiarity with smartphones prior to testing. User tasks included waking up the device, launching the app, inputting information (including drainage amount, color, and the presence of discomfort), capturing an image, reviewing and retaking or accepting captured images, responding to questions, and submitting the data.

Measures and Analysis
Feasibility: Protocol Completion
Following usability testing of the app, participants were asked to rate their performance and to provide feedback on the app. Participants also used a system usability scale to evaluate their satisfaction with the app [30].

We evaluated the compliance of the patients with the use of SurgCare. If patients submitted data on more than 80% of days on which they had a drain, they were classified in the good compliance group. If the number of days on which data were submitted was less than 80% of the total number of days for which they had the drains, we classified them in the poor compliance group.

In this study, the feasibility was assessed as in past studies [31]. The feasibility was defined as the proportion of participants using each element of the system for at least 70% of the period. “Definitely feasible,” “possibly feasible,” and “not feasible” were defined as ≥70%, 50%-69%, and <50% of the participants meeting that criterion, respectively.

Clinical Value: Association of App Usage With Early Complication Rate
The clinical outcome of interest was validation that the use of the app leads to fewer complications and a lower incidence of unexpected hospital return. We compared the high compliance group with the poor compliance group and conventional group with regard to the total compliance rate, incidence of drain dysfunction, incidence of drain dislodgement, and rate of infection. We also analyzed the rates of unexpected hospital return and readmission in these groups.

Statistical Analysis
Pearson’s chi-square test and Fisher exact test were used to compare categorical variables. Quantitative variables were compared with Student’s t test. Levene’s test was used to correct for intergroup variations before the application of Student’s t test. Statistical analysis was performed with SPSS v 20.0 for Macintosh (SPSS Inc). A value of $P < .05$ was considered statistically significant.

Results
Participant Characteristics
In total, 105 patients underwent 108 procedures during the study period. Out of these 105 patients, 3 patients with repeated procedures were excluded. After being approached, 8 patients refused to participate in this project, and another 14 patients had cognitive problems and were excluded from this study. Of the 80 patients who were approached, were eligible, and agreed to participate, 6 patients were lost to follow-up. A total of 47 participants completed the usability testing, 26 of whom had caregiver assistance or proxy participation. Another 27 patients were included in the conventional group; these patients used the traditional hand recording method to track the drainage amount and color. The study flow diagram is shown in Figure 4.

Demographics and basic clinical information of SurgCare group are presented in Table 1. The average duration of app use was 14.5 (SD 3.2) days. The common termination of follow-up was drainage removal and wound closure, followed by a lack of satisfaction and complications.
Figure 4. Flow diagram of the study design.
Table 1. Demographic characteristics of SurgCare participants with surgical and percutaneous drainage (N=47).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, mean (SD)</td>
<td>61.4 (15.9)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>29 (62)</td>
</tr>
<tr>
<td>Female</td>
<td>18 (38)</td>
</tr>
<tr>
<td>Underlying disease, n (%)</td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>21 (45)</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>16 (34)</td>
</tr>
<tr>
<td>Renal insufficiency</td>
<td>7 (15)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Malignancy</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Drainage site, n (%)</td>
<td></td>
</tr>
<tr>
<td>Biliary drainage</td>
<td>25 (53)</td>
</tr>
<tr>
<td>Peritoneal drainage</td>
<td>22 (47)</td>
</tr>
<tr>
<td>Method of participation, n (%)</td>
<td></td>
</tr>
<tr>
<td>Independent</td>
<td>21 (45)</td>
</tr>
<tr>
<td>Caregivers</td>
<td>26 (55)</td>
</tr>
<tr>
<td>System usability scale, mean (SD)</td>
<td>83.7 (3.5)</td>
</tr>
<tr>
<td>Feasibility test, n (%)</td>
<td></td>
</tr>
<tr>
<td>Definite feasible</td>
<td>34 (72)</td>
</tr>
<tr>
<td>Possibly feasible</td>
<td>10 (21)</td>
</tr>
<tr>
<td>Not feasible</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Overall daily compliance</td>
<td></td>
</tr>
<tr>
<td>Total drainage days, N</td>
<td>836</td>
</tr>
<tr>
<td>Day submitted, n (%)</td>
<td>704 (84)</td>
</tr>
<tr>
<td>Day missed, n (%)</td>
<td>132 (16)</td>
</tr>
<tr>
<td>Complication, n (%)</td>
<td></td>
</tr>
<tr>
<td>Dysfunction</td>
<td>1 (2)</td>
</tr>
<tr>
<td>Dislodge</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Infection</td>
<td>2 (4)</td>
</tr>
<tr>
<td>Unexpected return</td>
<td>3 (6)</td>
</tr>
<tr>
<td>Unexpected readmission</td>
<td>2 (4)</td>
</tr>
</tbody>
</table>

To compare SurgCare group with the conventional group, we identified gender, age, underlying chronic disorders, drainage site, and method of participation for both the groups. Total occurrence of complication was lower in SurgCare group (6%) than in the conventional group (26%) with statistical significance of  \( P<.03 \). The incidence of drainage dislodge was lower in SurgCare group (2%) than in the conventional group (11%) with statistical significance of  \( P=.045 \). Moreover, the unexpected hospital return was lower in SurgCare group (6%) than in the conventional group (26%) with significant difference of  \( P=.03 \) (Table 2).
Table 2. Comparison of the characteristics and prognosis of patients within the SurgCare and conventional groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>SurgCare</th>
<th>Conventional</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients, n</td>
<td>47</td>
<td>27</td>
<td>_a</td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>60.2 (17.1)</td>
<td>63.6 (13.4)</td>
<td>.36</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.60</td>
</tr>
<tr>
<td>Male</td>
<td>29 (62)</td>
<td>15 (56)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16 (38)</td>
<td>12 (44)</td>
<td></td>
</tr>
<tr>
<td>Underlying disease, n (%)</td>
<td></td>
<td></td>
<td>.23</td>
</tr>
<tr>
<td>Hypertension</td>
<td>21 (45)</td>
<td>8 (30)</td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>16 (34)</td>
<td>6 (22)</td>
<td>.43</td>
</tr>
<tr>
<td>Renal insufficiency</td>
<td>7 (15)</td>
<td>5 (19)</td>
<td>.75</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>3 (6)</td>
<td>2 (7)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Malignancy</td>
<td>3 (6)</td>
<td>3 (11)</td>
<td>.66</td>
</tr>
<tr>
<td>Drainage site, n (%)</td>
<td></td>
<td></td>
<td>.08</td>
</tr>
<tr>
<td>Biliary drainage</td>
<td>25 (53)</td>
<td>20 (74)</td>
<td></td>
</tr>
<tr>
<td>Peritoneal drainage</td>
<td>22 (47)</td>
<td>7 (26)</td>
<td></td>
</tr>
<tr>
<td>Method of participation, n (%)</td>
<td></td>
<td></td>
<td>.37</td>
</tr>
<tr>
<td>Independent</td>
<td>21 (45)</td>
<td>15 (56)</td>
<td></td>
</tr>
<tr>
<td>Caregivers</td>
<td>26 (55)</td>
<td>12 (44)</td>
<td></td>
</tr>
<tr>
<td>Complication, n (%)</td>
<td></td>
<td></td>
<td>_b</td>
</tr>
<tr>
<td>Dysfunction</td>
<td>3 (6)</td>
<td>7 (26)</td>
<td>.03</td>
</tr>
<tr>
<td>Dislodge</td>
<td>1 (2)</td>
<td>3 (11)</td>
<td>.14</td>
</tr>
<tr>
<td>Infection</td>
<td>0 (0)</td>
<td>3 (11)</td>
<td>.045_b</td>
</tr>
<tr>
<td>Unexpected hospital return</td>
<td>2 (4)</td>
<td>1 (4)</td>
<td>&gt; .99</td>
</tr>
<tr>
<td>Unexpected readmission</td>
<td>3 (6)</td>
<td>7 (26)</td>
<td>_b</td>
</tr>
<tr>
<td></td>
<td>2 (4)</td>
<td>4 (15)</td>
<td>.11</td>
</tr>
</tbody>
</table>

\_a Not applicable.
\_b Fisher Exact test.

Feasibility and Usability Evaluation of SurgCare

After evaluation, there were 34 patients for whom it was definitely feasible to use this app. For 10 patients, use of the app might be feasible, although they needed more support from the research assistant to help them operate the system. Another 3 patients were in the infeasible group because they completed less than 30% of the elements. The overall system usability score for the app was 83.3, which is considered good in usability testing.

Association of SurgCare App Usage Compliance and Early Complication Rate

In the good compliance group, we found that the rate of complications related to drainage was 3%, which was much lower than that in the poor compliance group (11%). With regard to unexpected hospital return (3% vs 11%) and readmission (3% vs 11%), the good compliance group had better results than the poor compliance group and the conventional group as shown in Table 3.
Table 3. Comparison of the prognosis of patients with SurgCare with good and poor compliance.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Good compliance</th>
<th>Poor compliance</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients, n</td>
<td>38</td>
<td>9</td>
<td><em><strong>a</strong></em></td>
</tr>
<tr>
<td>Age, mean (SD)</td>
<td>60.3 (18.1)</td>
<td>60.0 (13.1)</td>
<td>.96</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td>.27</td>
</tr>
<tr>
<td>Male</td>
<td>22 (58)</td>
<td>7 (78)</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>16 (42)</td>
<td>2 (22)</td>
<td></td>
</tr>
<tr>
<td>Underlying disease, n (%)</td>
<td></td>
<td></td>
<td>.47</td>
</tr>
<tr>
<td>Hypertension</td>
<td>16 (42)</td>
<td>5 (56)</td>
<td></td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>15 (40)</td>
<td>1 (11)</td>
<td>.11</td>
</tr>
<tr>
<td>Renal insufficiency</td>
<td>7 (18)</td>
<td>0 (0)</td>
<td>.32</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease</td>
<td>1 (3)</td>
<td>2 (22)</td>
<td>.09</td>
</tr>
<tr>
<td>Malignancy</td>
<td>2 (5)</td>
<td>1 (11)</td>
<td>.48</td>
</tr>
<tr>
<td>Drainage site, n (%)</td>
<td></td>
<td></td>
<td>.87</td>
</tr>
<tr>
<td>Biliary drainage</td>
<td>20 (53)</td>
<td>5 (56)</td>
<td></td>
</tr>
<tr>
<td>Peritoneal drainage</td>
<td>18 (47)</td>
<td>4 (44)</td>
<td></td>
</tr>
<tr>
<td>Method of participation, n (%)</td>
<td></td>
<td></td>
<td>.14</td>
</tr>
<tr>
<td>Independent</td>
<td>15 (40)</td>
<td>6 (67)</td>
<td></td>
</tr>
<tr>
<td>Caregivers</td>
<td>23 (61)</td>
<td>3 (33)</td>
<td></td>
</tr>
<tr>
<td>Complication, n (%)</td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Dysfunction</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Dislodge</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Infection</td>
<td>1 (3)</td>
<td>1 (11)</td>
<td>.32</td>
</tr>
<tr>
<td>Unexpected hospital return</td>
<td>2 (5)</td>
<td>1 (11)</td>
<td>.52</td>
</tr>
<tr>
<td>Unexpected readmission</td>
<td>1 (3)</td>
<td>1 (11)</td>
<td>.26</td>
</tr>
</tbody>
</table>

aNot applicable.

Discussion

This study demonstrated the feasibility of using a mobile app to monitor the recovery status of patients with drains and to assist patients and caregivers in detecting abnormalities in a timely manner. Remote apps could support self-care and allow close follow-up [32-34]. We also identified an unexpected reduction in the rates of hospital return and readmission in the SurgCare group (6.4%) compared with the conventional group (25.9%) (P = .02). We found that the occurrences of complications such as dislodgement (0%), infection (4%), and dysfunction (2%) were relatively fewer in the SurgCare group. To the best of our knowledge, this is one of the first innovative studies focusing on the development of comprehensive app functions to assist surgical patients with drain care and monitoring. With the evaluation of uploaded image of wound and drainage content, the health care team can identify the abnormalities earlier to prevent the sequential complications, which is one of the causes to reduce unexpected hospital return. The current standard of care for the majority of surgical patients following hospital discharge involves little formal communication between patients and their care team until their routine clinic follow-up 2-3 weeks after discharge [35,36]. Some mHealth protocols have been developed to improve patient monitoring or replace routine postoperative clinic visits [37-39]. In addition to this trend, the national policy priority mandates improving transitions of care following hospital discharge and reducing hospital readmissions [40,41]. We created an image-based mobile app aimed at increasing communication between patients and health care personnel after discharge from the hospital as part of an effort to detect drainage complications in an early stage and reduce hospital readmissions.

The compliance with using apps is generally high. Apps for surgical patients must be developed carefully, keeping in mind that the users are very vulnerable [42,43]. In this study, we find that compliance with using the SurgCare was acceptable. Most participants found the app easy to use (%), though the questions that did not elicit an unanimously positive response indicate that there is a degree of tentativeness regarding participants’ ability to independently perform the functions in the SurgCare. The SurgCare can provide assistance not only by facilitating monitoring but also by providing psychological support [44,45]. For patients and caregivers who are not familiar with postoperative wound care, remote support helps them detect the early dislodgement or dysfunction of the drain, and it can reduce the subsequent occurrence of infections and other
complications. Self-report questionnaires are the most common method of monitoring drainage because of their cost-effectiveness and ease of administration [46]. However, the disadvantages of self-report questionnaires include a lack of reliability and the influences of social desirability, age, questionnaire complexity, and recall ability [47,48]. Therefore, an easily used mobile app can solve these problems. With immediate recording and image capture, the app is an excellent tool for close monitoring. Moreover, SurgCare can offer a rapid response to help patients psychologically, as patients and caregivers can receive responses from healthcare personnel before returning to the clinic. The daily monitoring messages are delivered via mobile messaging (eg, short message service) instead of email to facilitate more immediate communication. These adjustments are expected to improve user satisfaction and compliance and may ultimately further enhance the efficacy of the intervention.

Furthermore, 4 key categories of age-related barriers are associated with the use of mHealth by older adults, namely, barriers related to cognition, motivation, physical ability, and perception [26]. As surgical drainage patients are usually older adults (median age >60 years) who have the potential to develop cognitive or memory impairments, it is crucial to select an easy-to-follow app to use in clinical research with this population. We noticed that if the patients were well trained, they were able to input their health data by themselves without any dependence on a physician’s assistant, study nurse, or other caregivers [49,50]. After the interview, we also noticed that the surgeons were interested in the electronic assessment of patient-reported outcomes rather than the conventional manual reporting of the drainage amount and status. Previous studies have suggested that the electronic assessment of patient-reported outcomes was as accurate as the conventional method of manual recording [51,52]. Another survey of 108 health care personnel showed a high level of acceptance (84.3%) of app-assisted recording [53]. Digital medicine is unstoppable, and patient empowerment plays a new and growing role in disease management. With support from both patients and health providers, we can determine the impact of mHealth on the postprocedural care of surgical drains.

In contrast to the generally rapid growth of mHealth in medical fields, research on surgical topics has been limited. Among studies focusing on the application of mHealth to surgical issues, several have investigated wound care and pain scaling to validate the clinical usefulness of mHealth [54-57]. A recent study used another wearable device to track the step counts of patients who had undergone various abdominal surgeries for 1 month after discharge and showed that the mHealth app could effectively track recovery [24,58]. Because drain care is an issue that is unique to surgical patients, and telephone conversations and questionnaires cannot be used to access the visual component. In this study, we developed an app that can improve compliance with postdischarge drainage care and monitoring and reduce the risk of drainage complications.

Limitations
This study had several limitations that should be considered when interpreting the results. First, all assessments were conducted online, and inclusion relied exclusively on self-reported data. Therefore, the internal validity and generalizability to a larger clinical population might have been compromised. Second, there was a rather low postassessment response rate. The lack of data from approximately one-fifth of the sample limits the validity of our findings since it remains unclear how satisfied the nonresponders were and how they differed in terms of symptomatology. Third, the sample size was limited, and the sample did not represent all surgical patients. Subsequent research should, therefore, investigate the efficacy and cost-effectiveness of SurgCare in a fully powered randomized control trial. The study provided valuable information about the feasibility and adequacy of an internet-based intervention for the management of drains, which can be used to guide subsequent research.

Conclusion
In this study, we present a remote app that can improve patient compliance with postdischarge drainage care and monitoring and reduce the rate of major complications. The patients were enthusiastic about partnering with their health providers in novel ways to optimize their healthcare. Although mHealth will certainly not replace physician contact, it will serve as a digital assistant for diagnostic, therapeutic, and follow-up purposes, supporting patient recovery.
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Abstract

Background: In effective diabetes management, it is important that providers and health care systems prioritize the delivery of patient-centered care and that they are respectful of and responsive to individual patient preferences and barriers.

Objective: The objective of the study was to conduct focus group interviews to capture patients’ and health care professionals’ perceptions and attitudes regarding digital technology and to explore how the digital Diabetes Questionnaire can be used to support patient participation in diabetes care, as a basis for an implementation study.

Methods: A qualitative study was conducted with six focus group discussions with diabetes specialist nurses and medical doctors (n=29) and four focus group discussions with individuals with diabetes (n=23). A semistructured focus group interview guide was developed, including probing questions. The data were transcribed verbatim, and qualitative content analysis was performed using an inductive approach.

Results: Two main categories were revealed by the qualitative analysis: perceptions of digital technology and the digital questionnaire in diabetes management and care and perceptions of participation in diabetes care. An overarching theme that emerged from the focus group interviews was patients’ and professionals’ involvement in diabetes care using digital tools.

Conclusions: The analysis identified important factors to consider when introducing the digital Diabetes Questionnaire in clinical use. Both professionals and patients need support and training in the practical implementation of the digital questionnaire, as well as the opportunity to provide feedback on the questionnaire answers.

(J Med Internet Res 2020;22(8):e17504) doi:10.2196/17504
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Introduction

Background

In effective diabetes management, it is important that providers and health care systems prioritize the delivery of patient-centered care, acknowledging multiple morbidity and being respectful of and responsive to individual patients' preferences and barriers, including the differential costs of therapies [1]. Practicing patient-centered psychosocial care requires that the context of the person with diabetes be considered in communications and interactions, problem identification, psychosocial screening, diagnostic evaluation, and intervention services [2].

Importance of Patient-Reported Outcomes

In line with these requirements for patient-centered care, our research group has developed and psychometrically tested a digital patient-reported outcome measure, ie, the Diabetes Questionnaire [3-7]. Patients respond digitally to the Diabetes Questionnaire, and these responses form the basis for the patient’s and the health care staff’s preparation to be well-informed to discuss the patient’s care and make decisions based on the patient’s wishes, needs, and barriers. The purpose of the Diabetes Questionnaire is to be user-friendly and immediately provide results to the patients and health care professionals as part of the consultation. The Diabetes Questionnaire is a tool for person-centered care that creates the necessary conditions for shared, well-founded decisions regarding patients living with diabetes. A recent review by Skovlund et al [8] concluded that patient-reported outcome measures have the potential to facilitate person-centered care and active participation. The long-term goal is for the Diabetes Questionnaire to be used to capture patient-reported outcome measures in integrated diabetes care and contribute to better health care meetings, facilitate thorough follow-up over time, and be considered together with the medical variables in the National Quality Registry for Diabetes.

Challenges and Possibilities for Digital Health Tools

Digital developments in health care have created a great need for research on how digital health care services affect, for example, health care quality, design, and accessibility. Despite great interest from users, decision makers, and academics, the research base on these issues is limited [9]. The research available in this area focuses mainly on specific implementations, such as the psychotherapeutic treatment of mental illnesses or the diagnosis of skin diseases using digital tools, in more traditional telemedicine or in related areas such as online journals [10]. However, more research is needed on digital health care services, both because many conditions that are currently handled in digital health care services have not yet been investigated and because new digital tools that can change digital and physical health care services and care processes are constantly being developed and need to be evaluated separately [11,12]. In this study, we defined digital health as "the cultural transformation of how disruptive technologies that provide digital and objective data accessible to both caregivers and patients leads to an equal level doctor-patient relationship with shared decision-making and the democratization of care [13]."

Rationale

The rationale of this study was based on earlier studies and reviews [14,15] that pointed out that the basis of knowledge for conducting an implementation study of patient-reported outcome measures should be tailored by identifying and addressing potential barriers and facilitators specific to the setting. In addition, the methodological quality of existing evidence with respect to digital health interventions for chronic diseases such as diabetes is low, and the results are unpredictable [16]. As a first step, we therefore decided to conduct focus group discussions with both patients and professionals involved in diabetes care, to inform a forthcoming implementation study of the Diabetes Questionnaire in a diabetes care setting.

Aim of the Study

The purpose of this study was to conduct focus group interviews to capture patients’ and health care professionals’ perceptions and attitudes regarding digital technology and to explore how the digital Diabetes Questionnaire can be used to support patient participation in diabetes care, as the basis for an implementation study.

Methods

Research Design

An exploratory and descriptive qualitative design was used in this study. The data were collected through focus group discussions conducted from June 2018 to November 2018 with diabetes specialist nurses and medical doctors and with adults with type 1 diabetes or type 2 diabetes. Focus groups have been widely used to examine persons’ experiences, and this method was chosen because the focus group environment is socially oriented and may increase the sense of belonging and cohesiveness among the participants, which can lead to increased openness [17].

Sample and Setting

The participants were recruited through purposive sampling, which involves a conscious selection of individuals with the appropriate experiences or characteristics [18]; 18 hospital-based outpatient clinics and 22 primary health care clinics were initially approached. Of these, 14 hospital-based outpatient clinics and 8 primary health care clinics agreed to participate in the study.

The study was approved by the Regional Ethical Review Board in Gothenburg, Sweden (No. 317-18). A letter to the participants informed them about the study’s purpose, the voluntary nature of their participation, the confidentiality measures and methods of handling of their personal data, the National Diabetes Register, contact details, and the right to end participation. All participants gave written informed consent, and the research was performed in accordance with the Declaration of Helsinki [19].
**Participants and Procedure**

The focus group discussions were held at hospital outpatient centers, primary health care clinics, and the Center of Registers Västra Götaland. Each group consisted of 3 to 6 participants; 6 focus group discussions were held with diabetes specialist nurses and medical doctors (health care professionals), and 4 focus group discussions were conducted with persons with type 1 diabetes or type 2 diabetes (patients). Focus group participant characteristics are presented in Table 1.

At the beginning of each focus group discussion, the participants completed a brief questionnaire that asked about their demographic characteristics (age, gender, education, occupation, age at diagnosis, and type of diabetes). The discussion opened with a general introduction of the study, an overview of the purpose of the discussion, and its confidentiality. The duration of the focus group discussions ranged from 0.6 hours to 1.5 hours. KEO or JL moderated the focus groups, and EL facilitated the discussions. All participants were given sufficient opportunity to share their views. We conducted separate focus group discussions for patients and for health care professionals. A semistructured focus group interview guide was developed according to the study aims (Multimedia Appendix 1). Furthermore, probing questions were used, for example, “Could you please further describe the situation using a concrete example?” All focus group discussions were audio-recorded with a digital voice recorder and transcribed verbatim by a medical secretary.

**Table 1.** Focus group participant characteristics.

<table>
<thead>
<tr>
<th>Participant characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Patients with diabetes (4 focus groups, n=23)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (range)</td>
<td>60 (22-81)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>11 (48)</td>
</tr>
<tr>
<td>Men</td>
<td>12 (52)</td>
</tr>
<tr>
<td>Diabetes duration (years), median (range)</td>
<td>21 (3-64)</td>
</tr>
<tr>
<td>Diabetes type, n (%)</td>
<td></td>
</tr>
<tr>
<td>Type 1</td>
<td>17 (74)</td>
</tr>
<tr>
<td>Type 2</td>
<td>6 (26)</td>
</tr>
<tr>
<td><strong>Health-care professionals (6 focus groups, n=29)</strong></td>
<td></td>
</tr>
<tr>
<td>Age (years), median (range)</td>
<td>53 (36-70)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>24 (83)</td>
</tr>
<tr>
<td>Men</td>
<td>5 (17)</td>
</tr>
<tr>
<td>Role, n (%)</td>
<td></td>
</tr>
<tr>
<td>Diabetes specialist nurses</td>
<td>23 (79)</td>
</tr>
<tr>
<td>Medical doctors</td>
<td>6 (21)</td>
</tr>
</tbody>
</table>

*Minimum to maximum.

**Data Analysis**

Qualitative content analysis inspired by Krippendorff [20] was used with an inductive approach. The focus group discussions and content analysis were performed in Swedish. The research group has deep knowledge and experience in this method. The quotations presented in this paper were translated into English by a professional translator. The data analysis was manually performed as follows:

Step 1: The transcribed focus groups discussions were read through several times to obtain an overall sense of the data (KEO, U-BJ, EL, and JL). After discussion, all authors agreed that saturation had been reached.

Step 2: The transcribed text was divided into units of meaning, which were condensed and labeled with codes and discussed (KEO, U-BJ, EL, and JL). The analysis was based on a manifest interpretation of the text.

Step 3: The various codes were compared, and similarities and differences were identified. The codes were then sorted into five categories. Thereafter, the two main categories were determined by consensus among all authors.

Step 4: The analysis was based on a manifest interpretation of the text. An overarching theme was identified when all authors performed a latent interpretation of the content.

**Results**

The qualitative analysis identified two main categories: **perceptions of digital technology and the digital questionnaire in diabetes management and care and perceptions of participation in diabetes care (Table 2).** The overarching theme...
that emerged from the focus group discussions was patients’ and professionals’ involvement in diabetes care using digital tools.

Table 2. Theme, main categories, and categories.

<table>
<thead>
<tr>
<th>Theme</th>
<th>Main categories</th>
<th>Categories</th>
</tr>
</thead>
<tbody>
<tr>
<td>Patients’ and professionals’ involvement in diabetes care using digital tools</td>
<td>Perceptions of digital technology and the digital questionnaire in diabetes management and care</td>
<td>• Hope and concern</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Opportunities and obstacles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Individual needs and supportive structure</td>
</tr>
<tr>
<td></td>
<td>Perceptions of participation in diabetes care</td>
<td>• Give and take</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Trust and communication: A cornerstone for relationships</td>
</tr>
</tbody>
</table>

Perceptions of Digital Technology and the Digital Questionnaire in Diabetes Management and Care

**Hope and Concern**

In terms of their perceptions of the use of digital technology in connection with the digital Diabetes Questionnaire and diabetes management and care, participants expressed both hope and concern. Patient focus groups expressed that using digital technology provides more information to the health care professionals. Regarding hope, the health care professional focus groups expressed that this form of care (digital technology) and the questionnaire could increase the availability of information required for retaining patients in the care unit. In addition, the health care professionals stated that, with digital technology and the digital questionnaire, factors such as accessibility, individualization, and closer contact with the patient could lead to broader perspectives in individual encounters in diabetes clinics. In the patient focus groups, some argued that digital technology and the digital questionnaire would simplify life by providing opportunities to compile and analyze information on different aspects of living with the disease.

_It’s a lot of technology now. And so, I think we must do this, to keep up with the younger generation because they are there. That’s where they communicate. You get so much more out of it. You get so much more information with the digital, you get many angles and lots to work with. Thus, you see so much more. [Health care professional]_

Participants in both the health care professional and the patient focus groups emphasized that this form of care (digital technology) can never take the place of physical encounters but that it should be an important complement to these encounters.

However, a concern was raised that health care professionals lack sufficient skills in digital technology, and that it was these professionals perceived to be responsible for stimulating the patients’ interest in this form of care. The professionals noted that the patients they meet have varying attitudes and patients’ interest in this form of care. The patient focus groups confirmed that there is a great variety of perspectives and attitudes regarding using digital technology. The patient focus groups confirmed that there is a great variety of perspectives and attitudes regarding using and seeing the benefits of digital technology. Participants in both the health care professional focus groups and the patient focus groups expressed concern that a digital questionnaire would be perceived as violating the patient’s privacy, and some described a feeling of “being unprotected.” In addition, concerns about data confidentiality were expressed.

_I see the possibilities in the technology. I am a technology lover myself in many respects—not least in my job. But I am terrified that, if you face this, the politicians will soon see it, and “Here, we can take and reduce the staff; here, we invest in digital technology instead.” [Patient]_

**Opportunities and Obstacles**

Both health care professionals and patients discussed and reflected on what opportunities the questionnaire provides in terms of improving patient care. The participants expressed that the digital questionnaire would probably create opportunities for person-focused approaches, as well as supporting an in-depth dialogue. It was also seen as clarifying caregivers’ interest in learning about what it is like to live with diabetes and facilitating discussion (such as allowing patients to talk about their moods). The participants argued that the digital questionnaire provides a more complete, overall picture that highlights individual needs and provides opportunities for preparation and feedback. They talked about a “feeling curve” and a “technical curve.” The digital questionnaire was seen as able to inspire support for a learning climate, which may, in turn, result in a new way of working. However, the participants also described obstacles such as the possibility that not all patients would appreciate the questionnaire and that there might be a lack of competency to follow up on the questionnaire or a lack of technical support provided by the health care professionals.

The patients expressed a lack of competency in diabetes care as potential obstacles. The professionals also expressed a lack of time as a potential obstacle. Nevertheless, the questionnaire was simultaneously seen as presenting a positive challenge because it could lead to reflection for both professionals and patients. For the professionals, it could mean a new approach and working method (improvement work or quality development). For the patients, the questionnaire could be an opportunity to talk and reflect on “What is important for me in my life with diabetes?”

Both patients and health care professionals stated that the questionnaire provides a good basis for the opportunity for monitoring and evaluation at the group level, which can create
a foundation for positive changes in health care. In addition, the questionnaire provides a basis for comparing the results between health care units at the national level.

Nevertheless, I believe that it gives the patient the opportunity to reflect, when filling this in. ... Therefore, that is a message we send with our questions actually…. And then I think it helps us to be able to sometimes, instead of talking blood sugar curves, get a little insight into what is behind this disease. [Health care professional]

If we take this data in, we can’t just drop it there. We must find some structure for it too. And how to get this information, which can be a little worrying. [Health care professional]

Individual Needs and a Supportive Structure
Both patients and health care professionals’ discussions identified two supportive structures as prerequisites for implementing the digital Diabetes Questionnaire. The first structure is the professionals’ need for an introduction and training before the start of the implementation. The second supportive structure is that the organization (eg, hospital, primary care clinic) provide infrastructure and other complementary resources to support the work and development of the diabetes care teams.

Education and training were not only requested at the beginning of the implementation but also as a continuous intervention. The health care professionals called for a clearer structure in their work to create well-functioning routines. The importance of support from the head of the department was emphasized to ensure that time and resources would be made available.

Getting enough time for the invitation for the diabetes care meeting, interpreting the answers, preparing for the meeting and for the actual meeting itself. Time is needed to structure the work before and create routines. And of course, support from the management. [Health care professional]

Perceptions of Participation in Diabetes Care
Give and Take
Primarily the health care professionals expressed the idea that patient participation in diabetes care is a requirement for change. They suggested that patient participation means that the health care professionals give support and make space for the patients to take responsibility for their own disease.

The patient focus groups also expressed that participation in their own diabetes care is a prerequisite for diabetes management and that the patient should be considered the principal actor in this process of providing the information about living with diabetes. Furthermore, the patients expressed the importance of having the right to decide for themselves and to be involved in the health care decisions based on their individual needs, which require both self-confidence and courage. They argued that there are different types of involvement, ie, participation in diabetes care, participation in diabetes care together with the health care professionals, and participation and involvement in the diabetes disease itself.

Furthermore, the professionals expressed the importance of the digital questionnaire in communicating the health care professionals interest in the patients’ responses to the questionnaire. The questionnaire signals that the diabetes health care professionals are interested in the patients’ life with diabetes. The patients expressed a similar idea in terms of participation being facilitated by the structure of the care meeting and that the questionnaire potentially increasing participation through structure and planning.

It must be those [patients] who control what actions they take. We are all consultants and informers, but participation is after all the Alpha and Omega. [Health care professional]

It is a prerequisite for something to happen at all, that they are involved in it. Otherwise it doesn’t happen that much. [Health care professional]

Used correctly, the questionnaire can probably increase participation. If it is, then there are enough questions about what support I need, and I express it. And that it is taken care of when resources are given to it; then it will increase my... or the care of my illness. This can’t be just a box-ticking affair, because that won’t increase the participation in care. Without it being like, you have a plan for how to proceed in these questions. And that it will be a continuation. [Patient]

Trust and Communication: A Cornerstone for Relationships
The health care professionals’ focus groups expressed that trust and interaction between patients and health care professionals are the foundation for participation and a prerequisite for change. The patients expressed continuity as one cornerstone to build trust in their relationships with health care professionals. Another cornerstone for building these relationships is the interactive communication between patients and health care professionals. A prerequisite for interactive communication is speaking the same language and using the same vocabulary:

No, I think the patients may feel that they are being seen differently. That judgment ... than just coming to the visit, if they have now filled in for example this in at home, for example, before, and you bring it together, then maybe it becomes even clearer that you start from their needs, than when you just meet, I don’t know. [Health care professional]

After all, it is a difference if you are to participate in an operation that you do once in your life, or if you are to participate in an illness that you will have for the rest of your life. I see it in a different way really, it is that you are the main person responsible for yourself and you should seek participation from others as support. [Patient]
Discussion

Principal Findings

The main finding from the focus group interviews was the theme of patients and health care professionals’ involvement in diabetes care using digital tools. The main category of perceptions of digital technology and the digital questionnaire in diabetes management was built on the categories of hope and concern, opportunities and obstacles, and individual needs and supportive structure. The other main category, perceptions of participation in diabetes care, was built on categories of give and take, and trust and communication: a cornerstone for relationships. Although, the participants were not aware of the content of the Diabetes Questionnaire, they nevertheless expressed many views, thoughts, and feelings during the focus group interviews.

During the analysis of the focus group interviews, it became clear that the patients and health care professionals expressed similar expectations and reflections regarding both digital technology and the Diabetes Questionnaire. In particular, these similarities were seen to be prominent when the participants discussed digital technology in health care. Concerns such as a lack of knowledge about digital technology and a lack of privacy were evident. A previous study [21] has shown that the acceptance of digital technology relies on understanding of patients’ fears and concerns about lack of security. Lupton [22] highlighted the importance of reducing fears or concerns regarding insecurity among both patients and health care professionals through implementing secure computer systems and protecting personal data. Consequently, patients and health care professionals must both be aware of the security systems that surround digital technology in health care. Additionally, if these security systems are presented in a transparent and pedagogical way, knowledge of digital technology will increase and these concerns will decrease. Optimistically, in our study, the participants expressed hope that using digital technology can contribute to facilitating and supporting the everyday lives of people with diabetes. This finding is in line with previous studies [23-25] indicating that digital technologies can enhance diabetes care in a real-world setting.

When we analyzed the participants’ perceptions of the digital Diabetes Questionnaire, we found both differences and similarities between patients and health care professionals. The health care professionals saw an opportunity in that the Diabetes Questionnaire could facilitate person-centered care. They used phrases such as “an informed patient,” the opportunity for “person-centered work,” and “honest answers” from patients living with diabetes. The patients saw an opportunity for using the digital Diabetes Questionnaire to talk about and reflect on important factors in their everyday lives that influence their ability to take care of their diabetes. These results were in line with a newly published review showing that patient-reported outcome measures can facilitate a meaningful and focused conversation during the clinical encounter [8]. Conversely, patients in our study raised a concern about a lack of competency among health care professionals in terms of dealing with patients’ responses to the questionnaire. Furthermore, the participants emphasized the importance of a supportive structure. This highlights the importance of health care professionals receiving training on how to use the digital Diabetes Questionnaire and on how to sufficiently address patients’ responses to the questionnaire [26].

Furthermore, Greenhalgh et al [27] pointed out that the ways in which clinicians use patient-reported outcome measures are shaped by their relationships with patients. We found similar results under the category of trust and communication: a cornerstone for relationships. In addition, the participants reported that interactive communication between patients and professionals is important for building relationships. A prerequisite for interactive communication is speaking the same language and using the same vocabulary. There are recommendations for language used by health care professionals and others when discussing diabetes through spoken or written words [28]. An obstacle noted in our study, as well as in others, is that health care professionals lack time in everyday clinical care [29]. Both participant groups expressed that this lack of time could negatively affect the use of the digital Diabetes Questionnaire.

Perceptions of participation were discussed in the focus groups. The participants emphasized the importance of giving and taking in each care meeting for achieving participation. In addition, they reflected on whether participation meant that the patients become involved in their care or whether the health care professional must become involved in the patients’ daily life. The participants talked about adding the “feeling curve” from the digital Diabetes Questionnaire to the already existing “technological curve” to present a more holistic picture of the patients’ daily lives. The importance of participation and shared decision making in diabetes care and its association with optimal self-management has been shown in an earlier study [30]. Nevertheless, the participants in our study asserted that participation in diabetes care is suboptimal and perceived as an unclear concept.

Our focus group interview analysis showed that the participants expressed a positive attitude toward using the digital Diabetes Questionnaire. Discussing and reflecting on the questionnaire responses during physical encounters can improve diabetes care based on the person’s experience of living with diabetes and facilitate adequate support and self-management in a structured way. In addition, it is important to confirm the patient in a positive way. The response of the questionnaire clarifies what resources the patients have that could enable optimal daily diabetes self-management.

The analysis identified important factors to consider when introducing the digital Diabetes Questionnaire in clinical use. Both professionals and patients need support and training in the practical implementation of this intervention, and they should have an opportunity to provide feedback on the questionnaire answers. Öberg et al [31] pointed out that targeted training could increase the digital skills used in diabetes care. These needs are also confirmed by the participants’ discussions of the factor of insufficient time and the concern that patients’ responses to the questionnaire should be treated with great integrity. A review [14] in palliative care settings pointed out that providing an
educational component prior to the implementation is crucial, in addition to interviewing health care professionals and patients.

**Limitations**

Our sample may consist of participants with an interest in digital technology and in the development of diabetes care, which may have introduced bias. Thus, a sample using patients with low health literacy may show different results. Poor health literacy can seriously impair people’s interactions with health care professionals and their potential to benefit from digital health services. Qualitative studies are difficult to generalize because of small sample sizes. However, the results, especially on the perceptions of digital technology, are important for other groups of patients and for health care professionals in other disciplines.

**Implications**

This study identified important factors to consider when introducing the digital Diabetes Questionnaire in clinical use and will serve as a basis for continued work in a larger implementation study for the Diabetes Questionnaire. When introducing digital patient-reported outcome measures such as the digital Diabetes Questionnaire, it is important to consider what conditions exist. A prerequisite is ensuring that both patients and health care staff members can handle digital technology. A second prerequisite is the careful evaluation of the content of the intended patient-reported outcome measure questions. Finally, a trusting relationship between health care professionals and patients is required to make conversations based on the digital patient-reported outcome measure feel meaningful.
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Abstract

Background: Smartphone addiction has become a reality accepted by all. Some previous studies have shown that the use of smartphones on public roads while walking is very common among the young population. The term “smombie” or smartphone zombie has been coined for this behavior. Such behavior causes a reduction in the attention given to other pedestrians and drivers and may result in accidents or collisions. However, there are no precise data about how many people use the phone while they are walking on the street. Smartphone usage habits are evolving rapidly, and more in-depth information is required, particularly about how users interact with their devices while walking: traditional phone conversations (phone close to the ear), voice chats (phone in front of the head), waiting for notifications (phone in hand), text chats (user touching the screen), etc. This in-depth information may be useful for carrying out specific preventive actions in both the education field (raising awareness about the risks) and in the infrastructure field (redesigning the cities to increase safety).

Objective: This study aimed to gather information about pedestrians’ smartphone usage and to identify population groups wherein interventions should be focused to prevent accidents. The main hypothesis was that gender, age, and city area can significantly influence the smartphone usage of the pedestrians while walking.

Methods: An observational study of pedestrians in the street was carried out in Elche, a medium-sized Spanish city of 230,000 inhabitants. The following data were gathered: gender, age group, location, and type of smartphone interaction. A specific smartphone app was developed to acquire data with high reliability. The statistical significance of each variable was evaluated using chi-squared tests, and Cramér’s V statistic was used to measure the effect sizes. Observer agreement was checked by the Cohen kappa analysis.

Results: The behavior of 3301 pedestrians was analyzed, of which 1770 (53.6%) were females. As expected, the effect of the main variables studied was statistically significant, although with a small effect size: gender ($P<.001$, $V=0.12$), age ($P<.001$, $V=0.18$), and city area ($P<.001$, $V=0.16$). The phone in hand or “holding” behavior was particularly dependent on gender for all age groups ($P<.001$, $V=0.09$) and to a greater extent in young people ($P<.001$, $V=0.16$). Approximately 39.7% (222/559) of the young women observed showed “holding” or “smombie” behavior, and they comprised the highest proportion among all age and gender groups.

Conclusions: An in-depth analysis of smartphone usage while walking revealed that certain population groups (especially young women) have a high risk of being involved in accidents due to smartphone usage. Interventions aimed at reducing the risk of falls and collisions should be focused in these groups.
smartphone addiction; smartphone overuse; smombies; pedestrian safety; mobile phone

Introduction

Use of Mobile Devices and Smartphones

Since the emergence of mobile technology, the use of mobile devices and services has continued to increase progressively and at different rates in both developed and developing countries [1]. By the end of 2018, more than 5 billion people around the world subscribed to mobile services, accounting for 67% of the global population, and this figure is expected to reach 71% by 2025 [2]. In Spain, the penetration rate of mobile devices is 98%, with most of them (80%) being smartphones [1]. In both cases, the penetration rate in Spain is above the European average (85% and 72%, respectively) [2]. There are differences in the penetration rate of smartphones by age; 95% of the Spaniards younger than 35 years own a smartphone, while only 60% of those older than 50 years own a smartphone—a trend that is widespread worldwide [1]. Further, 3.6 billion people are connected to the mobile internet, with 67% of the global connections occurring through smartphones [2,3].

These data show the globalized presence of mobile devices, which is inevitably linked to their increasing use in time and place. In 2018, users around the world spent an average of 800 hours per year on their smartphones. In Europe, the average time spent on smartphones is 3 hours daily and between 14 and 43 hours weekly. The most common activities among Europeans include (in this order) emailing, social networking, instant messaging, searching, reading, and gaming [4]. Given these high levels of dedication, it is not surprising that the use of smartphones overlaps with the execution of other activities (multitasking) with variable attention requirements such as watching television, eating, dressing, working, or walking, including frequent checks and alternating periods of activity to attend to possible notifications [5].

Problematic Smartphone Use

Despite the many benefits of smartphones, their unlimited use can lead to what is known as problematic smartphone use, which is related to the discomfort associated with “unsubstantiated or behavioral addictions” (eg, anxiety when the device is not accessible) [6]. According to a recent meta-analysis by Sohn et al [7] which included 41,871 children and young people, the median prevalence of problematic smartphone use was 23.3%. Age (17-19 years) and female gender were the risk factors for the development of problematic smartphone use, although in the case of the latter, the results are not conclusive. Problematic smartphone use is associated with higher odds of experiencing depression, anxiety, perceived stress, and a decrease in sleep quality. One of the problematic uses can arise, for example, when crossing a street; this is a complex exercise with a relatively high demand for perceptive and cognitive capacity. Even for those pedestrians who can successfully integrate the required information under normal circumstances, the distraction of holding a smartphone can interfere with the decision-making process at many points. Pedestrians may be unaware of important auditory or visual information, make incorrect judgments about speed (especially when multiple lanes or vehicles are involved), incorrectly attribute driver intent, or misjudge their ability to cross in a given gap. Distraction, therefore, has the potential to exacerbate the risk of a collision for pedestrians [8]. In a study [9] that aimed to explore the effect of gender on the use of smartphones while walking, a modest gender bias was observed, with walking behavior with the smartphone more frequent among women than men. Another effect observed was that when couples of the opposite sex walked together, the use of the smartphone was decreased. Some of the reasons for people to walk with smartphones in their hands could be the social pressure to be available, security concerns (reduced risk of theft), psychological dependence (anxiety over separation from the smartphone), or for display as a status symbol.

Smombies

The term “smombie” (smartphone-zombie) [10,11] or “phone walker” [9] has been coined as a result of increasingly frequent behavior involving the use of smartphones while walking on public roads [9]. This concept refers to the pedestrian who uses a smartphone while walking, with the physical or cognitive consequences that this type of behavior may have. The effects on physical health are the carrying out of behaviors that may endanger the pedestrian or other people who are circulating at that moment—mainly the lack of safety [12,13]. The other effects may be directly related to the way one walks and one’s direct involvement in a traffic accident compared to people who do not use their smartphones while walking [13]. At the cognitive level, the lack of attention while walking and using the smartphone implies a lack of recognition of the other pedestrians, lower cognitive capacity, and greater attention deficit [14]. It is arguable whether smombie behavior represents a form of problematic smartphone use in itself or not. However, there is no doubt that this behavior represents a safety risk. It seems that this phenomenon is increasingly being studied in different countries and contexts [15,16] and evidences on the effects and consequences of this pattern of behavior are increasing [17,18], because of which this study was carried out. The goal of this study was to gather the information that helps us measure and understand the smombie behavior and to identify specific groups that may require special attention to reduce the risk of accidents.

Methods

Study Design

An observational study of the behavior of pedestrians with their smartphones was carried out in Elche, Spain, by a multidisciplinary research group composed mainly of behavioral scientists and smartphone engineers from Miguel Hernández University. It was executed from April 2019 until November 2019. The study period was divided into two stages: the initial stage, which lasted for 1 month, and the final stage, which lasted for 6 months. The initial stage was used to identify the behavior of pedestrians with smartphones while walking on public roads and to establish the baseline data. The final stage was used to measure the changes in the behavior of pedestrians with smartphones while walking on public roads and to evaluate the effects of the intervention. The study was conducted in two phases: the first phase was aimed at collecting baseline data, and the second phase was aimed at evaluating the effects of the intervention. The study was conducted in two phases: the first phase was aimed at collecting baseline data, and the second phase was aimed at evaluating the effects of the intervention. The study was conducted in two phases: the first phase was aimed at collecting baseline data, and the second phase was aimed at evaluating the effects of the intervention.
2019 as a project called “CountingSmombies.” This study was registered and validated by the ethics committee of the Miguel Hernández University with the research code COIR:AUT.DISP.CFP.01.19. Direct measurements by an observer was the method used to register the behavior of the pedestrians with their smartphones while they were walking on the street. The behavior of the pedestrians with their smartphones was categorized into the following 5 classes, which is ordered from lower to higher use of the smartphone.

1. NOT VISIBLE: The pedestrian does not visibly carry or use his/her smartphone.
2. TALKING: The pedestrian is talking on the phone in the traditional way, that is, the smartphone is held in the hand and close to the ear and mouth of the talking subject.
3. HEADPHONES: The pedestrian is wearing headphones visibly and these are supposed to be connected to a smartphone.
4. HOLDING: The pedestrian holds the smartphone in one of his/her hands while walking but is not looking directly at it.
5. SMOMBIE: The pedestrian holds the smartphone in his/her hand while walking and interacts with the screen by either staring at it or typing or talking toward the screen when the audio is sent or during videoconferencing.

These 5 categories were selected according to that reported in recent studies [19,20] and by considering 2 main factors: first, they were easily distinguishable by the observers and second, they represented different attitudes toward smartphone usage while walking. The ordering below reflects, what we considered, an increasing risk of behavioral addiction or attention loss:

1. Talking in a traditional way was considered as less invasive smartphone usage, as only one ear is involved.
2. Using headphones was associated with higher attention loss, with both ears involved.
3. Holding the smartphone in our hands, although apparently not causing attention loss, may reflect a psychological dependence, a need to be aware of incoming notifications, and can be part of an alternation of smombie-holding periods. That is why we considered such behavior almost on top of the problematic smartphone use list.

Figure 1 illustrates the 5 types of smartphone behaviors observed in street pedestrians. The observer also registered the gender and the approximate age of the pedestrian according to the perceived appearance (the interobserver agreement was validated through a Cohen kappa analysis in a simultaneous session with 2 observers and with N=100). Only 2 classes were used in the gender category: male and female. For the age category, 4 classes were used: (1) below 18 years (10-18 years), teenagers; (2) 18-35 years, young people; (3) 35-65 years, adults; (4) over 65 years, older people. Data were stored by using a quick annotation app that allowed saving the data of each of the performed experiments.

Figure 1. The 5 types of smartphone usage behaviors observed in street pedestrians. From left to right (lower to higher use of smartphone): smartphone "not visible," "talking" on a smartphone, using "headphones," "holding" a smartphone, and "smombie."
Pedestrian Observation Procedure

A pedestrian observation procedure was designed with 2 modalities: sitting observer and moving (walking) observer. Sitting observers stayed at a specific location and registered pedestrians in their field of vision. Moving observers walked through a predetermined path and registered pedestrians walking in the opposite direction. When the observer was walking, it was easy to avoid biases in the selection of the pedestrians; only those who randomly cross with the observer were recorded. When the observer was sitting, a stricter protocol was needed; there were many pedestrians around and only some of them may catch the observer’s attention. According to our protocol, only those pedestrians who pass through a predefined crossing line were recorded. The crossing line was defined between 2 points on the street, for example, 2 trees, 2 bollards, or the sides of a shop window (Figure 2). Besides, the pedestrians walking through the crossing line could walk in either direction; therefore, a predefined direction was established and only pedestrians walking in such a direction were recorded.

Figure 2. Defining a visual crossing line between 2 points on the street, for example, the bollard and the street litter bin, to not introduce bias and to count only the pedestrians moving in one of the two directions between the crossing line.

A pedestrian eligibility list was given to the observers to homogenize their recordings (Textbox 1). Pedestrians were included if they were walking alone or in a group. However, groups of over 4 people were excluded to avoid counting errors. It was decided to include people who run but not those who use vehicles such as bicycles and wheel or electric scooters. People in wheelchairs (and their porters) and those who push a baby carriage were included. A common behavior that was observed among the pedestrians was that they took their smartphones from their pockets or purses and stopped or even sat or leaned on an urban structure to use the smartphone more slowly. When this occurred during an observational experiment, this subject was not counted, as this situation fell outside the established categories (ie, the subject was not walking).

Pedestrians who used a wristband or watch were also excluded because it was difficult to assess their category; the observer cannot distinguish whether they were wearing a traditional watch or a smartwatch. In the first case, the pedestrian may just be looking at the time; in the second case, the pedestrian may be accessing a secondary smartphone screen. Globally, the eligibility list introduced a bias in the measures; the actual proportions of the smombies may have been higher than that accounted for (eg, smartwatches are excluded). However, our goal was to establish very clear criteria so that different observers could obtain homogeneous measures.

The pedestrian could simultaneously present 2 established behaviors (or 2 mixed categories), for example, using headphones and looking at the smartphone screen. In these cases, the observer should select the behavior where the problematic use of smartphone is higher. Figure 3 shows 2 possible mixed categories: using headphones and holding the smartphone simultaneously was categorized as “holding” class and using headphones and interacting with the smartphone was categorized as “smombie” class.
Textbox 1. Eligibility criteria for the pedestrians.

**Pedestrians included in the observational data**
- people walking alone or in a group of 4 people or less
- people running or jogging
- people in wheelchairs and their companions
- people walking with their dogs
- people carrying baby carriages

**Pedestrians excluded from the observational data**
- groups of more than 4 people
- bike or scooter travelers
- those who stopped walking and stood while using the smartphone
- people who were doing a job (e.g., postmen, carriers, gardeners, waiters)
- those who checked a wristband or wristwatch
- any other situation not considered above

Figure 3. In pedestrians with mixed behavior, higher problematic smartphone usage was selected as the pedestrian behavior.

Observation Sessions

Data were registered during 43 observation sessions. An observation session requires the selection of a placement (sitting observer) or path (moving observer) as well as the selection of the date and time for the recording. The session duration was not predetermined, and the number of pedestrians registered per session were not predetermined. The quick annotation app allowed continuous recording without limits in time or number of registers.

Concerning date and time, observation sessions were performed from July 2019 to November 2019 during working days and during rush hours (except for the Pokemon Go Community Day, an extra observation session). Two periods of the day were considered: midday rush hour (noon to 2 PM) and evening rush hour (7 PM to 9:30 PM). According to the Spanish schedule, since most people leave work or school during these periods, there are plenty of people and activities on the street.

An extra observation session was performed on Saturday, October 12, 2019 on the Pokemon Go Community Day [21], a worldwide monthly event wherein Pokemon Go players get together to look for special game items (specific Pokemon that appear with high frequency at certain time lapses and city areas). This resulted in a notable increase in the number of Pokemon Go players on the street and consequently, in the number of...
smombies observed. The goal was to analyze the differences with the remaining sessions.

Concerning the location, all the observation sessions were performed in Elche (medium-sized Spanish city, 230,000 inhabitants), where 3 different scenarios were selected: city center, residential areas (with large avenues frequented by runners and hikers), and different areas of the University campus. These scenarios covered a wide variety of city inhabitants and situations such as people walking to or from work in the city center, people in their leisure time in residential areas, and students in the University campus. The special observation session corresponding to the Pokemon Go Community Day was performed in the city center.

Figure 4. A screenshot of the quick annotation app. Data were stored in the csv format and processed in Matlab and R software.

Quick Annotation App
The main screen of the quick annotation app is shown in Figure 4. The purpose of using the app was to be able to quickly and efficiently save the measurement made by the observer on a spreadsheet. Acquiring data was fast. It just required 3 taps per subject to register: gender button, age button, and behavior button. The selected options light up in green for a short time to provide visible feedback to the observer. When an observational session ends, simply by clicking on the “Finish Experiment” button, the data were saved on a spreadsheet and stored for further processing and analysis.

Statistical Methods
Each observation session was stored in csv files, which were processed with Matlab (version R2019a). All statistical analyses were performed using R software (version 3.6.2). All variables were considered categorical (including age, which was grouped into 4 age ranges). According to this, the chi-square test was used to evaluate the statistical significance of each variable, while effect sizes were measured using Cramér’s V statistic. Observer agreement was checked by the Cohen kappa analysis.
## Results

### Descriptive Statistics

A total of 3301 pedestrians were registered, of which 1770 (53.6%) pedestrians were women. According to the data from this observational study, 29.7% (982/3301) of the observed pedestrians were walking using a smartphone (“talking”, “headphones”, “holding”, and “smombies” classes) during rush hours on the working days in this city. The descriptive statistics of the study are shown in Table 1. To validate the study tool (clearly exclusive categories and the quick annotation app performance), 2 judges (sitting observers) performed a Cohen kappa analysis in a simultaneous session with a sample population of 100. In all categories, the degree of acceptance of the judges was high: gender of the pedestrians (=1; \(P<.001\)), age group (=0.703; \(P<.001\)), and behavior with the smartphone (=0.953; \(P<.001\)). Multimedia Appendix 1 shows the confusion matrices obtained in the Cohen kappa analysis for each category of the study.

### Table 1. Demographic characteristics of the observed pedestrians in the study (N=3301).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1531 (46.4)</td>
</tr>
<tr>
<td>Female</td>
<td>1770 (53.6)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Teenagers (10-18 years)</td>
<td>260 (7.9)</td>
</tr>
<tr>
<td>Young people (18-35 years)</td>
<td>1179 (35.7)</td>
</tr>
<tr>
<td>Adults (35-65 years)</td>
<td>1338 (40.5)</td>
</tr>
<tr>
<td>Older people (&gt;65 years)</td>
<td>524 (15.9)</td>
</tr>
<tr>
<td><strong>Smartphone use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Not visible</td>
<td>2319 (70.3)</td>
</tr>
<tr>
<td>Talking</td>
<td>141 (4.3)</td>
</tr>
<tr>
<td>Headphones</td>
<td>99 (3.0)</td>
</tr>
<tr>
<td>Holding</td>
<td>381 (11.5)</td>
</tr>
<tr>
<td>Smombie</td>
<td>361 (10.9)</td>
</tr>
<tr>
<td><strong>Scenarios, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>City center</td>
<td>2158 (65.4)</td>
</tr>
<tr>
<td>Residential areas</td>
<td>623 (18.9)</td>
</tr>
<tr>
<td>University campus</td>
<td>520 (15.7)</td>
</tr>
</tbody>
</table>

### Gender Influence

First, we analyzed the influence of the pedestrians’ gender on their smartphone usage behavior (Table 2). Overall, the influence was found to be statistically significant \((P<.001)\), although with a small effect size (Cramér’s V=0.12).

Table 2 shows the complete distribution of the data collected according to gender, as well as additional results: the “Headphones” and “Holding” behaviors were particularly influenced by gender. Women showed the “Holding” behavior \((P<.001, V=0.09)\) to a greater extent, while men showed the “Headphones” behavior \((P<.001, V=0.08)\) to a greater extent. For a better understanding of the results, Figure 5 shows the differences in the smartphone usage behavior according to gender.

### Table 2. Influence of the pedestrians’ gender on smartphone usage behavior.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Females, n=1770, n (%)</th>
<th>Males, n=1531, n (%)</th>
<th>(P) value</th>
<th>Cramér’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>1242 (70.2)</td>
<td>1077 (70.4)</td>
<td>.94</td>
<td>0.00</td>
</tr>
<tr>
<td>Talking</td>
<td>79 (4.4)</td>
<td>62 (4.1)</td>
<td>.62</td>
<td>0.01</td>
</tr>
<tr>
<td>Headphones</td>
<td>28 (1.6)</td>
<td>71 (4.6)</td>
<td>&lt;.001</td>
<td>0.09</td>
</tr>
<tr>
<td>Holding</td>
<td>246 (13.9)</td>
<td>135(8.8)</td>
<td>&lt;.001</td>
<td>0.08</td>
</tr>
<tr>
<td>Smombie</td>
<td>175 (9.9)</td>
<td>186 (12.1)</td>
<td>&lt;.001</td>
<td>0.04</td>
</tr>
</tbody>
</table>
Age Influence

Second, we analyzed the influence of the user’s age on their smartphone usage behavior. Overall, a statistically significant influence was also detected ($P<.001$), although the effect size was small (Cramér’s $V=0.18$). Table 3 shows the complete distribution according to age and additional results, which are consistent with the expectations. In this case, the behaviors most correlated with age were “Not visible” (ie, the pedestrian was not using the smartphone at all) ($P<.001$, $V=0.30$) and “Smombie” ($P<.001$, $V=0.22$). In the first case, the results showed that the use of the smartphone while walking was inversely related to age, and in the second case, an opposite behavior was observed.

Table 3. Influence of age on smartphone usage behavior in pedestrians.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Teenagers, n=260, n (%)</th>
<th>Young people, n=1179, n (%)</th>
<th>Adults, n=1338, n (%)</th>
<th>Older people, n=524, n (%)</th>
<th>$P$ value</th>
<th>Cramér’s $V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>157 (60.4)</td>
<td>647 (54.9)</td>
<td>1037 (77.5)</td>
<td>478 (91.2)</td>
<td>$&lt;.001$</td>
<td>0.30</td>
</tr>
<tr>
<td>Talking</td>
<td>6 (2.3)</td>
<td>67 (5.7)</td>
<td>58 (4.3)</td>
<td>10 (1.9)</td>
<td>$&lt;.001$</td>
<td>0.07</td>
</tr>
<tr>
<td>Headphones</td>
<td>16 (6.2)</td>
<td>55 (4.7)</td>
<td>24 (1.8)</td>
<td>4 (0.8)</td>
<td>$&lt;.001$</td>
<td>0.10</td>
</tr>
<tr>
<td>Holding</td>
<td>43 (16.5)</td>
<td>182 (15.4)</td>
<td>133 (10.0)</td>
<td>23 (4.4)</td>
<td>$&lt;.001$</td>
<td>0.13</td>
</tr>
<tr>
<td>Smombie</td>
<td>38 (14.6)</td>
<td>228 (19.3)</td>
<td>86 (6.4)</td>
<td>9 (1.7)</td>
<td>$&lt;.001$</td>
<td>0.22</td>
</tr>
</tbody>
</table>

$^aP<.001$; Cramér’s $V=0.09$.
$^bP<.001$; Cramér’s $V=0.26$.
$^cP<.001$; Cramér’s $V=0.15$.
$^dP<.001$; Cramér’s $V=0.20$.

Adolescents and, to a greater extent, young people were the most likely to be in the “Smombie” category, while the older people were the least likely. Regarding the age ranges in which the pedestrians showed a different behavior from the average, the behavior of the young people ($P<.001$, $V=0.26$) and the older people ($P<.001$, $V=0.20$) was notable. Young pedestrians showed the highest values in the “smombie” and “talking” categories, while old pedestrians showed the highest value in the “not visible” category. Figure 6 shows the differences in the smartphone usage behavior according to age.
Figure 6. Smartphone usage behavior of pedestrians across different age ranges. This figure shows the observational results (%) from Table 3.

Zone Influence

We also analyzed whether different behaviors were associated with different zones or city areas (city center, residential areas, and University campus). Globally, the zone was statistically significant for behavior \((P<.001)\), with a relatively small effect size \((\text{Cramér's V}=0.16)\). Table 4 shows the complete distribution and all the analyses performed. The behaviors more dependent on the zone were “Not visible vs other behaviors” \((P<.001, V=0.20)\) and “smombie vs other behaviors” \((P<.001, V=0.18)\).

The zone that was clearly different from the others was the University campus \((P<.001, \text{V}=0.22)\), where the median age of the pedestrians was different from that of the pedestrians in other city areas. In the University campus, the proportion of “smombies” was as high as 24.0\% (125/520) and the proportion of people walking without using the phone at all was as low as 48.5\% (252/520), which were very different from the data in other city areas. Figure 7 shows the differences in the smartphone usage behavior of the pedestrians according to the city area.

Table 4. Influence of the city area on pedestrian smartphone usage behavior.

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Campus, a n=520, n (%)</th>
<th>City center, b n=2158, n (%)</th>
<th>Residential, c n=623, n (%)</th>
<th>P value</th>
<th>Cramér’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>252 (48.5)</td>
<td>1620 (75.1)</td>
<td>447 (71.8)</td>
<td>&lt;.001</td>
<td>0.21</td>
</tr>
<tr>
<td>Talking</td>
<td>33 (6.4)</td>
<td>91 (4.2)</td>
<td>17 (2.7)</td>
<td>.01</td>
<td>0.05</td>
</tr>
<tr>
<td>Headphones</td>
<td>25 (4.8)</td>
<td>47 (2.2)</td>
<td>27 (4.3)</td>
<td>&lt;.001</td>
<td>0.07</td>
</tr>
<tr>
<td>Holding</td>
<td>85 (16.3)</td>
<td>221 (10.2)</td>
<td>75 (12.0)</td>
<td>&lt;.001</td>
<td>0.07</td>
</tr>
<tr>
<td>Smombie</td>
<td>125 (24.0)</td>
<td>179 (8.3)</td>
<td>57 (9.2)</td>
<td>&lt;.001</td>
<td>0.18</td>
</tr>
</tbody>
</table>

a\(P<.001\); Cramér’s V: 0.22.
b\(P<.001\); Cramér’s V: 0.16.
c\(P=.02\); Cramér’s V: 0.06.
Figure 7. Smartphone usage behavior of pedestrians in different areas of a city. This figure shows the observational results (%) from Table 4.

**Gender and Age Influence**

A deep analysis of the results allowed us to determine in which age range the behavior was most affected by gender. Table 5, Table 6, Table 7, and Table 8 show the grouped data, and we observed that the greatest differences in the behavior according to gender occurred in the young age range \((P<.001, V=0.19)\). An additional analysis was carried out to specify the influence of gender on smartphone usage behavior in young people. The effect of gender on each of the behaviors (not visible, talking, headphones, holding, smombie) was studied for all age ranges. In particular, for the young age range (Table 6), the behavior most affected by gender was the “holding” behavior, which was much more common among women \((P<.001, V=0.16)\).

Figures 8-9 show graphically the combined effects of gender and age on smartphone usage behavior.

**Table 5.** Influence of gender on smartphone usage behavior in teenagers \((n=260, \text{ globally } P=.12, V=0.17)\).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Females, n=163, n (%)</th>
<th>Males, n=97, n (%)</th>
<th>(P) value</th>
<th>Cramér’s (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>93 (57.1)</td>
<td>64 (66)</td>
<td>.19</td>
<td>0.080</td>
</tr>
<tr>
<td>Talking</td>
<td>6 (3.7)</td>
<td>0 (0)</td>
<td>.14</td>
<td>0.092</td>
</tr>
<tr>
<td>Headphones</td>
<td>8 (4.9)</td>
<td>8 (8)</td>
<td>.41</td>
<td>0.051</td>
</tr>
<tr>
<td>Holding</td>
<td>31 (19.0)</td>
<td>12 (12)</td>
<td>.22</td>
<td>0.076</td>
</tr>
<tr>
<td>Smombie</td>
<td>25 (15.3)</td>
<td>13 (13)</td>
<td>.81</td>
<td>0.015</td>
</tr>
</tbody>
</table>

**Table 6.** Influence of gender on smartphone usage behavior in young people \((n=1179, \text{ globally } P<.001, V=0.19)\).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Females, n=559, n (%)</th>
<th>Males, n=620, n (%)</th>
<th>(P) value</th>
<th>Cramér’s (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>293 (52.4)</td>
<td>354 (57.1)</td>
<td>.12</td>
<td>0.045</td>
</tr>
<tr>
<td>Talking</td>
<td>33 (5.9)</td>
<td>34 (5.5)</td>
<td>.85</td>
<td>0.005</td>
</tr>
<tr>
<td>Headphones</td>
<td>11 (2.0)</td>
<td>44 (7.1)</td>
<td>&lt;.001</td>
<td>0.117</td>
</tr>
<tr>
<td>Holding</td>
<td>120 (21.5)</td>
<td>62 (10.0)</td>
<td>&lt;.001</td>
<td>0.156</td>
</tr>
<tr>
<td>Smombie</td>
<td>102 (18.2)</td>
<td>126 (20.3)</td>
<td>.41</td>
<td>0.024</td>
</tr>
</tbody>
</table>
Table 7. Influence of gender on smartphone usage behavior in adults (n=1338, globally \( P=.11, \) \( V=0.074 \)).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Females, n=783, n (%)</th>
<th>Males, n=555, n (%)</th>
<th>( P ) value</th>
<th>Cramér’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>607 (77.5)</td>
<td>430 (77.5)</td>
<td>&gt;.99</td>
<td>0.000</td>
</tr>
<tr>
<td>Talking</td>
<td>35 (4.5)</td>
<td>23 (4.1)</td>
<td>.88</td>
<td>0.004</td>
</tr>
<tr>
<td>Headphones</td>
<td>9 (1.1)</td>
<td>15 (2.7)</td>
<td>.06</td>
<td>0.052</td>
</tr>
<tr>
<td>Holding</td>
<td>86 (11.0)</td>
<td>47 (8.5)</td>
<td>.15</td>
<td>0.039</td>
</tr>
<tr>
<td>Smombie</td>
<td>46 (5.9)</td>
<td>40 (7.2)</td>
<td>.39</td>
<td>0.024</td>
</tr>
</tbody>
</table>

Table 8. Influence of gender on smartphone usage behavior in older people (n=524, globally \( P=.07, \) \( V=0.13 \)).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Females, n=265, n (%)</th>
<th>Males, n=259, n (%)</th>
<th>( P ) value</th>
<th>Cramér’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>249 (94.0)</td>
<td>229 (88.4)</td>
<td>.04</td>
<td>0.091</td>
</tr>
<tr>
<td>Talking</td>
<td>5 (1.9)</td>
<td>5 (1.9)</td>
<td>&gt;.99</td>
<td>0.000</td>
</tr>
<tr>
<td>Headphones</td>
<td>0 (0)</td>
<td>4 (1.6)</td>
<td>.13</td>
<td>0.067</td>
</tr>
<tr>
<td>Holding</td>
<td>9 (3.4)</td>
<td>14 (5.4)</td>
<td>.36</td>
<td>0.040</td>
</tr>
<tr>
<td>Smombie</td>
<td>2 (0.7)</td>
<td>7 (2.7)</td>
<td>.17</td>
<td>0.060</td>
</tr>
</tbody>
</table>

Figure 8. Smartphone usage behavior of males across different age ranges.
Effect of Pokemon Go Community Day

Our results showed that smombie behavior was clearly more frequent during the Pokemon Go Community Day. Table 9 shows the data distribution for this particular observation session. The proportion of smombies was 15.5% (21/136) on the Pokemon Go Community Day compared to 10.9% (361/3301) on normal days. Among teenagers, the proportion of smombies reached an impressive 61% (8/13) on the Pokemon Go Community Day compared to 14.6% (38/260) on normal days. This effect was also relevant in the young age range wherein the proportion of smombies reached 39% (12/31) during the Pokemon Go Community Day compared to 19.3% (228/1179) on the normal days. As expected, the chi-squared test showed that the effect was only statistically significant for teenagers ($P<.001$, $V=0.244$) and young people ($P=.01$, $V=0.07$).

Table 9. Demographic characteristics of the observed pedestrians on the Pokemon Go Community Day (N=136).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>60 (44.1)</td>
</tr>
<tr>
<td>Female</td>
<td>76 (55.9)</td>
</tr>
<tr>
<td><strong>Age (years), n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Teenagers (10-18 years)</td>
<td>13 (9.6)</td>
</tr>
<tr>
<td>Young people (18-35 years)</td>
<td>31 (22.8)</td>
</tr>
<tr>
<td>Adults (35-65 years)</td>
<td>65 (47.8)</td>
</tr>
<tr>
<td>Older people (more than 65 years)</td>
<td>27 (19.9)</td>
</tr>
<tr>
<td><strong>Smartphone use, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Not visible</td>
<td>105 (77.2)</td>
</tr>
<tr>
<td>Talking</td>
<td>5 (3.7)</td>
</tr>
<tr>
<td>Headphones</td>
<td>1 (0.7)</td>
</tr>
<tr>
<td>Holding</td>
<td>4 (2.9)</td>
</tr>
<tr>
<td>Smombie</td>
<td>21 (15.5)</td>
</tr>
<tr>
<td><strong>Scenarios, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>City center</td>
<td>136 (100)</td>
</tr>
<tr>
<td>Residential areas</td>
<td>0 (0)</td>
</tr>
<tr>
<td>University campus</td>
<td>0 (0)</td>
</tr>
</tbody>
</table>
Table 10 shows the global influence of Pokemon Go Community Day on the smartphone usage behavior.

Tables 11-14 show the influence of the Pokemon Go Community Day on the smartphone usage behavior in individuals of each age range. For a clearer interpretation, Figure 10 shows graphically the same results.

Table 10. Influence of the Pokemon Go Community Day on the smartphone usage behavior (globally $P=.006$, $V=0.065$).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Normal day, N=3301, n (%)</th>
<th>Pokemon day, N=136, n (%)</th>
<th>$P$ value</th>
<th>Cramér’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>2319 (70.3)</td>
<td>105 (77.2)</td>
<td>.10</td>
<td>0.028</td>
</tr>
<tr>
<td>Talking</td>
<td>141 (4.3)</td>
<td>5 (3.7)</td>
<td>.90</td>
<td>0.002</td>
</tr>
<tr>
<td>Headphones</td>
<td>99 (3.0)</td>
<td>1 (0.7)</td>
<td>.20</td>
<td>0.021</td>
</tr>
<tr>
<td>Holding</td>
<td>381 (11.5)</td>
<td>4 (2.9)</td>
<td>.003</td>
<td>0.051</td>
</tr>
<tr>
<td>Smombie</td>
<td>361 (10.9)</td>
<td>21 (15.5)</td>
<td>.13</td>
<td>0.025</td>
</tr>
</tbody>
</table>

Figure 10. Smartphone usage behavior of pedestrians across different age ranges on the Pokemon Go Community Day. This figure shows graphically the observational results (%) from Tables 11-14.

Table 11. Influence of the Pokemon Go Community Day on the smartphone usage behavior in teenagers (globally $P<.001$, $V=0.283$).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Normal day, n=260, n (%)</th>
<th>Pokemon day, n=13, n (%)</th>
<th>$P$ value</th>
<th>Cramér’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>157 (60.4)</td>
<td>3 (23)</td>
<td>.02</td>
<td>0.144</td>
</tr>
<tr>
<td>Talking</td>
<td>6 (2.3)</td>
<td>1 (8)</td>
<td>.76</td>
<td>0.018</td>
</tr>
<tr>
<td>Headphones</td>
<td>16 (6.2)</td>
<td>0 (0)</td>
<td>.75</td>
<td>0.019</td>
</tr>
<tr>
<td>Holding</td>
<td>43 (16.5)</td>
<td>1 (8)</td>
<td>.64</td>
<td>0.028</td>
</tr>
<tr>
<td>Smombie</td>
<td>38 (14.6)</td>
<td>8 (61)</td>
<td>&lt;.001</td>
<td>0.244</td>
</tr>
</tbody>
</table>

Table 12. Influence of the Pokemon Go Community Day on the smartphone usage behavior in young people (globally $P=.06$, $V=0.087$)

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Normal day, n=1179, n (%)</th>
<th>Pokemon day, n=31, n (%)</th>
<th>$P$ value</th>
<th>Cramér’s V</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>647 (54.9)</td>
<td>16 (52)</td>
<td>.86</td>
<td>0.005</td>
</tr>
<tr>
<td>Talking</td>
<td>67 (5.7)</td>
<td>1 (3)</td>
<td>.85</td>
<td>0.005</td>
</tr>
<tr>
<td>Headphones</td>
<td>55 (4.7)</td>
<td>0 (0)</td>
<td>.43</td>
<td>0.023</td>
</tr>
<tr>
<td>Holding</td>
<td>182 (15.4)</td>
<td>2 (6)</td>
<td>.26</td>
<td>0.032</td>
</tr>
<tr>
<td>Smombie</td>
<td>228 (19.3)</td>
<td>12 (39)</td>
<td>.01</td>
<td>0.070</td>
</tr>
</tbody>
</table>
Table 13. Influence of the Pokemon Go Community Day on the smartphone usage behavior in adults (globally $P=0.04$, $V=0.085$).

<table>
<thead>
<tr>
<th>Behavior</th>
<th>Normal day, n=1338, n (%)</th>
<th>Pokemon day, n=65, n (%)</th>
<th>$P$ value</th>
<th>Cramér’s $V$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not visible</td>
<td>1037 (77.5)</td>
<td>61 (94)</td>
<td>.003</td>
<td>0.079</td>
</tr>
<tr>
<td>Talking</td>
<td>58 (4.3)</td>
<td>1 (1)</td>
<td>.43</td>
<td>0.021</td>
</tr>
<tr>
<td>Headphones</td>
<td>24 (1.8)</td>
<td>1 (1)</td>
<td>&gt;.99</td>
<td>0</td>
</tr>
<tr>
<td>Holding</td>
<td>133 (10.0)</td>
<td>1 (1)</td>
<td>.04</td>
<td>0.054</td>
</tr>
<tr>
<td>Smombie</td>
<td>86 (6.4)</td>
<td>1 (1)</td>
<td>.18</td>
<td>0.036</td>
</tr>
</tbody>
</table>

Discussion

Principal Results

According to the results obtained, the incidence of smartphone usage among pedestrians was high, with almost one-third of the observed pedestrians belonging to “talking,” “headphones,” “holding,” or “smombie” categories. All these behaviors represent serious attention loss while walking. The most extreme situation, “smombie,” was observed in 1 of every 10 pedestrians. Regarding age groups, the data clearly show that young people are more likely to have smombie-like behavior. Considering gender, almost half of the young women observed showed “holding” or “smombie” behavior, and they comprised the highest proportion among all the age and gender groups.

The use of smartphones while walking on the street, including smombie behavior, should be analyzed from a cognitive perspective. It is known that the human information processing capacity is limited but learning and practice make it possible to automate many of the usual daily behaviors. These behaviors are characterized because they are developed with extensive practice, performed smoothly and efficiently, are resistant to modification, “unaffected” by other activities, do not interfere with other activities, and do not require mental effort [22]. A clear example of this behavioral automation is walking.

The automation of actions such as walking releases attentional resources that can be used to perform other tasks simultaneously. Human beings can divide their attention between different tasks simultaneously and execute them successfully as long as the attentional demands of these tasks do not exceed their attentional capacity. Otherwise, the cognitive system is overloaded and the performance decreases [23]. In practice, this implies that the processing of stimuli and the emission of responses can be done both automatically through a process of memory retrieval and in a conscious and controlled way [22]. These 2 mechanisms are activated for habitual behavior depending on the level of mastery of the task and the situation. If we are walking down the street, we do not require full awareness of how we should move our feet, legs, or arms and we can perform the walking behavior while thinking about our next task or watching the traffic. However, when a new stimulus arises, the behavior moves from automatic control to a more conscious level where we make some decision, for example, to stop. Attention can be consciously and voluntarily controlled and focused on a particular stimulus, but it can also be unconsciously captured by an external stimulus such as a loud noise [23]. The latter is what happens when a smombie stops on the road when he hears the horn of a car that is about to hit him.

The immersion of technology in people’s daily lives has enhanced the multitasking operation mode. The concept of media multitasking is defined as “engaging in one medium along with other media or nonmedia activities” [24]. Smombie behavior could fit within this definition. Multitasking implies the absence of total automation of tasks [23]. While it is true that walking and typing on the smartphone are fully automated activities for much of the population, identifying and avoiding obstacles or crafting meaningful messages requires active and controlled information processing. Studies on the influence of multitasking media in the educational environment show a significant reduction in student performance [23]. These results applied to the smombie phenomenon would explain the slowing down of walking, erratic wandering, and the increased risk of accidents (falls, running over, etc) [25].

The reduction of performance in multitasking media situations can not only be explained from the cognitive approach but should also be considered from the postphenomenological perspective that puts the focus on embodied habits and technical mediation in body-technology interaction [23]. For example, driving is more affected when talking on a hands-free phone than when talking to a codriver [26]. Similarly, the comprehension of information received during a lecture is greater when taking longhand notes than when writing on a computer. This is explained by the acquired modes of interaction with technology. Thus, when we write on computer keyboards,
we tend to transcribe the words heard automatically, while when we take notes with pencil and paper, we are forced to reinterpret and synthesize the information perceived [23,27].

In summary, although behaving like a smombie sometimes goes well, it entails significant risks that, in addition to reducing performance in tasks that are carried out simultaneously, put the physical integrity of the individual at risk. Decreased attention, reduced peripheral vision when looking at the smartphone, and the activation of embodied habits in the interaction with technology are the main factors underlying the risk associated with the smombie phenomenon.

According to our results, the “holding” behavior was particularly common among young women. Further analyses are needed to clarify the reasons for this effect. Possible reasons include the lack of pockets in clothes, the social pressure to be available, theft prevention, psychological dependence, or for display of the smartphones as status symbols. We are currently designing survey-based experiments to gain insight into this effect.

When gender effect was analyzed specifically for each age range, it turned out that the higher difference between male and female behavior was found in old and young age ranges, while in teenagers and adults, the effect was not statistically significant. The main reason for gender differences in the old age range (older than 65 years) can be found in the highly differentiated roles of Spanish men and women in such a population. Concerning the young age range, the main reason may be due to the different use each gender makes of smartphones—young women are more attracted to social networks, while young men are more attracted to video games. Social networks urge the user to be ready for notifications and this may justify the high proportion of young women showing the “holding” behavior.

The extremely high proportion of smombies among teenagers during the Pokemon Go Community Days (8/13, 61%) suggests the need for specific interventions on such days. As Pokemon Go players usually concentrate on certain city areas, traffic and pedestrian crossings should be specially monitored in these areas.

Comparison With Previous Studies

Previous observational studies have shown quantitative values of the number of pedestrians who use the smartphone while walking. In 2005, the study of Bungum et al [28] in Las Vegas, Nevada, already confirmed that 5.7% of the observed pedestrians (N=866) crossed the street while wearing headphones or while conversing on the phone. Some recent studies such as the one carried out in 2013 in Seattle, Washington, found that 29.8% of the observed pedestrians (N=1102) showed a distracting activity such as talking on the phone, texting, or listening to music [29].

An observational study in Paris in 2018 on the concept of “phone walkers” [20] surprisingly found that there were more female than male “phone walkers” (33.3% females, 19.7% males; N=3038). The statistical data of Schaposnik and Unwin [20], which are higher than those observed in our study, may be due to the mean age of the observed pedestrians who were younger since their estimated mean age was 35 years and they did not even consider people older than 65 years. Besides, their observational sessions were performed both on working days as well as weekends.

The observational data of the work of Ropaka et al [19] in Athens, Greece, in 2019 with a sample population of 2280 people is similar to our findings but with lower problematic smartphone use values: 83.4% of the pedestrians were classified as nondistracted (comparable to our “not visible” category with 70.3%), 5.0% were classified as distracted talking (comparable to our “talking” category with 4.3%), 5.4% as distracted listening to music (comparable to our “headphones” category with 3%), and 6.2% as distracted texting (comparable to our “smombie” category with 10.9%). In the study of Ropaka et al [19], they did not consider the “holding” behavior; further, the age ranges considered in their study were similar to that reported in our study, and the data were extracted from video analysis unlike our observation sessions in real time.

The obvious physical risk to which smombies are exposed is a problem with a solution that can be multifactorial and complex. Some cities have already taken structural measures to address this problem, such as the installation of a system of beacons at the edge of the pavement that function as a traffic light for pedestrians in Spain and Germany, the creation of phone lanes for smombies in China, the broadcasting of verbal messages on the railway in Hong Kong, or the writing of warning messages on the road (“Stop-Look-Cross. Answer Later” or “Heads Up, Phones Down”) [30-32]. However, the positive effects of some of these interventions seem to be diluted after the novelty period [33]. There are also technology initiatives such as Smombie Guardian, which is a smartphone app that uses the device’s camera to detect obstacles and alerts smombies through a red border and a vibration first and then an image of the obstacle with a colored border to prevent potential collisions [34].

Limitations

The categorization of pedestrian behavior is not universal. In our study, we considered 5 categories of people with their smartphones: smartphone not visible, talking on smartphone, using headphones, holding a smartphone, and smombie. A different categorization may yield different results. Although previous studies by other researchers used a variety of different categorizations [13,35-41], this categorization was based on recent studies by Ropaka et al [19] and Schaposnik and Unwin [20]. Our study adopted Ropaka’s categories (not visible, talking, headphones, and smombie) and we added an extra category from the study of Schaposnik and Unwin (ie, holding or “phone walker”). Combined behaviors were not accounted for, for example, smombies who also wear headphones; such behaviors may cause a higher attention loss and may need specific consideration. Behaviors were ordered according to the increasing problematic smartphone use. Our ordering of problematic smartphone use is not universal and is possibly arguable. However, a different ordering would not affect the statistical results obtained. As stated in the Methods section, pedestrians checking their watches are not accounted for, because it was impossible to determine whether they were wearing a watch or a smartwatch. Not accounting for smartwatch smombies introduced a bias in the measures; the actual
proportion of the smombies may be higher than that accounted for. Age categorization did not reflect the exact age of each pedestrian. Besides, observers could make wrong estimations of the age ranges. However, the kappa analysis performed comparing the age estimations of 2 different observers yielded correct results (κ=0.703; P<.001). Perhaps, the method used for data collection (the quick annotation app) can be somewhat dystopian because when the observer was walking as the pedestrians do, he or she was just a smombie counting other smombies. Therefore, the typical distractions of the smartphone (notifications and calls) together with having to coordinate their movements with the observation of pedestrians could produce errors in data collection. Data were gathered in a particular Spanish city from April to November 2019 only during weekdays (except for the Pokemon Go Community Day) and only during rush hours; therefore, the results obtained are restricted to such circumstances and may not extrapolate correctly to reflect global pedestrian smartphone usage. For example, the results may have been different during the winter months or in cities with a different culture or wealth status. Given the quick evolution of smartphone technology and user behavior, this study represents a snapshot of pedestrians’ smartphone usage in late 2019. Future studies are required to verify the results and analyze the trends in this topic. On the Pokemon Go Community Day, the study only covered 136 pedestrians; therefore, more data should be registered to confirm our results.

Future Research
A modified version of the quick annotation app used for the experiment is currently under development. The goal is to perform quick surveys and gather extra information. We are interested in determining why the “holding” behavior is increasingly common, particularly among young women. The survey will offer several answers to the question: why are you carrying your smartphone in your hand? Future work also includes an observational study of indoor walking while using the smartphone. The goal is to analyze the behavior of employees with their smartphones when they are moving around in office environments through the aisles and stairs.

Implications
Different actions can be carried out. First, an extra educational effort needs to be taken to raise the awareness about the risks of using the smartphone while walking. Second, cities need to be redesigned, thereby making them safer for smartphone users, by creating specific lanes and adding visual and sound signals in street crossings. Third, smartphones should be developed with prevention tools. Among these prevention tools, the simplest ones may just warn their users when the device is being used while the smartphone sensors detect the walking activity. More complex tools can alert the user when an obstacle is detected and a collision is imminent. Finally, other tools may be capable of blocking highly distractive apps while the user is walking.

Conclusions
The incidence of smartphone usage among pedestrians is high. Our study registered almost one-third of the pedestrians interacting with the smartphone in different ways, and more than 1 of each 10 pedestrians behaving as a smombie. According to the data gathered, the groups of greatest risk and, therefore, the groups that the interventions should be directed to, are the groups of adolescents and young people.

Besides, this study offers quantitative data about an increasingly common behavior with the smartphone—holding it while walking or, in other words, keeping it in the hand to immediately respond to any notification. According to the data collected, this behavior is more common in females, particularly among female adolescents and young women.

Acknowledgments
Aurora Mula, José Gómez, and César Junior assisted in many phases of this study. This work was partially financed by APPANDABOUT S.L from the Science Park of the Miguel Hernández University. In addition, this study is part of the research of the Excellence Groups Promeeteo/2017/173 financed by the Conselleria de Educación, Generalitat Valenciana.

Authors’ Contributions
CF and MAV conceived the study. CF, IC, MAV, and MG participated in its design. CF and MAV designed the quick annotation app and performed the statistical analysis. CF, IC, JJM, MAV, and MG coordinated the qualitative research. All authors read and approved the final manuscript.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Confusion matrices obtained in the Cohen kappa analysis for each category of the study.

References

2. The Mobile Economy 2019, SM Association (GSMA). URL: https://www.gsmaintelligence.com/research/?file=b9a6e6202ee1d5f77ac0ebb95d3639e5&download [accessed 2020-01-14]


of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper

Novel Toilet Paper–Based Point-Of-Care Test for the Rapid Detection of Fecal Occult Blood: Instrument Validation Study

Hsin-Yao Wang1,2*, MD; Ting-Wei Lin1*, MD; Sherry Yueh-Hsia Chiu3,4, PhD; Wan-Ying Lin5, MD; Song-Bin Huang6, PhD; Jason Chia-Hsun Hsieh7,8, MD, PhD; Hsieh Cheng Chen6, MSc; Jang-Jih Lu1,9,10, MD, PhD; Min-Hsien Wu2,7,11,12, PhD

1Department of Laboratory Medicine, Chang Gung Memorial Hospital at Linkou, Taoyuan City, Taiwan
2PhD Program in Biomedical Engineering, Chang Gung University, Taoyuan City, Taiwan
3Department of Health Care Management, College of Management, Chang Gung University, Taoyuan City, Taiwan
4Division of Hepatogastroenterology, Department of Internal Medicine, Kaohsiung Chang Gung Memorial Hospital, Kaohsiung City, Taiwan
5Syu Kang Sport Clinic, Taipei City, Taiwan
6Sigknow Biomedical Co Ltd, Taipei City, Taiwan
7Division of Oncology, Department of Internal Medicine, Chang Gung Memorial Hospital at Linkou, Taoyuan City, Taiwan
8Division of Oncology, Department of Internal Medicine, New Taipei Municipal TuCheng Hospital, New Taipei City, Taiwan
9School of Medicine, Chang Gung University, Taoyuan City, Taiwan
10Department of Medical Biotechnology and Laboratory Science, Chang Gung University, Taoyuan City, Taiwan
11Graduate Institute of Biomedical Engineering, Chang Gung University, Taoyuan City, Taiwan
12Department of Chemical Engineering, Ming Chi University of Technology, New Taipei City, Taiwan
*these authors contributed equally

Corresponding Author:
Min-Hsien Wu, PhD
PhD Program in Biomedical Engineering
Chang Gung University
No. 259, Wenhua 1st Rd, Guishan Dist
Taoyuan City
Taiwan
Phone: 886 32118800
Email: mhwu@mail.cgu.edu.tw

Abstract

Background: Colorectal cancer screening by fecal occult blood testing has been an important public health test and shown to reduce colorectal cancer–related mortality. However, the low participation rate in colorectal cancer screening by the general public remains a problematic public health issue. This fact could be attributed to the complex and unpleasant operation of the screening tool.

Objective: This study aimed to validate a novel toilet paper–based point-of-care test (ie, JustWipe) as a public health instrument to detect fecal occult blood and provide detailed results from the evaluation of the analytic characteristics in the clinical validation.

Methods: The mechanism of fecal specimen collection by the toilet-paper device was verified with repeatability and reproducibility tests. We also evaluated the analytical characteristics of the test reagents. For clinical validation, we conducted comparisons between JustWipe and other fecal occult blood tests. The first comparison was between JustWipe and typical fecal occult blood testing in a central laboratory setting with 70 fecal specimens from the hospital. For the second comparison, a total of 58 volunteers were recruited, and JustWipe was compared with the commercially available Hemoccult SENSA in a point-of-care setting.

Results: Adequate amounts of fecal specimens were collected using the toilet-paper device with small day-to-day and person-to-person variations. The limit of detection of the test reagent was evaluated to be 3.75 µg of hemoglobin per milliliter of reagent. Moreover, the test reagent also showed high repeatability (100%) on different days and high reproducibility (>96%) among different users. The overall agreement between JustWipe and a typical fecal occult blood test in a central laboratory setting was 82.9%. In the setting of point-of-care tests, the overall agreement between JustWipe and Hemoccult SENSA was 89.7%. Moreover, the usability questionnaire showed that the novel test tool had high scores in operation friendliness (87.3/100), ease of reading results (97.4/100), and information usefulness (96.1/100).
Conclusions: We developed and validated a toilet paper–based fecal occult blood test for use as a point-of-care test for the rapid (in 60 seconds) and easy testing of fecal occult blood. These favorable characteristics render it a promising tool for colorectal cancer screening as a public health instrument.

(KEYWORDS
fecal occult blood test; point-of-care diagnostics; paper-based analytical devices; diagnostic; testing; detection; validation; cancer; public health

Introduction

Colorectal cancer ranks globally as the third-leading and second-leading cancer type in terms of incidence and mortality rates, respectively. The incidence rate of colorectal cancer continues to rise because of aging populations and lifestyle changes. The continuous increase in its incidence rate has brought considerable health burdens worldwide [1-3]. Clinically, early screening of colorectal cancer in average-risk persons has been shown to reduce both mortality and incidence [4-7]. A variety of screening methods, including fecal occult blood testing, fecal immunochromobased testing, sigmoidoscopy, digital rectal examination, colonoscopy, and computed tomographic (CT) colonography, have been developed for colorectal cancer screening [8]. However, the overall screening rate is still low [2], especially in areas with limited resources [9,10] or in socioeconomic minority groups [11-13]. In the United States, for example, the overall colorectal cancer screening rate was approximately 67.3% in 2016 [14]. In Taiwan, the screening rate was approximately 52.3% to 56.6% [15]. The low rate of colorectal cancer screening can be mainly attributed to the low availability, poor usability, or high cost of screening tools [9]. It is generally believed that the keys to successful implementation of colorectal cancer screening are cost-effectiveness, patient preference, and related professional medical resources [4,16,17]. Furthermore, it is important to provide flexibility and different choices for patients to conduct the examination themselves [18,19].

Among the screening methods described earlier, flexible sigmoidoscopy and colonoscopy are the gold standard primary screening methods [9,20,21] and can visually inspect the internal lining of the intestine [22]. By using endoscopy-based techniques, suspicious lesions or tumors can be detected, removed, and confirmed by pathology examination. However, scope-based techniques require highly trained medical staff and specialized instruments. The operation of scope-based instruments and the interpretation of the results are also highly operator dependent [23]. Moreover, the risks of scope-based techniques include lower gastrointestinal bleeding, perforation, myocardial infarction, and ischemic stroke (approximately 5.3 per 10,000 persons; without biopsy or intervention, approximately 4.3 per 10,000 persons) [24,25]. CT colonography is a noninvasive exam for colorectal cancer screening with high sensitivity; it is comparable to colonoscopy [26,27]. Nevertheless, its widespread application is also limited by the availability of CT instruments and related facilities. High radiation exposure is another unfavorable feature of CT colonography [9,28]. Fecal occult blood tests and fecal immunochemical-based tests are both stool-based, noninvasive tests for colorectal cancer screening. Fecal occult blood testing targets heme, while fecal immunochromobased testing detects hemoglobin in stool specimens. Studies have reported fecal immunochromobased testing to have slightly higher performance than fecal occult blood testing in colorectal cancer screening [6,29]. However, the cost of fecal immunochromobased testing is higher than that of fecal occult blood testing due to the expensive anti-hemoglobin antibody used in fecal immunochromobased tests [30]. In terms of the successful implementation of colorectal cancer screening, fecal occult blood testing is the only screening method endorsed by the American Cancer Society to have the technical features of low cost and low medical profession requirements compared to other methods [6,31]. However, for current fecal occult blood testing, it is normally required that the test be performed by professional staff, restricting its application for point-of-care test or even home use. Moreover, current fecal occult blood tests generally require the user to collect fecal specimens using sticks to scoop stool after defecation. This unpleasant process could affect the widespread utilization of fecal occult blood tests for colorectal cancer screening [32-39].

To address this issue, we herein proposed a toilet paper–based fecal occult blood test (JustWipe) encompassing a toilet paper designed for fecal specimen collection and the reagents required for fecal occult blood test. For fecal specimen collection, we evaluated the working performance of the specially designed toilet paper. Moreover, we also developed and verified the analytical reagents used in the toilet paper–based tool. Based on the toilet paper design and analytical reagents, comparisons between the toilet paper–based tool and commercially available Hemoccult SENSA, as well as routine hospital fecal occult blood tests, were conducted to validate the new tool’s clinical utility and show that by using the novel toilet paper–based fecal occult blood test, we could easily collect fecal specimens in a regular buttocks-wiping move after defecation and detect fecal occult blood rapidly and accurately.

Methods

Design of the Toilet Paper-Based Fecal Specimen Collection Device

The toilet paper–based fecal occult blood test (JustWipe; Sigknow Biomedical Co Ltd) contained the testing paper for fecal specimen collection and the necessary reagents, as illustrated in Figure 1. Briefly, the specimen collection device was designed as a toilet paper–based tool. The user sticks his or her fingers onto the specific adhesive area on the front side
of the paper and collects fecal specimens on the back side of the toilet paper during an ordinary buttocks-wiping move. The reagent part contains the two developers required for testing occult blood in the fecal specimen. Specifically, the toilet paper for fecal specimen collection (width: 100 mm, height: 140 mm) was composed of leaf bleached kraft pulp, which is commonly used for ordinary toilet paper. The front side (ie, hand handle side) was designed as a circular adhesive area (diameter: 50 mm) with a visual mark to facilitate correct handling of the tool (Figure 1 and Figure 2). The back side (ie, specimen collection side) was designed with a circular stool collection area (diameter: 50 mm) composed of a water repellent polyester cloth for fecal specimen collection (Figure 1 and Figure 2). Developer A contained 3,3',5,5'-tetramethylbenzidine, and developer B contained hydrogen peroxide and ethanol. For JustWipe, the steps are to stick fingers onto the circular area of the front side, wipe buttocks, and collect fecal specimens on the circular area on the back side, fold the device, and apply reagents (developer A and developer B) to develop the test reaction, whereas for typical fecal occult blood tests, the steps are to defecate, scoop stool with stick, spread the collected stool on the test zone, and apply reagent to develop the test reaction. The entire process for JustWipe is schematically illustrated in comparison with that of the conventional fecal occult blood test counterpart in Figure 3. When occult blood exists in the specimen, a blue-green color develops. In contrast, a typical guaiac-based fecal occult blood test (eg, Hemoccult Sensa; Beckman Coulter) would require additional feces collection and spreading using sticks.

Figure 1. Design of the toilet paper-based fecal occult blood point-of-care test (JustWipe). TMB: 3,3’,5,5’-tetramethylbenzidine; H₂O₂: hydrogen peroxide.

![Testing paper diagram](https://www.jmir.org/2020/8/e20261)

Figure 2. The appearance of the JustWipe: (A) The front side of the toilet testing paper with the hand handle side is clearly marked. (B) The backside of the toilet testing paper has a stool collection area with water repellent polyester cloth.

![Figure 2](https://www.jmir.org/2020/8/e20261)
Specimen Collection Performance of the Toilet Paper-Based Fecal Specimen Collection Device

To examine the variation in specimen collection using the toilet paper–based fecal specimen collection, 18 volunteers were recruited for the evaluation. For three consecutive days, each volunteer collected a specimen after defecation using the JustWipe method directly with a testing paper device. The weight of the testing paper was measured before and after collecting the specimen. The specimen weight from the testing paper was calculated by subtracting the testing paper weight before wiping from the testing paper weight after wiping.

Limit of Detection of the Testing Reagents

We conducted a qualitative performance evaluation to determine the limit of detection of the reagents used in JustWipe according to Clinical and Laboratory Standards Institutes (CLSI) EP12-A2 User Protocol for Evaluation of Qualitative Test Performance [40]. Serial concentrations of hemoglobin solutions (0 µg/mL, 1.88 µg/mL, 2.26 µg/mL, and 3.75 µg/mL) consisting of human hemoglobin powder (Sigma-Aldrich) dissolved in double distilled water (ddH$_2$O; Sigma-Aldrich) were prepared. For each concentration, we applied 10 µL of hemoglobin solution to the circular collection area on the back side of the specimen collection device and then covered the circular collection area by folding the paper. Subsequently, we added 2 drops (80 µL) of reagent A and 2 drops (80 µL) of reagent B to develop the reaction for 60 seconds. Tests for each hemoglobin concentration were replicated 160 times (40 times by n=4 operators).

Intraassay and Interassay Repeatability of the Testing Reagents

We evaluated both intraassay and interassay repeatability based on CLSI EP12-A2 [40]. We measured the performance of the testing reagents on different hemoglobin concentrations (0 µg/mL, 3.75 µg/mL, and 15 µg/mL) on three different days. Each hemoglobin concentration was tested 9 times on each independent day. We applied 10 µL of hemoglobin solution to the circular collection area on the back side of the specimen collection device and then covered the circular collection area by folding the paper. Subsequently, we added 2 drops (80 µL) of reagent A and 2 drops (80 µL) of reagent B to develop the reaction for 60 seconds. Tests of the same hemoglobin concentration performed on the same day were used to calculate the intraassay repeatability. In contrast, interassay repeatability was evaluated using the test results collected on different days.

Reproducibility of the Testing Reagents in Untrained Users and Medical Staff

The reproducibility between untrained users (n=50) and trained medical staff (n=2) using the test reagents was evaluated based on CLSI EP5-A3 Evaluation of Precision Performance of Quantitative Measurement Methods guidance [41]. Two concentrations of hemoglobin solution (0 µg/mL and 3.75 µg/mL) were prepared and tested by the untrained users and trained medical staff. Each concentration of hemoglobin solution was tested twice.

Performance Comparison Between JustWipe and the Typical Fecal Occult Blood Test in a Central Medical Laboratory

We collected 70 convenience nonduplicate stool specimens from the central medical laboratory of Chang Gung Memorial Hospital Linkou branch between September 11, 2019 and March 24, 2020. The study was approved by the Institutional Review Board of Chang Gung Medical Foundation (No. 201901287B0). The stool specimens were collected in wards by nurses and placed into routine stool collection tubes [42]. The volume of the specimens was visually estimated to be greater than the size of a thumb. The specimens were deidentified before analytical
measurements. An aliquot of stool was tested using a typical fecal occult blood test (O-tolidine test; Shin-Yung Medical Instruments Co Ltd). Another aliquot of stool was tested using JustWipe. The study design is illustrated in Figure 4.

Figure 4. Study design flowchart. FOBT: fecal occult blood test.

**Performance Comparison Between JustWipe (as a Point-of-Care Test) and Hemoccult Sensa**

We recruited 58 volunteers to use JustWipe as a point-of-care test in the period between March 1, 2019 and January 31, 2020. The volunteers were recruited from the Chang Gung Memorial Hospital and Chang Gung University. The study was approved by the Institutional Review Board of Chang Gung Medical Foundation (No. 201900133B0). The volunteers were asked to follow the instructions of JustWipe after defecation: the volunteer wiped his or her buttocks to collect stool specimens with the toilet paper–based fecal specimen collection device, followed by the steps of folding the device and applying the reagents. The volunteers interpreted the results themselves after 60 seconds of reaction. Subsequently, for testing with Hemoccult SENSA, the volunteers collected the rest of the specimens (a volume greater than that of a thumb) and sent the specimens to the medical staff within 20 hours which were kept at room temperature or stored between 2 °C to 8 °C and shipped to the laboratory next day. For Hemoccult SENSA (Beckman Coulter), the stool specimens received by the laboratory were then tested by medical staff according to the instructions of Hemoccult SENSA.

**Usability and User Preference Evaluation of JustWipe**

The questionnaire was designed to assess the usability and user preference of the JustWipe. The questionnaire contained 12 questions about the user’s experience of the toilet paper–based fecal occult blood test (Table 1). Each question had 5 different response options (strongly agree, agree, neutral, disagree, and strongly disagree), which reflected the volunteers’ feedback on the usability of the test. The 58 recruited volunteers from the above study were requested to fill in the questionnaire by themselves after using JustWipe.

### Table 1. Questionnaire used for usability evaluation. There were 12 questions on the questionnaire to assess the three aspects of the test, namely, operation friendliness, ease of reading the results, and information usefulness.

<table>
<thead>
<tr>
<th>Group</th>
<th>Number</th>
<th>Items</th>
<th>Average agreement, %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Information usefulness</td>
<td>1</td>
<td>Did you know that the detection target is fecal occult blood?</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>Did you know that the testing result is not an indicator of cancer?</td>
<td>98.6</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>Did you know that the testing result is only for physical conditions?</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>Do you know what to do after testing?</td>
<td>88.3</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>If the test result is positive, would you go to the hospital for further examination?</td>
<td>93.8</td>
</tr>
<tr>
<td>Operational friendliness</td>
<td>6</td>
<td>Are the two bottle designs easy to identify?</td>
<td>89.0</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>Do you understand all of the items in the device using the instruction manual?</td>
<td>86.2</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>Is detailed company information provided in the instruction manual?</td>
<td>87.2</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>Are all cautions clearly presented to the user?</td>
<td>87.6</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>Are the operational procedures clearly presented to the user through icons and words?</td>
<td>86.9</td>
</tr>
<tr>
<td>Ease of result reading</td>
<td>11</td>
<td>Is your interpretation of the circle window the same as the medical staff’s result?</td>
<td>95.2</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>Is your interpretation of the control area the same as the medical staff’s result?</td>
<td>99.7</td>
</tr>
</tbody>
</table>
Statistical Analysis

We used a one-way analysis of variance (ANOVA) to test weight differences among specimens collected on different days. Kruskal-Wallis one-way ANOVA was used to test weight differences among specimens collected by different individuals. The statistical analysis of the two diagnostic test evaluation studies followed the statistical guidance on reporting results from studies evaluating diagnostic tests [43]. The 2x2 tables for each study were produced for comparisons between the index test method (ie, JustWipe) and the comparative methods. The estimation of the agreements included positive agreement, negative agreement, and overall agreement. Approximate 95% confidence limits for the true overall, positive, and negative agreement were calculated as the estimated value ± 2 standard error. The method for standard error calculation followed EP12-P from National Committee for Clinical Laboratory Standards [44].

Results

Variation in Specimen Collection is Acceptable Among Different Individuals and Different Days

We evaluated the variation of specimen collection when using the toilet paper–based fecal specimen collection device (Figure 5). Both between-day variation and between-individual variation were evaluated in 18 individuals. In total, the median specimen weight was 25 mg, and the interquartile range was 89 mg. The minimum specimen weight was 6 mg, and the maximum weight was 1897 mg. Regarding the between-day variation, there was no difference in the weight of specimens collected on the 3 different days (P=.12). In contrast, a significant specimen weight difference was noted for different individuals. Specifically, 3 out of the 18 individuals collected a significantly greater amount (as a specimen) than the others did. When these 3 individuals were excluded, the statistical test showed no specimen weight differences among individuals. In summary, between-day variation was not significant. Between-individual variation was significant though, the outliers collected more specimen than the averages.

Figure 5. Weight distribution and variation of fecal specimens that are collected among (A) different days and (B) different users.

Analytical Characteristics of the Test Reagents

An imprecision curve of the analytical reagents used in JustWipe was used to illustrate the analytical characteristics (Figure 6). The probabilities of positive results for 2.26 µg/mL and 3.75 µg/mL were 48.8% and 98.8%, respectively. The concentration of 2.26 µg/mL could be defined as C50 (at which yielded 50% positive result and 50% negative result) for the test reagents [43]. The concentration of 3.75 µg/mL could be defined as the limit of detection (equal to C95) at which over 95% of the samples tested positive. The repeatability of testing different hemoglobin levels on different days is demonstrated in Figure 6. The positive probabilities for 5 µg/mL and 15 µg/mL were 100% for each over the three days; for 0 µg/mL, the positive probability was 0% over the three days. The repeatability for a longer period (20 days) is shown in Multimedia Appendix 1. Moreover, the reproducibility across untrained individuals and medical staff is illustrated in Figure 6. The trained users correctly operated all the samples whose concentrations were either 0 µg/mL or 3.75 µg/mL; the untrained users correctly operated the samples of 0 µg/mL, but the pass rate for 3.75 µg/mL was 96.0% (48/50).
Clinical Validation of JustWipe in a Central Laboratory Setting

A comparison of the performance between JustWipe and a typical fecal occult blood test (O-tolidine–based test) was conducted using 70 clinical specimens collected in a tertiary referral hospital. The overall agreement was 82.9% (52/70); the positive agreement and negative agreement were 83.9% (26/31) and 82.1% (32/39), respectively (Table 2). The qualitative test results of both methods can be found in Multimedia Appendix 2.

Table 2. Performance comparison between JustWipe and a typical fecal occult blood test, and between JustWipe and Hemoccult SENSA.

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Hospital fecal occult blood test</th>
<th>Hemoccult SENSA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>JustWipe, n</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>26</td>
<td>7</td>
</tr>
<tr>
<td>Negative</td>
<td>5</td>
<td>32</td>
</tr>
<tr>
<td>Total</td>
<td>31</td>
<td>39</td>
</tr>
<tr>
<td>Agreement, %</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Estimate (95% CI)</td>
<td>83.9 (70.7, 97.1)</td>
<td>82.1 (69.8, 94.3)</td>
</tr>
</tbody>
</table>

Validation of JustWipe as a Point-Of-Care Test

The intended use of JustWipe is testing occult blood in the stool at home or at a point of care. Thus, we evaluated the performance of JustWipe when it was used as a point-of-care test according to the manufacturer’s instructions. The overall agreement was 89.7% (52/58); the positive agreement and negative agreement were 80.0% (16/20) and 94.7% (36/38), respectively (Table 2). The qualitative test results of both methods can be found in Multimedia Appendix 3.

Usability and User Preference Evaluation of JustWipe

Of the 58 volunteers, there were 32 (55.2%) women and 26 (44.9%) men. The average age of the volunteers was 59.1 (SD 12.7) years. We asked the volunteers to complete the questionnaire (12 questions included) after using JustWipe as a point-of-care test. We summarized the results of the questionnaire into three categories: information usefulness (Q1, Q2, Q3, Q4, and Q5), operational friendliness (Q6, Q7, Q8, Q9, Q10), and ease of reading results (Q11 and Q12). In terms of information usefulness, average agreement percentages for Q1, Q2, Q3, Q11, and Q12 were 100%, 89.6%, 100%, 88.3%, and 93.8%, respectively. In the category of operational friendliness, average agreement percentages for Q6, Q7, Q8, Q9, and Q10 were 89%, 86.2%, 87.2%, 87.6%, and 86.9%, respectively. For the category of ease of reading results, Q11 had an average of 95.2% and Q12 had an average of 99.7%.
**Discussion**

**Principal Findings**

In this study, we developed a toilet paper–based point-of-care test (JustWipe) for the rapid detection of fecal occult blood. An ordinary buttocks-wiping move on the toilet was adapted as the mechanism of stool specimen collection. Specimen collection by buttocks-wiping was evaluated to be useful and stable. In addition, a set of test reagents was developed and characterized. We compared the performance of JustWipe with that of a typical fecal occult blood test in a central laboratory setting. Moreover, we also demonstrated the performance of JustWipe as a point-of-care test. Based on the toilet paper–based device, stool specimens can be collected with a regular buttocks-wiping move. A rapid test result is available within 60 seconds using the test reagents. An ordinary user can operate the test easily, rapidly, and with reproducibility. The ease of operation and reliability render the novel fecal occult blood test a promising tool for colorectal cancer screening.

Troublesome operation of stool specimen collection is considered one of the obstacles affecting participation in colorectal cancer screening [13,32,34,36,37,39]. In a typical fecal occult blood test, fecal immunochemical-based test, or other stool-based occult blood tests, stool specimen collection is difficult. Users, typically with a nonmedical background, must sample stool by themselves. Several steps, including flushing the toilet bowl and floating tissue paper on the surface of the toilet bowl water, are required to be followed and performed correctly to ensure the quality of the specimen [45]. The users must also collect stool samples before it comes into contact with the toilet bowl water [45]. The demanding requirements not only reduce willingness to use the device but also result in some analytical errors when some of the steps are not performed correctly. In contrast, the fecal specimen collection using JustWipe requires a regular buttocks-wiping move only. The number of steps in fecal specimen collection is reduced so that the errors occurring in specimen collection can be largely mitigated. Moreover, the toilet paper–based stool specimen collection was shown to be stable between days and among different users (Figure 5). The mean and median weights of the stool specimens were 120.00 mg and 25.50 mg, respectively. The amount of specimen collected was higher than that collected via typical methods. The relationship between the amount of stool specimen to test sensitivity is not clear. However, a larger amount collected as a specimen is thought to be an advantageous feature for a test [46].

The analytical evaluation of the test reagents used in JustWipe demonstrated several favorable characteristics, including high sensitivity, high repeatability, and high reproducibility. Low-concentration hemoglobin could be detected with minimal day-to-day variation (high repeatability) and person-to-person variation (high reproducibility). Regarding the analytical sensitivity of the test reagents, the test reagents were found to have adequate analytical sensitivity to detect occult fecal blood in colorectal cancer patients. In a population study including 5.8 million individuals, a hemoglobin concentration of approximately 20 µg/mL could detect colorectal cancer with a detection rate of 5.2% in men and 2.2% in females. The hemoglobin concentration for the colorectal cancer patients identified in that study was between 172.8 and 231 µg hemoglobin/g feces [47]. In another study, a cut-off of 80-90 µg hemoglobin/g feces was sufficient for clinical application [48-50]. Based on the reported values (ie, 80-90 µg hemoglobin/g feces), a cut-off of 114.3-128.6 µg hemoglobin/mL is clinically useful when the water content in stool is 70% [51]. In contrast, the hemoglobin concentration in the feces of healthy individuals without colorectal cancer is 0.519 µg hemoglobin/mL (90% CI 0.468-0.575) in men and 0.283 µg hemoglobin/mL (90% CI 0.257-0.316) in women [50,52,53]. In brief, the limit of detection (3.75 µg hemoglobin/mL) of the test reagents of toilet paper–based tool was sensitive and stable enough for detecting fecal occult blood in colorectal cancer patients (Figure 6).

We validated JustWipe in the settings of a central laboratory and point of care. In both settings, JustWipe showed high agreement with typical test methods. In the setting of the central laboratory, both JustWipe and the comparative test (O-tolidine–based fecal occult blood test) were performed by medical staff. The positive agreement (83.9%) and negative agreement (82.1%) were quite balanced (Table 2). In contrast, the positive agreement (80.0%) was significantly lower than the negative agreement (94.7%) when we validated JustWipe used as a point-of-care test (Table 2). To validate JustWipe as a point-of-care test, the comparative method (Hemoccult SENSA) was operated by medical staff, while JustWipe was operated by nonmedical individuals. Regarding the association between the usability and the discordance between positive and negative agreement of the test results, we used Fisher exact test for the analysis. The results in Multimedia Appendix 4 showed that the usability indicators (Table 1) were not associated with the discordance of the test results. The specific usability indicators should have been associated with the discordant results. However, based on our data, the significant association was not detected in the study. The nonsignificant association could be attributed to the relatively small sample size used in the proof-of-concept validation. Yet, the association is worthy of further investigation as a key for improving the proposed device. Furthermore, the possible cause for the suboptimal positive agreement could be attributed to false negative interpretation of the weak positive reaction. Users who are not trained medical professionals may tend to ignore the weak signal on the toilet paper. To address the limitation of interpretation, especially in the weak positive case, we plan to develop an artificial intelligence–aided interpretation tool. By using the artificial intelligence–aided interpretation tool, images of the test result can be interpreted with a standardized approach. The interpretative error resulting from insufficient interpretation experience would be largely mitigated. We illustrate the approach in Multimedia Appendix 5.

The major aim of designing JustWipe was to improve the usability of fecal occult blood testing. We assessed the usability of JustWipe using a questionnaire (Table 1). The categories of operational friendliness and ease of reading results are important indicators for a nonmedical professional using a point-of-care test [37,39]. Regarding operational friendliness, the agreement...
of all the questions (Q6, Q7, Q8, Q9, and Q10) was greater than 80% (range 81.9%-84.5%). For ease of reading results (Q11 and Q12), the agreement was greater than 94%. In brief, the high agreement in operational friendliness and ease of reading results indicated that users without professional medical training can easily operate the tool and interpret it following the instructions.

**Limitations**

Although the volunteers from our trial in the point-of-care test setting would be representative of the target population with respect to the range of age, sampling bias could still exist in the validation setting for the point-of-care test trial. All volunteers were recruited from the urban region in northern Taiwan. The average age of the recruited volunteers in the point-of-care test was 59.1 (SD 12.7) years. The range of age was approximately the age of the target population for most cancer screening programs. In the majority of Europe, the colorectal cancer prevention program recommends screening for people above 50 years old [54]. The US Preventive Services Task Force also recommend screening the population above 50 years old [6]. The colorectal cancer screening program in Taiwan also recommends screening for the population above 50 years old [55]. In this study, the volunteers were recruited from one tertiary medical center (ie Chang Gung Memorial Hospital, Linkou branch) and one university (ie, Chang Gung University). The volunteers may have had chronic diseases and subclinical conditions. The preliminary validation results reported in the study could not be easily applied to other populations. The performance using the proposed device in general population needs further investigation in a larger cohort. The demographic characteristics of the 58 recruited volunteers are listed in Multimedia Appendix 6.

**Conclusions**

We developed and validated a toilet paper–based point-of-care test for detecting fecal occult blood. The result showed that the toilet paper–based collection of fecal specimens was stable. The test reagents of the point-of-care test also showed high repeatability and reproducibility. The novel toilet paper–based point-of-care test revealed high agreement with the comparative methods in both central laboratory and point-of-care test settings. The usability evaluation of the point-of-care test showed high operation friendliness and high ease of reading results. The favorable characteristics render the proposed novel point-of-care test a promising colorectal cancer screening tool.
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Abstract

Background: Type 1 diabetes is a chronic condition of blood glucose metabolic disorder caused by a lack of insulin secretion from pancreas cells. In people with type 1 diabetes, hyperglycemia often occurs upon infection incidences. Despite the fact that patients increasingly gather data about themselves, there are no solid findings that uncover the effect of infection incidences on key parameters of blood glucose dynamics to support the effort toward developing a digital infectious disease detection system.

Objective: The study aims to retrospectively analyze the effect of infection incidence and pinpoint optimal parameters that can effectively be used as input variables for developing an infection detection algorithm and to provide a general framework regarding how a digital infectious disease detection system can be designed and developed using self-recorded data from people with type 1 diabetes as a secondary source of information.

Methods: We retrospectively analyzed high precision self-recorded data of 10 patient-years captured within the longitudinal records of three people with type 1 diabetes. Obtaining such a rich and large data set from a large number of participants is extremely expensive and difficult to acquire, if not impossible. The data set incorporates blood glucose, insulin, carbohydrate, and self-reported events of infections. We investigated the temporal evolution and probability distribution of the key blood glucose parameters within a specified timeframe (weekly, daily, and hourly).

Results: Our analysis demonstrated that upon infection incidence, there is a dramatic shift in the operating point of the individual blood glucose dynamics in all the timeframes (weekly, daily, and hourly), which clearly violates the usual norm of blood glucose dynamics. During regular or normal situations, higher insulin and reduced carbohydrate intake usually results in lower blood glucose levels. However, in all infection cases as opposed to the regular or normal days, blood glucose levels were elevated for a prolonged period despite higher insulin and reduced carbohydrates intake. For instance, compared with the preinfection and postinfection weeks, on average, blood glucose levels were elevated by 6.1% and 16%, insulin (bolus) was increased by 42% and 39.3%, and carbohydrate consumption was reduced by 19% and 28.1%, respectively.

Conclusions: We presented the effect of infection incidence on key parameters of blood glucose dynamics along with the necessary framework to exploit the information for realizing a digital infectious disease detection system. The results demonstrated that compared with regular or normal days, infection incidence substantially alters the norm of blood glucose dynamics, which are quite significant changes that could possibly be detected through personalized modeling, for example, prediction models and...
anomaly detection algorithms. Generally, we foresee that these findings can benefit the efforts toward building next generation digital infectious disease detection systems and provoke further thoughts in this challenging field.

(J Med Int Net Res 2020;22(8):e18911) doi:10.2196/18911
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Introduction

The incidence of infectious disease outbreaks can create panic in society and is a threat to local and global health security. Such outbreaks require immediate detection and appropriate response during the initial phase of the incidence to reduce fatality and save lives [1]. The timeliness of outbreak detection defines the success of the appropriate response by the concerned bodies. The state-of-the-art syndromic surveillance systems have been improved compared with the traditional surveillance system, which is generally passive and dependent on laboratory confirmation [2]. Syndromic surveillance makes use of features that come before diagnosis, including different activities triggered by the onset of symptoms, such as Google search, Twitter, school and work absenteeism, pharmacy drug sells, and other sources as a signal of change in individual and population health [2]. These signals are mainly acquired from the secondary source of information, typically built for other purposes. However, to keep up the pace with the rapidly changing social and biological dynamics, novel outbreak detection mechanisms are highly sought [2].

The advancement and omnipresence of smartphones, Internet of Things (IoT) devices, wearables, and sensors have enabled individuals to easily self-record health-related events often for self-tracking or self-managing their disease [3,4]. The recent movement known as quantified self and lifelogging is the result of such technological advancement, where people collect various kinds of health-related events and data for personal informatics purposes, that is, self-surveillance and self-management [5-8]. To this end, people with diabetes are not an exception, where they self-record detailed information as part of their self-management, including blood glucose levels, diet and insulin intake, physical activity, medication, and other information [4,9,10]. Consequently, a huge amount of self-recorded, personal health-related data is generated each day that have great potential to be used as a secondary source of information for other purposes such as digital epidemiology [11,12]. According to recent reports, personal health data or self-collected health-related data have provided an enormous opportunity to enhance the possibility of detecting infection incidence during the presymptomatic stage (improved sensitivity and timeliness), specifically during the incubation period, where most of the existing systems neglect from their process [13].

Type 1 diabetes is a chronic condition of blood glucose metabolic disorder caused by lack of insulin secretion from pancreas cells [14]. These patient groups are recommended to maintain their blood glucose levels within a specified range through self-management practice [14,15]. Blood glucose levels are controlled by balancing insulin and meal intake along with other contexts such as physical activity, medications, and others. Blood glucose dynamics are affected by various factors that can be categorized as common, individual, and unpredictable factors [16]. These factors could be further categorized as patient-controllable and patient-uncontrollable parameters [17]. Patient-controllable parameters incorporate factors on which the patient has direct control and can roughly understand their immediate effect on blood glucose dynamics. However, patient-uncontrollable parameters include factors in which the patient does not have direct control and faces a challenge to understand their immediate effect on blood glucose levels. From the patient perspective, usually patient-controllable parameters induce reasonable deviations on blood glucose levels; however, patient-uncontrollable parameters induce unreasonable blood glucose deviations and usually differ from the usual norm of blood glucose dynamics [18]. The total number of people living with diabetes is increasing worldwide. According to recent reports [14], there were 415 million people between the ages of 20 and 79 years in 2015, and this value is projected to increase by 54% in 2040. From this figure, 5% are believed to have type 1 diabetes. In these patient groups, infection incidence often results in complications and difficulties in controlling blood glucose levels within the recommended range [19-21]. As a result, early detection of infection incidence among these patient groups could provide a way to assist the individual and at the same time can be used to realize a digital infectious disease detection system.

Currently, with the advancement of technology, the need to have a system that is able to detect infection incidence at the presymptomatic stage is highly sought [13]. In this regard, there are some previous investigations that have showcased the use of self-recorded data from people with diabetes as surveillance events (indicators) by uncovering the effect of infection incidence on blood glucose levels and glycemic control in real-life settings [18,22-36]. These studies reported the presence of prolonged hyperglycemia episodes as a result of infection incidence, thereby revealing the potential of self-recorded data as a secondary source of information for realizing a digital infectious disease detection system. For instance, Botsis et al [22] conducted a proof-of-concept study based on daily glycemic control data of 248 people with type 2 diabetes and concluded that blood glucose levels, insulin dosage, diet (carbohydrate consumption), physical activity, and other physiological parameters could be used as potential event indicators of infection incidence but calls for further investigations. Furthermore, Botsis et al [18] also reported elevated glycated hemoglobin (HbA1c) levels after infections regardless of tight blood glucose control, which only settled down to normal levels after the patient recovered. Moreover, other studies conducted in hospital settings also reported similar results in this direction.
Despite reporting the potential of using self-recorded data as a surveillance event indicator, none of these studies demonstrated the extent to which each parameter is affected at an individual level as a result of infection incidence. Therefore, the purpose of this study was to retrospectively analyze the effect of infection incidence at an individual level and pinpoint optimal parameters that can effectively be used as input variables for developing an infection detection algorithm, thereby illustrating how these patient groups can assist in detecting infectious disease outbreaks. Moreover, this study provides a general framework regarding how a digital infectious disease detection system can be designed using self-recorded data from people with type 1 diabetes as a secondary source of information. Furthermore, this sheds light on the possibility of assisting the individual during such an incident. To this end, we analyzed temporal trends and probability distributions of different diabetes profile parameters (ie, blood glucose, insulin, and others) to uncover the effect of infection incidence on the blood glucose dynamics, thereby identifying parameters that can effectively be used as potential events (indicators) of infection incidence. In addition, a framework is presented depicting the necessary structure to properly exploit self-recorded data from these patient groups to realize a real-time digital infectious disease detection system. This paper is structured as follows: the Methods section describes the materials and methods used to analyze the data sets. The Results section presents the results depicting the effect of acute infection incidence in comparison with regular or normal situations. The Discussion section presents the overall findings and proposes a framework for designing and developing a real-time digital infectious disease detection system using self-recorded data from these patient groups. The final section of Discussion presents our concluding remarks.

**Methods**

**Materials**

High precision self-recorded data of 10 patient years collected from 3 real subjects (2 males and 1 female) with type 1 diabetes were used. The patients were free from any other chronic or other form of disease, except the self-reported acute infection incidence throughout the entire data collection period. The data sets consisted of blood glucose measurements (self-monitoring of blood glucose [SMBG] and continuous glucose monitoring [CGM]), injected insulin (basal and bolus), diet (carbohydrate in grams), and self-reported events of acute infection. The patients used different diabetes self-management technologies throughout the data collection period to gather these data sets including the Diabetes Diary app (Norwegian Centre for E-health Research) [39], the Spike app [40], the xDrip with app, Dexcom CGM, insulin pens, and insulin pumps, as shown in Table 1. The data sets consist of both normal years, without any significant acute infection incidence, and years with at least one or more acute infection incidence. The normal (without infection) patient years were used as a baseline to compare the effect of all patient-controllable parameters and patient-uncontrollable parameters against the self-reported incidence of acute infection. The self-reported incidences of acute infections were a case of influenza (flu) and mild and light common cold without fever. All the experiments and analyses were conducted using MATLAB version 2018a (Mathworks).

**Table 1.** Equipment used in diabetes self-management.

<table>
<thead>
<tr>
<th>Patients</th>
<th>Self-management</th>
<th>Insulin administration</th>
<th>Diet</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>BG</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Subject 1</td>
<td>SMBG—finger pricks recorded in the Diabetes Diary mobile app and Dexcom CGM</td>
<td>Insulin pen (multiple bolus and one-time basal in the morning) recorded in the Diabetes Diary mobile app</td>
<td>Carbohydrate in grams recorded in the Diabetes Diary mobile app</td>
</tr>
<tr>
<td>Subject 2</td>
<td>SMBG—finger pricks recorded in the Spike mobile app and Dexcom G4 CGM</td>
<td>Insulin pen (multiple bolus [Humalog] and one-time basal [Toujeo] before bed) recorded in the Spike mobile app</td>
<td>Carbohydrate in grams recorded in the Spike mobile app</td>
</tr>
<tr>
<td>Subject 3</td>
<td>Enlite (Medtronic) CGM and Dexcom G4 CGM</td>
<td>Medtronic MinMed G640 insulin pump (basal rates profile [Fiasp] and multiple bolus [Fiasp])</td>
<td>Carbohydrate in grams recorded in pump information</td>
</tr>
</tbody>
</table>

**Patient Characteristics**

The participants were highly motivated individuals with type 1 diabetes who had advanced knowledge and understanding of several diabetes-related technologies. Hence, the self-recorded data can be regarded as highly precise and accurate. All the participants had advanced knowledge of carbohydrate counting, which can be considered as level 3 (advanced) [41]. The long-term average HbA1c and characteristics of the participants are given in Table 2.
Table 2. Participants characteristics.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>2</td>
</tr>
<tr>
<td>Female</td>
<td>1</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>34 (13.2)</td>
</tr>
<tr>
<td>Body weight (kg)</td>
<td></td>
</tr>
<tr>
<td>Subject 1</td>
<td>83</td>
</tr>
<tr>
<td>Subject 2</td>
<td>77</td>
</tr>
<tr>
<td>Subject 3</td>
<td>70</td>
</tr>
<tr>
<td>HbA$_1^c$ (%)</td>
<td></td>
</tr>
<tr>
<td>Subject 1</td>
<td>6.0</td>
</tr>
<tr>
<td>Subject 2</td>
<td>7.3</td>
</tr>
<tr>
<td>Subject 3</td>
<td>6.2</td>
</tr>
<tr>
<td>Carbohydrate counting</td>
<td>Level 3 (advanced)</td>
</tr>
</tbody>
</table>

$^a$HbA$_1^c$: glycated hemoglobin.

**Data Collection and Ethics**

The study protocol has been submitted to the Norwegian Regional Committees for Medical Health Research Ethics Northern Norway (REK) for evaluation and was found exempted from regional ethics review because it resides outside of the scope of medical research (reference number: 108435). Written consent was obtained and the participants donated the data sets. All data from the participants were anonymized.

**Approaches**

We retrospectively assessed and analyzed the diabetes profile (blood glucose, insulin, carbohydrate, and insulin-to-carbohydrate ratio) to uncover the nature, size, and shape of the infection-induced shift in the operating region of the blood glucose dynamics. A data size of 10 patient years incorporating blood glucose levels (SMBG and CGM), insulin (bolus and basal), diet (carbohydrate in grams), and self-reported events of acute infection was used. The analysis was performed based on specified timeframes (weekly, daily, and hourly) to reveal the effect of acute infection development on blood glucose dynamics. The data set incorporates 5 normal patient years without any infection incidence and 5 patient years each with at least one case of self-reported incidence of acute infection. Normal patient years were used as a baseline for comparison purposes. We analyzed the temporal evolution and probability distribution of blood glucose levels, injected insulin, carbohydrate intake (grams), and insulin-to-carbohydrate ratio within the stated timeframe. For the daily and hourly timeframes, a moving-average filter and nonparametric density estimation techniques, the kernel density estimator, were used to analyze the trend and data distribution before, during, and after the infection incidence. A moving-average filter with a window size of 2 days was employed to remove fast timescale features through smoothing. The window size includes $N$–1 observations from the previous data points and the current data point, where $N$ is the window size. Generally, the window size of a moving-average filter is determined based on complementary issues of better smoothing and the cost of significant delay (shift) incurred $[42,43]$. A small window size often generates less delay (shift) but at the cost of more short-term features and having a larger window size will smoothen the data in a better manner but at the cost of significant delay in the timeliness of detecting the infection incidence. Therefore, the window size was determined based on these complementary issues, and more importance was given to minimize the inherent delay (shift) incurred due to the window size. To this end, window sizes of 1, 2, 3, and 4 days were applied and tested to choose the optimal size of the window, and as a result, a window size of 2 days was found to be satisfactory. The preinfection, infection, and postinfection week analyses were carried out on the raw data set based on the week’s daily average and SD of blood glucose levels and daily sum and SD of insulin and carbohydrate. A statistical boxplot was used to depict the comparison during preinfection, infection, and postinfection weeks.

**Data Resampling, Imputation, and Preprocessing**

The features of the self-collected data from individuals with type 1 diabetes are shown in Table 3. The raw data were resampled at a uniform rate by assigning each measurement into the nearest time-bin based on its time stamp. Generally, whenever there is more than one measurement within each time-bin, the measurements are combined into a single measurement by either summing or averaging the elements. For blood glucose levels (both CGM and SMBG), the measurements were averaged into their respective sampling time-bins. However, regarding carbohydrate consumption and insulin injections, the sum of the elements in their respective sampling time-bin was computed, as shown in Table 4. In each time-bin, the effect of total insulin and total carbohydrate on the average blood glucose level was considered. The resampled data were further preprocessed using a moving-average filter with a 2-day (48-hour) window size to capture only the important patterns—long-term variation, while filtering and smoothing...
local and short-term variations. Moreover, for narrower time-bin resampling, for example, an hour, there are more frequent zeros of measurement, especially for carbohydrate and insulin measurements, which poses a significant challenge to compute the insulin-to-carbohydrate ratio as the ratio goes to infinity given that the carbohydrate amount is zero. Therefore, in such cases of a narrower time-bin, the ratio was computed only after computing the moving-average value of insulin and carbohydrate based on a window size of 48 hours. Regarding the missing blood glucose values during the hourly computations, a cubic spline interpolation was used to estimate the missing values.

Table 3. Self-collected user data.

<table>
<thead>
<tr>
<th>Variable names</th>
<th>Description</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Continuous glucose reading</td>
<td>mg/dL</td>
</tr>
<tr>
<td></td>
<td>Self-management blood glucose reading</td>
<td>mg/dL</td>
</tr>
<tr>
<td></td>
<td>Injected insulin (bolus)</td>
<td>Units</td>
</tr>
<tr>
<td></td>
<td>Injected insulin (basal)</td>
<td>Units</td>
</tr>
<tr>
<td></td>
<td>Ingested carbohydrate</td>
<td>Grams</td>
</tr>
</tbody>
</table>

Table 4. Data preprocessing.

<table>
<thead>
<tr>
<th>Variable name</th>
<th>Preprocessed variables</th>
<th>Units</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average continuous glucose reading</td>
<td>mg/dL</td>
</tr>
<tr>
<td></td>
<td>Average self-management blood glucose reading</td>
<td>mg/dL</td>
</tr>
<tr>
<td></td>
<td>Sum injected insulin (bolus)</td>
<td>Units</td>
</tr>
<tr>
<td></td>
<td>Sum injected insulin (basal)</td>
<td>Units</td>
</tr>
<tr>
<td></td>
<td>Sum ingested carbohydrate</td>
<td>Grams</td>
</tr>
<tr>
<td></td>
<td>Ratio of insulin (bolus) to carbohydrate</td>
<td>Units/grams</td>
</tr>
<tr>
<td></td>
<td>Ratio of insulin (basal) to carbohydrate</td>
<td>Units/grams</td>
</tr>
</tbody>
</table>

**Kernel Density Estimation**

Nonparametric density estimation is an alternative to the parametric approach, which involves specifying a model using a number of parameters that can be estimated through the likelihood principle [44,45]. In this study, we used kernel density estimation techniques [46-48] to estimate the probability distribution of the diabetes profile key parameters to uncover the deviation incurred by the acute infection incidence. In this regard, both univariate and bivariate kernel density estimators are used to assess and analyze the insulin-to-carbohydrate ratio (univariate) and blood glucose levels along with the insulin-to-carbohydrate ratio (bivariate), respectively. An adaptive kernel density estimator with a Gaussian kernel was used in both cases. For the univariate kernel density estimator [49], bandwidth selection is based on the suggestion from Botev et al [44], which is a data-driven and plug-in bandwidth selector that does not use normal reference rules. For the bivariate estimator, a rule-of-thumb bandwidth selection suggested by Bowman et al [50,51] was used to determine the appropriate bandwidth [52]. These computations are carried out based on the procedures given in Textboxes 1 and 2.
Approach: one-dimensional adaptive kernel density estimation

- Given: time series data sets of the insulin-to-carbohydrate ratio \( X \in D \) and an adaptive kernel density estimator \( M \) – one – dimensional
- Remove the reported days of infection from the time series data sets \( D \) and form a new data set \( X \in Q \)
- Compute the one dimensional density based on the kernel density estimator \( M \) using \( D \) and \( Q \)
- Compare the distribution from \( M \)

Approach: two-dimensional adaptive kernel density estimation

- Given: time series data sets of blood glucose level and the insulin-to-carbohydrate ratio \( X, Y \in D \) and an adaptive kernel density estimator \( N \) – two – dimensional
- Remove the reported days of infection from the time series data sets \( D \) and form a new data set \( X, Y \in Q \)
- Compute the two-dimensional density based on the kernel density estimator \( N \) using \( D \) and \( Q \)
- Compare the distribution from \( N \)

Results

Overview

The analysis was conducted based on an hourly, daily, and weekly basis to reveal the deviations incurred due to the infection incidence. A total of 10 patient years were analyzed, and 5 of these years were found to include at least one incidence of acute infection lasting around 1-2 weeks. The proposed approach is designed to smooth out short-duration variations and include the 2 major patient-controllable factors, insulin and diet intake. Normal patient years were used to compare the effect of all patient-controllable parameters and patient-uncontrollable parameters against the self-reported incidence of acute infection. The trend analysis for both the normal patient years and patient years with acute infections using the proposed approach is presented below along with the nonparametric probability distribution. The weekly mean deviations of key diabetes parameters (blood glucose, insulin, and diet) during the preinfection, infection, and postinfection weeks are given in Multimedia Appendix 1.

Trend Analysis

Trend Comparison for Normal Patient Years

During normal years when patients do not have any significant illness or infections (Multimedia Appendix 2), the insulin-to-carbohydrate ratio follows a similar trend in all the subjects, where the insulin-to-carbohydrate ratio lies between 0.05 and 0.2. An elaborate analytical plot of a typical patient year without infection incidence showing the phenomena is depicted in Figures 1 and 2. A detailed analytical plot of the 5 patient years depicting the same phenomena can be found in Multimedia Appendix 2. The insulin-to-carbohydrate ratio conveys interesting information about the usual operating point of the patient, depicting the necessary amount of insulin (bolus) required for every gram of carbohydrate consumed to maintain the blood glucose levels within a healthy range (typically recommended to be between 70 and 180 mg/dL). As can be seen from the yearlong trend analysis of the regular or normal patient years (Multimedia Appendix 2), despite the presence of various factors that are known to disturb blood glucose dynamics, both patient-controllable parameters and patient-uncontrollable parameters except infection incidence, the insulin-to-carbohydrate ratio remains to be relatively stable.
Figure 1. The first patient year, where there is no incidence of acute infections. The figure depicts the daily variation of average blood glucose levels, total insulin (bolus), total carbohydrate, and total insulin-to-total carbohydrate ratio. The operating point of the patient’s insulin-to-carbohydrate ratio through these regular or normal days is between 0.05-0.2.

Figure 2. The first patient year, where there is no incidence of acute infections. The figure depicts variation of average blood glucose levels, total insulin (bolus), total carbohydrate, and total insulin-to-carbohydrate ratio during each hours of the day. The operating point of the patient’s insulin-to-carbohydrate ratio through these regular or normal hours is between 0.05-0.2.

**Trend Comparison of Patient Years With Acute Infection**

The trend analysis of the key diabetes parameters, blood glucose, insulin, and carbohydrate, during acute infection suggests that there is a dramatic shift in the evolution of blood glucose, insulin, and carbohydrate (for detailed information, see Multimedia Appendices 1 and 3). Infection incidence brought about a dramatic increase in blood glucose levels, insulin intake, and reduction in carbohydrate consumption. The detailed analysis and the shift incurred on a weekly, daily, and hourly basis are presented in the following section.

**Weekly Analysis**

The weekly analysis of the patient years was conducted by analyzing the deviation incurred on the key parameters of the blood glucose dynamics during the infection week in comparison with before and after the infection incidence. The raw data were used to estimate the deviations incurred due to infection incidence. The mean and SD of blood glucose levels, total insulin (bolus), and total carbohydrate were computed and used for comparison of the infection-induced deviations. As shown in Figures 3-5 and Table 5, in all the infection cases, the weekly analysis demonstrated that blood glucose levels were elevated despite higher insulin injection and reduced carbohydrate consumption. In all of these cases, it is clear that the incidence
of infection has brought unreasonable deviation, with respect to the patient-controllable parameters, in the operation of the overall blood glucose dynamics as compared with the usual norm of the blood glucose dynamics. The presence of elevated blood glucose levels in the infection week, regardless of the high amount of insulin injections and lower carbohydrate consumption, clearly violated the norm of the blood glucose dynamics, where during normal situations the blood glucose levels are expected to drop with high insulin and reduced carbohydrate consumption. The fact that the blood glucose remains elevated during the infection incidence despite higher insulin injections and low carbohydrate consumption is highly associated with the infection phenomenon, which enhances the production of glucose and increased insulin resistance within the body to deliver more energy for the body to fight the pathogens. A more detailed description of the weekly analysis can be found in Multimedia Appendix 1.

**Figure 3.** Analysis of blood glucose levels during the preinfection week, infection week, and postinfection week based on the first case of infection (flu). The asterisk shows the mean value, and the red line depicts the median value for the week.

![Figure 3](image)

**Figure 4.** Analysis of total insulin (bolus) intake during preinfection week, infection week, and postinfection week based on the first case of infection (flu). The asterisk shows the mean value, and the red line depicts the median value for the week.

![Figure 4](image)
**Figure 5.** Analysis of total carbohydrate (grams) intake during preinfection week, infection week, and postinfection week based on the first case of infection (flu). The asterisk shows the mean value, and the red line depicts the median value for the week.

**Table 5.** Mean and standard deviation of blood glucose levels, total insulin (bolus), and total carbohydrate during the preinfection week, infection week, and postinfection week.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Preinfection week, mean (SD)</th>
<th>Infection week, mean (SD)</th>
<th>Postinfection week, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>The first case of infection (flu)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG (mg/dL)</td>
<td>130.74 (16.89)</td>
<td>141.95 (14.37)</td>
<td>119.16 (7.39)</td>
</tr>
<tr>
<td>Total insulin (bolus)</td>
<td>23.39 (4.91)</td>
<td>35.30 (6.11)</td>
<td>21.32 (4.61)</td>
</tr>
<tr>
<td>Carbohydrate (grams)</td>
<td>241.11 (57.27)</td>
<td>178.80 (65.69)</td>
<td>241.18 (37.63)</td>
</tr>
<tr>
<td><strong>The second case of infection (flu)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG (mg/dL)</td>
<td>143.01 (19.53)</td>
<td>155.36 (21.99)</td>
<td>126.17 (11.70)</td>
</tr>
<tr>
<td>Total insulin (bolus)</td>
<td>28.07 (8.85)</td>
<td>41.07 (9.44)</td>
<td>25.36 (6.93)</td>
</tr>
<tr>
<td>Carbohydrate (grams)</td>
<td>190.14 (43.93)</td>
<td>161.14 (58.43)</td>
<td>214.57 (34.66)</td>
</tr>
<tr>
<td><strong>The third case of infection (flu)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG (mg/dL)</td>
<td>136.93 (18.58)</td>
<td>144.12 (20.30)</td>
<td>134.18 (11.96)</td>
</tr>
<tr>
<td>Total insulin (bolus)</td>
<td>20.08 (5.44)</td>
<td>31.50 (10.84)</td>
<td>22.83 (3.86)</td>
</tr>
<tr>
<td>Carbohydrate (grams)</td>
<td>178.0 (45.87)</td>
<td>144.83 (37.63)</td>
<td>195.83 (42.59)</td>
</tr>
<tr>
<td><strong>The fourth case of infection (flu)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG (mg/dL)</td>
<td>157.74 (31.12)</td>
<td>161.34 (19.88)</td>
<td>138.57 (19.83)</td>
</tr>
<tr>
<td>Total insulin (bolus)</td>
<td>24.43 (5.26)</td>
<td>32.14 (7.01)</td>
<td>29.29 (5.22)</td>
</tr>
<tr>
<td>Carbohydrate (grams)</td>
<td>199.06 (53.45)</td>
<td>167.04 (44.94)</td>
<td>226.07 (18.23)</td>
</tr>
<tr>
<td><strong>The fifth case of infection (flu)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BG (mg/dL)</td>
<td>135.21 (14.58)</td>
<td>139.88 (15.54)</td>
<td>122.87 (14.49)</td>
</tr>
<tr>
<td>Insulin (bolus)</td>
<td>32.80 (4.59)</td>
<td>40.37 (8.31)</td>
<td>33.36 (7.94)</td>
</tr>
<tr>
<td>Insulin (basal)</td>
<td>19.20 (1.21)</td>
<td>20.42 (2.06)</td>
<td>18.68 (1.56)</td>
</tr>
<tr>
<td>Total insulin</td>
<td>52.33 (5.14)</td>
<td>61.21 (8.26)</td>
<td>52.46 (8.47)</td>
</tr>
</tbody>
</table>

aBG: blood glucose.
**Blood Glucose Levels**

In all these infection incidences, the individual blood glucose levels remain elevated for a prolonged period of time despite low carbohydrate consumption and increased insulin injections as compared with the regular or normal days. Blood glucose levels were elevated during the infection week as compared with the preinfection and postinfection weeks.

- During the first case of infection, the overall mean percentage increase in the infection week’s blood glucose levels was 8.57% over the preinfection week and 19.12% over the postinfection week, as shown in Table 5.
- During the second case of infection, the overall mean percentage increase in the infection week’s blood glucose levels was 8.63% over the preinfection week and 23.13% over the postinfection week, as shown in Table 5.
- During the third case of infection, the overall mean percentage increase in the infection week’s blood glucose levels was 7.26% over the preinfection week and 7.41% over the postinfection week, as shown in Table 5.
- During the fourth case of infection, the overall mean percentage increase in the infection week’s blood glucose levels was 2.28% over the preinfection week and 16.43% over the postinfection week, as shown in Table 5.
- During the fifth case of infection, the overall mean percentage increase in the infection week’s blood glucose levels was 3.45% over the preinfection week and 13.84% over the postinfection week, as shown in Table 5.

**Insulin Intake**

The comparison of infection week insulin injections with preinfection and postinfection weeks revealed that there was a dramatic increase in the amount of insulin intake during the infection period.

- During the first case of infection, the overall mean percentage increase in the infection week’s insulin (bolus) injection was 50.93% over the preinfection week and 65.59% over the postinfection week, as shown in Table 5.
- During the second case of infection, the overall mean percentage increase in the infection week’s insulin (bolus) injection was 46.31% over the preinfection week and 61.94% over the postinfection week, as shown in Table 5.
- During the third case of infection, the overall mean percentage increase in the infection week’s insulin (bolus) injection was 56.87% over the preinfection week and 37.98% over the postinfection week, as shown in Table 5.
- During the fourth case of infection, the overall mean percentage increase in the infection week’s insulin (bolus) injection was 31.56% over the preinfection week and 9.7% over the postinfection week, as shown in Table 5.
- During the fifth case of infection, the overall mean percentage increase in the infection week’s insulin (bolus) injection was 23.08% over the preinfection week and 21.01% over the postinfection week, as shown in Table 5.

**Carbohydrate Consumption**

Comparison of the amount of carbohydrate consumption during the infection week with the preinfection and postinfection weeks revealed that there was a significant reduction during the infection period.

- During the first case of infection, the overall mean percentage reduction in the infection week’s carbohydrate consumption was 25.84% below the preinfection week and 25.87% below the postinfection week, as shown in Table 5.
- During the second case of infection, the overall mean percentage reduction in the infection week’s carbohydrate consumption was 15.25% below the preinfection week and 24.90% below the postinfection week, as shown in Table 5.
- During the third case of infection, the overall mean percentage reduction in the infection week’s carbohydrate consumption was 18.63% below the preinfection week and 26.04% below the postinfection week, as shown in Table 5.
- During the fourth case of infection, the overall mean percentage reduction in the infection week’s carbohydrate consumption was 16.09% below the preinfection week and 35.34% below the postinfection week, as shown in Table 5.

**Insulin-to-Carbohydrate Ratio**

The insulin-to-carbohydrate ratio defines the amount of insulin a patient needs to take for every gram of carbohydrate consumed. The value of the insulin-to-carbohydrate ratio usually lies between 0.05 and 0.2 on normal occasions. However, it has dramatically increased upon the incidence of infection.

- During the first case of infection, the overall mean percentage increase in the infection week’s insulin-to-carbohydrate ratio was around 125.84% above the normal operating point of the patient, as shown in Table 5.
- During the second case of infection, the overall mean percentage increase in the infection week’s insulin-to-carbohydrate ratio was around 144.43% above the normal operating point of the patient, as shown in Table 5.
- During the third case of infection, the overall mean percentage increase in the infection week’s insulin-to-carbohydrate ratio was around 93.75% above the normal operating point of the patient, as shown in Table 5.
- During the fourth case of infection, the overall mean percentage increase in the infection week’s insulin-to-carbohydrate ratio was approximately 70.84% above the normal operating point of the patient, as shown in Table 5.

**Daily and Hourly Analysis**

Hourly and daily analyses were conducted by analyzing the deviations incurred on the key diabetes parameters, blood glucose levels, insulin, carbohydrate, and the insulin-to-carbohydrate ratio as a result of infection incidence in contrast to the whole patient year. The comparison was carried out based on the smoothed version of the data, that is, 2 days window moving-average filter. Similar to the weekly analysis, the infection-induced shift of the blood glucose dynamics, that
is, higher glucose production and increased insulin resistance, is clearly shown in both the daily and hourly analyses. As can be seen in Figures 6-11, the insulin-to-carbohydrate ratio of the patient has drastically shifted to a higher value to account for the effect of increased glucose production and insulin resistance (see Multimedia Appendix 3 for a detailed plot of the hourly analysis in all the infection cases). In all of these cases, the insulin-to-carbohydrate ratio increases from the usual values of 0.05 to 0.2 during the normal period to higher values reaching 0.6, depending on the degree of severity of the infection incidence, type of pathogens involved, and the individual immunity.

**Figure 6.** Daily analysis of the first infection case (flu). The figure depicts variation of average blood glucose levels, total insulin (bolus), total carbohydrate, and total insulin-to-total carbohydrate ratio. The operating point of the patient’s insulin-to-carbohydrate ratio had dramatically shifted and raised above the regular or normal days and reach a top around 0.5 upon midinfection week.

**Figure 7.** Hourly analysis of the first infection case (flu). The figure depicts variation of average blood glucose levels, total insulin (bolus), total carbohydrate, and total insulin-to-total carbohydrate ratio. The operating point of the patient’s insulin-to-carbohydrate ratio had dramatically shifted and raised above the regular or normal days and reach a top around 0.5 upon midinfection week.
**Figure 8.** Daily analysis of the second infection case (flu). The figure depicts variation of average blood glucose levels, total insulin (bolus), total carbohydrate, and total insulin-to-total carbohydrate ratio. The operating point of the patient’s insulin-to-carbohydrate ratio had dramatically shifted and raised above the regular or normal days and reach a top around 0.45 upon midinfection week.

**Figure 9.** Daily analysis of the third infection case (flu). The figure depicts variation of average blood glucose levels, total insulin (bolus), total carbohydrate, and total insulin-to-total carbohydrate ratio. The operating point of the patient’s insulin-to-carbohydrate ratio had dramatically shifted and raised above the regular or normal days and topped around 0.4 upon midinfection week.
Figure 10. Daily analysis of the fourth infection case (mild common cold without fever, light common cold without fever, and flu). The figure depicts variation of average blood glucose levels, total insulin (bolus), total carbohydrate, and total insulin-to-total carbohydrate ratio. The operating point of the patient’s insulin-to-carbohydrate ratio had dramatically shifted and raised above the regular or normal days and reach a top around 0.28 upon midinfection week. A light common cold without fever seems to not significantly affect the operating point.

Figure 11. Daily analysis of the fifth infection case (flu). The figure depicts variation of average blood glucose levels, total insulin including both bolus and basal insulin, daily average rate of change of CGM and, absolute value of rate of change of CGM (computed based on CGM direction from the pump information), percentage of basal and bolus per total insulin units. As can be seen, as a result of the ongoing infection incidence, there is clear and dramatic rise in the amount of insulin, while blood glucose levels remain elevated.

Kernel Density Estimation–Probability Distribution
Kernel density was estimated to study and characterize the nature, shape, and degree of severity of the deviations incurred due to infection incidence by analyzing the probability distribution of the individual key parameters of the blood glucose dynamics. A univariate and bivariate kernel density estimation based on the insulin-to-carbohydrate ratio and blood glucose levels was carried out on the yearlong data, as shown in Figures 12 and 13 (a detailed plot for all the infection cases, both hourly and daily, can be found in Multimedia Appendix 1). As can be seen from the figures, the infection incidence has brought a significant change in the probability distribution. However, the nature, shape, and degree of outlierness depend on the type of pathogen involved, severity of infection, and individual immunity.
Figure 12. Univariate kernel density estimation of a patient year using the daily insulin-to-carbohydrate ratio. As can be seen from the tail of the distribution, during regular or normal days (the green shaded region), the yearly distribution of the patient’s insulin-to-carbohydrate ratio lies within the values of 0.005 and 0.2. However, during infection incidence (the red shaded region), there is a clear deviation in the tail of the distribution, where the values reaches around 0.58.

Figure 13. Bivariate kernel density estimation of a patient year using both the daily average blood glucose levels and insulin-to-carbohydrate ratio. As can be seen from the bivariate distribution, during regular or normal days (the top light green figure), the distributions are concentrated around the high density regions. However, during infection incidence (the lower figure), there is a clear bump far from the high density regions.

Discussion

Principal Findings

Presently, in relation to people’s mobility and travel, there is a growing concern regarding an infectious disease outbreak. Such an incident can be a menace to our global health security, which calls for early detection and immediate response. Thus, there is a growing need for new approaches and technologies to upgrade the existing surveillance system for early detection of emerging infectious diseases [1]. Existing disease surveillance systems detect the incidence of outbreaks long after the incidence of the first symptoms. Therefore, the purpose of this study was to demonstrate how people with type 1 diabetes can assist in outbreak detection and further to shed light upon the possibility of assisting the individual during such an incident. The advancement and omnipresence of smartphones, IoT devices, wearables, and sensors have enabled individuals to easily self-record health-related events often for self-tracking or self-managing their disease [5,6,53]. People with diabetes self-record detailed information including blood glucose levels, diet and insulin intake, physical activity, medication, and other parameters. The presence of such large self-recorded health data presents an opportunity to be used as a secondary source of information for other purposes such as digital epidemiology.
and decision support applications. According to recent reports, the use of personal health information or self-collected data could mitigate the possibility of detecting infection incidence during the presymptomatic stage (improved sensitivity and timeliness), specifically during the incubation period, of which most of the current systems neglect from their process [13]. Our findings demonstrated that upon infection incidence, there is a dramatic shift in the operating point of the individual’s blood glucose dynamics, which clearly violates the usual norm of blood glucose dynamics. During regular or normal days, blood glucose levels usually decrease when there is a significant increase in insulin injection and reduction in carbohydrate consumption. However, in all of the infection cases we analyzed, compared with the preinfection and postinfection weeks, the following were noticed:

- Blood glucose levels were elevated by an average of 6.1% and 16% over the preinfection and postinfection weeks, respectively.
- Insulin injection (bolus) increased by 42% and 39.3% over preinfection and postinfection weeks, respectively.
- Carbohydrate consumption was reduced by 19% and 28.1% compared with preinfection and postinfection weeks, respectively.
- The insulin-to-carbohydrate ratio increased by 108.7% on average in all cases.

In general, all of these findings confirm that during infection incidence, blood glucose levels are elevated despite injecting higher amounts of insulin and reduced carbohydrate consumption. The identified changes are quite significant anomalies compared with the regular or normal days and could potentially be detected with a dedicated personalized (individualized) computational health model. Various algorithms that span from prediction models to anomaly detection algorithms can be investigated to detect such infection-induced changes in blood glucose dynamics. Apart from the potential use of these findings in personalized digital infectious disease detection systems, it could also be used for decision support in self-management during infection and illness. As presented earlier, during the course of infection, individuals with diabetes usually struggle with severe hyperglycemia. Managing blood glucose levels during infection incidence is not an easy task, given the fact that it is caused by a mixed effect of both patient-controllable and patient-uncontrollable parameters. The patient can only estimate the disturbance caused by the amount of carbohydrate consumption, insulin injection, and physical activity load, which is not the case during infection incidence. Apart from these known major factors, that is, patient-controllable parameters, there is an underlying and unknown disturbance caused by the patient’s uncontrollable parameters, such as counterregulatory hormones (CRHs), as a result of infection incidence. This unknown disturbance mainly increases glucose production from the liver and reduces insulin sensitivity. To this end, people with type 1 diabetes face a very difficult challenge to estimate the necessary amount of insulin for a given amount of carbohydrate consumption. In this regard, providing real-time decision support could reduce the burden during such a crisis. One possible approach could be characterizing the effect of different pathogens on blood glucose dynamics, mainly on insulin resistance and its sensitivity change over the course of infection. However, a large set of infection-related self-recorded data need to be analyzed for investigating how each pathogen affects the key parameters of blood glucose dynamics during the entire course of infection. This requires collecting and analyzing infection-related data, and estimating the overall changes each pathogen could bring on insulin sensitivity during the course of infection. To this end, the presented result reflects a promising result that can be geared toward decision support during infection or illness. For example, the change in insulin–to-carbohydrate ratio can be used to provide general information related to each pathogen on what to expect, such as the percentage of insulin resistance during the first days, in the middle, and at the final days of the infection.

### Infection-Induced Shift of Operating Point in Blood Glucose Dynamics

During infection incidence, people with diabetes usually struggle with severe hyperglycemia and critical hypoglycemia if not properly managed. However, during regular or normal days, the patient can manage the incidence of hyperglycemia, which is mostly diet-induced, by properly controlling the patient-controllable parameters, for example, amount of carbohydrate consumption, insulin injection, and performing balanced physical activity or exercise. Yet, during infection incidence, it turns out to be very difficult to manage the hyperglycemia incidence due to the fact that it is caused by a mixed effect of both patient-controllable and patient-uncontrollable parameters. The patient’s uncontrollable parameters define the action of hormonal effects such as CRH induced by either physiological stress or emotional stress. The hormonal effect is two-sided, which is a higher glucose production from the liver and inhibiting insulin production and reducing sensitivity [54,55]. A detailed study conducted by Waldhaeusl et al [56] demonstrated the significant effect of stress hormones on the production of glucose and insulin resistance. The study was conducted by infusing different stress hormones to investigate the effect of exposure to these hormones on blood glucose response [55]. The extent and degree of hyperglycemia events and insulin resistance during infection incidence directly correlate with the type of pathogen, the type of hormone involved and the severity of the infection [37,38,55]. Generally, the phenomemonal effect of infection incidence on blood glucose dynamics in people with diabetes can be simply described using the following relationships:

\[ \Phi \]

Where \( \Phi \) is an insulin sensitivity factor, BG is the blood glucose level, CH is the amount of carbohydrate consumption, IN is the amount of insulin injection, PA is the amount of physical activity session or exercise load, and CRH is the effect of CRHs. The equation depicts the phenomena that occur during infection incidence, where blood glucose levels are raised by the action of both patient-controllable parameters (CH) and patient-uncontrollable parameters (CRHs, such as cortisol and adrenaline). Thus, consumption of any regular diet in an individual can induce severe hyperglycemia due to the added effect of glucose production from the liver as a result of the
CRH effect [55]. For this reason, the patient is expected to reduce the amount of carbohydrate intake to a certain extent to optimally manage the hyperglycemia crises and at the same time avoiding any critical hypoglycemia incidences (for more information, see Multimedia Appendix 1). By the same token, blood glucose levels can be lowered to euglycemia by the patient-controllable parameters (insulin [IN] and physical activity session or exercise load [PA]). However, due to the change in insulin sensitivity, the action of insulin is reduced (φ is affected by infection incidence), and the patient is expected to deliver more insulin injections to counterbalance the effect of insulin resistance [57]. According to our results, all these scenarios are reflected in the individual’s blood glucose dynamic infected with flu (influenza), where a dynamic shift occurred from the usual operating point of the blood glucose dynamics. There are elevated blood glucose levels, despite injecting a higher amount of insulin and consuming less carbohydrate than the regular or normal days. These characteristics are clearly demonstrated on the shift incurred on the individual’s insulin-to-carbohydrate ratio as compared with the regular or normal days. Therefore, blood glucose, amount of injected insulin, diet intake, and insulin-to-carbohydrate ratio and other supporting physiological parameters such as body temperature and blood pressure can be exploited to develop a personalized health model for detecting infection incidence among people with type 1 diabetes. Given the similarity, this result can also be translated to other types of diabetes, such as people with type 2 diabetes. It is worth mentioning that apart from infection incidence, other factors such as emotional stress could also result in similar variable episodes of elevated blood glucose levels [17]. This can obviously impact the detection performance of the model. However, our results based on yearlong patients’ data demonstrated that the use of carbohydrate consumption, insulin injections, and insulin-to-carbohydrate ratio along with the blood glucose could solve this confounding nature. Moreover, acute emotional stress, other than the chronic ones, might have less influence on one’s meal appetite compared with infection incidence to skew the insulin-to-carbohydrate ratio [17].

Relevance of the Data
The informational values of the data, availability of the data, and cost of the data are the 3 key metrics necessary to evaluate the relevance of new surveillance data for a digital infectious disease detection system [58]. The informational value of the data assesses how informative the data are to facilitate the detection or characterization of infectious disease outbreaks. In this regard, the surveillance data must clearly indicate the absence or presence of infections either on an individual or population level or both in a timely manner. Furthermore, the rate of false alarms derived from the data is an important factor that dictates the acceptability of the surveillance data, which is in turn governed by the signal-to-noise ratio defining the signal’s strength depicting the infection period as compared to the regular or normal period (baseline data) [58]. In this regard, our results demonstrated that the infection-induced signal exhibits high discriminative power from the baseline (normal or regular) patterns. The availability of surveillance data is another crucial indicator for screening potential types of data, which needs to be addressed [58]. In this regard, given the widespread and ubiquitous nature of mobile apps, and different sensors, people with type 1 diabetes collect far more data than ever. For example, many people with type 1 diabetes use continuous glucose monitors and insulin pumps, which are predicted to grow further in terms of both quality and quantity of data in the coming years. The most crucial challenge in this direction includes issues related to security, privacy, and confidentiality of user data if there is a necessity to collect user data into a central server than deploying the detection algorithm on the user’s own mobile device. The cost of data delineates the associated cost in relation to acquiring the data in question, including the cost incurred for realizing the data collection system [58]. In this regard, the individual’s self-recorded data are solely collected for their own use and used as a secondary source of information for disease surveillance purposes. Providing tailored and valuable feedback to the individual patient might further motivate them to participate on a large scale (for further details, see the section Ethical and Motivational Challenges).

Framework of a Personalized Digital Infectious Disease Detection System
Epidemiology encompasses activities directed toward early detections, verification, and assessment of potential public health threats to notify and recommend necessary measures for the concerned bodies regarding the ongoing situation [56]. Early detection systems such as Google Flu Trends and other existing systems have certain limitations because they do not have the mechanisms to identify or track individual cases through diagnosis or screening based on a personalized health model. This limitation has a major impact and certainly introduces bias in disease outbreak prediction. Currently, a personalized health model, which resembles the way clinicians and epidemiologists classify an individual as normal, suspected, or confirmed case, for screening and case detection doesn’t exist [58]. Having a personalized health model can provide information for both individual health-related decision support purposes and at the same time can be used for tracking infectious disease outbreaks among the public. The results of this study demonstrated that commencement of infection in people with type 1 diabetes significantly alters the individual blood glucose dynamics, and such a change can potentially be detected through modeling of the individual blood glucose dynamics. Moreover, incorporating various physiological parameters, for example, heart rate and body temperature, to a personalized health model will further enable the capture of infection incidence as early as possible, that is, incubation period. Therefore, the development of a personalized health model–based digital infectious disease detection system is vital for the success of next-generation public health surveillance systems. The data sources and signal exploited, outbreak detection algorithms employed, clustering approaches, and visualization techniques used to play a central role in any digital infectious disease detection systems by determining its accuracy (sensitivity) and timeliness (lead time) [56]. On the basis of the kind of data sources and signals exploited, infectious disease surveillance systems can be generally grouped into an indicator-based and event-based system [56,59,60]. Event-based systems mainly rely on
unstructured data collected through formal or informal sources and is characterized by quick detection, reporting, and assessments of public health events, including clusters of disease [56,60]. On the other hand, indicator-based systems mainly use structured data, which are collected following a standard case definition and is characterized by routine reporting of disease cases [56,60]. The proposed system [26,61], as shown in Figure 14, is categorized under event-based digital infectious disease detection systems, where the events are grouped under microevents and macroevents [56]. Under the umbrella of these events and the proposed system in general, a framework of several components such as infection detection algorithms (how to develop an algorithm to detect infection incidence at the individual level); clustering algorithms (how to group the infected individuals to form a cluster); visualization techniques (how to report and display the detected outbreak incidence) and further ethical and motivation challenges are briefly discussed below.

Figure 14. The Proposed System Architecture.

Microevent: Individual-Level Detection of Infection Incidence

The detection of microevents as the name suggests is carried out at an individual level by tracking the individual’s diabetes profile including blood glucose levels, amount of insulin injections, carbohydrate consumption, physical activity or exercise sessions, and others. The presence of elevated blood glucose levels despite injecting higher amounts of insulin and consumption of less carbohydrates is regarded as a marker of an event of infection incidence and hence can be defined as a microevent for the event-based digital infectious disease detection system. Detecting the incidence of these kinds of deviation from the usual norm of blood glucose dynamics requires a proper personalized health model, which can learn from past history of the patient and judge whether the information conforms with the usual trend. Hence, the proposed personalized health model for detecting these types of microevents incorporates 3 components: a data source, personalized infection detection algorithm, and alarm management module, as shown in Figure 15. As can be seen from the figure, the personalized infection detection algorithm can be modeled using either a prediction model–based approach or a novelty or anomaly detection–based approach.
**Figure 15.** The proposed personalized infection detection algorithms for detecting microevents (incidences of infections) in people with type 1 diabetes. These approaches are alternative means of achieving the same objective, which is detecting infection incidences.

### Data Sources and Input
The patient unit is a mobile health app, as shown in Figure 14, which integrates data from different sensors and wearables that record key diabetes parameters, such as blood glucose levels, insulin dosage, diet, physical activity, and other optional physiological parameters including body temperature, heart rate, blood pressure, and others [26,61]. The app is also expected to record the geographical location of the individual along with the time of data registration. For example, one way of estimating user location can be carried out based on global positioning system (GPS) information from the mobile phone during data registration [61]. The geographical location of the user can be the geographical coordinates of longitude and latitude [62], postal code address [63], or any local reference coordinates.

### Personalized Infection Detection Algorithm
Detection of microevents can be carried out using individual self-recorded historical data based on a personalized health model, that is, either a prediction model [64,65] or novelty detection algorithms [66-68], as shown in Figure 15. The prediction model–based algorithm requires learning the individual blood glucose dynamics for accurate prediction, and for the purpose of detecting the microevents, it can be implemented as either a residual-based [69-72] or a conformal prediction–based approach [73-80]. In a similar fashion, novelty detection–based algorithms can be other alternatives for detecting novel microevents relying on either supervised, semisupervised, and unsupervised approaches [4,66,67,81]. Different categories of novelty detection approaches could be exploited for detecting infection-induced deviations in blood glucose dynamics, including approaches based on statistical techniques [68], prediction, density [82-85], distance [67,86], classification or domain [4,62,63,87-92], clustering [62,93], and ensemble [67,68,80-82,85,86,92-95].

### Alarm Management (Decision Making)
The alarm management module accepts the score computed by the personalized infection detection algorithm as input and evaluates the degree of severity of the infection incidence. The severity is evaluated based on the degree of abnormalities of the anomalies score, and a label could be assigned to the individual patient status as normal (0), suspicious (−1), and infected (1). For example, a rule-based fuzzy logic with membership functions of infected, normal, and suspicious can be used to assign the label indicating the severity of the infection incidence using the anomaly score. The output from the alarm management will be directly fed to the cluster detection analysis, which is used to detect a group of patients based on geography (space) and time so as to reveal if there is any ongoing infectious disease outbreak.

### Macroevents: Population-Level Infectious Disease Outbreak Detection
**Cluster Detection Mechanism**
Cluster detection is defined as the process of identifying a group of infected individuals with similar spatial, temporal, or spatio-temporal attributes [96]. A spatial cluster analysis only considers a patient’s geographical location, and a temporal cluster analysis considers only the time aspect of the events. However, a spatio-temporal cluster analysis is conducted to look for aberrant patterns and detect a cluster of infected people within a specified geographical region and predefined timeframe [96,97]. The analysis of space time clusters is carried out based on a couple of steps: geocoding and identification, which transforms the patient address into meaningful coordinates and
detecting the clusters based on the transformed location and time. A space time cluster analysis is the most favored approach when it comes to early detection of an infectious disease outbreak. A space time cluster analysis can be designed by performing a spatial analysis first and then superimposing the temporal aspect [97]. Regarding the proposed system, the input to the space time cluster detection analysis consists of the individual patient status from alarm management, user location, and time of data registration [26]. The status of the individual patient at any time can be normal (0), infected (1), or suspicious (−1), which comes from alarm management. The user’s geographical location can be geographical coordinates of longitude and latitude [98], postal code address [99], or any local reference coordinates. Estimation of user location can be carried out using GPS information from the user’s mobile phone, which can be accessed during each data registration. The time aspects depend on the requirement of detection frequency and can be set to either an hourly or daily window. One optimal approach could be tracking the individual during each hour of the day for any statistically significant deviations and performing a concluding analysis at the end of each day based on the daily analysis. Various algorithms have been implemented in the literature, including the density-based clustering algorithm, Bayesian spatial scan statistics, K-NN with Havèrsian distance (K-nearness), cumulative summation, space time scan statistics, space time permutation scan statistic, and space scan statistics [96,97,100], which can be further tested and adopted. The most important challenge is the sparsity of the data set considering the small proportion of people with type 1 diabetes that can be under surveillance over a large region. Therefore, it is necessary to adopt these cluster detection techniques to overcome data sparsity and produce acceptable detection accuracy. In the proposed system, the detected clusters, if there is any, can be displayed and viewed based on real-time and interactive data visualization tools.

Data Visualization

Data visualization is a mechanism by which detected clusters of disease outbreaks, if there is any, are presented to the responsible bodies for quicker public health actions and responses. Generally, such a visualization tool could report outbreaks of epidemic cases for investigation and follow-up, and it could also report the duration of the epidemic (timing), degree of severity of the epidemic, and the region under threat. In the literature, there are various implemented visualization tools and visual displays with regard to disease outbreak detection systems, including ArcGIS, Google map API, Twilio, OpenStreetMap, and JFreeChart, and display mechanisms such as maps, time series, graphs, and color indicators [96]. These visualization tools and display mechanisms can be further tested and adopted in the proposed system. The real-time health status of an individual from the ongoing tracking could be accessible to the end user and can be displayed in a stand-alone software app based on smartphones, tablets, and computers or a dedicated website [26]. Generally, both the data providers (participants) and the general population could benefit from the system in the sense that they can take actions needed to avoid being infected. Moreover, the individual patient could also receive analysis and feedback from the system to learn the situation, such as the degree and severity of deviation of different parameters, including blood glucose, insulin, diet, and insulin-to-carbohydrate ratio, along with their trend as compared with the noninfection period.

Ethical and Motivational Challenges

The implementation of a digital infectious disease detection system based on self-recorded data poses serious challenges that require special attention, such as user privacy and security, data confidentiality, user acceptance, and motivations [26,101], especially during data collection, transmission, and data storage [102,103]. Personal health–related data are sensitive, and the data collection, transmission, and data storage procedure need to follow the standards and regulations provided by the major governing bodies, such as General Data Protection Regulation (GDPR) and Health Insurance Portability and Accountability Act (HIPAA) [104,105]. This includes privacy-preserving mechanisms such as pseudonymization and anonymization to meet the necessary data compliance requirement along with user informed consent [102,103]. According to GDPR, the deidentification procedure is one of the recommended anonymization standards to preserve data confidentiality [104,105]. Moreover, from the technology perspective, it is necessary to look for a robust mechanism to ensure that user privacy and security are respected during data collection, transmission, and storage, as this is highly critical for successful acceptance of the proposed system [26,106]. One such alternative is to look for the possibility of deploying the infection detection algorithm (app logic) on the user (client) mobile device terminal to avoid transmission of patient data to a central server, where only the timely computed infection status of the patient will be sent to the central server for further cluster detection processing. However, this choice requires further feasibility studies to determine the cost, especially in terms of power constraints related to the mobile device terminal, since the detection algorithms need to continuously run in the background to compute the individual’s infection status, at the most each hour of the day [26]. In addition, users might also lack willingness to adopt a new technology or system for various reasons ranging from lack of trust, lack of motivation, lack of perceived usefulness, and ease of use [26,101]. However, these challenges can be mitigated by properly buying user trust by developing state-of-the-art technology for preserving privacy, security, and confidentiality of the user and addressing factors that enhance user motivation, including usability knowledge, simplicity and ease of use, reduced time and frequency of interaction with the system, incentives, and others [101].

Conclusions

The relationship between infection incidents and elevated blood glucose levels has been known for a long time. People with type 1 diabetes often experience prolonged episodes of elevated blood glucose levels as a result of infection incidence. Despite the fact that patients increasingly gather data about themselves, there are no solid findings on how to use such self-recorded data as a secondary source of information for other purposes, such as self-management–related decision support during infection incidence and digital infectious disease detection systems. We presented the effect of infection incidence on key
parameters of the blood glucose dynamics along with the necessary framework to exploit the information for realizing a digital infectious disease detection system and further shed light on the possibility of assisting individuals during infection-related blood glucose management crises. The results demonstrated that despite tight blood glucose control, blood glucose level is still elevated during infection incidence. The analysis shows that infection incidences have a significant impact on blood glucose dynamics as compared with the other patient-uncontrollable factors. All of these findings indicate that blood glucose levels were elevated despite a higher amount of insulin injection and reduced carbohydrate consumption, which are quite significant changes that could possibly be detected through personalized modeling that spans from prediction models to anomaly detection algorithms. However, further large-scale studies are required to strengthen the findings. Moreover, future research should investigate the possibility of improving detection time and disease characterization. Early detection, that is, during the incubation period, is a critical component of any outbreak detection system and therefore needs to be improved by analyzing how various features of CGM can be used in context with other parameters, such as diet, insulin, and physical activity data. For instance, different individuals with type 1 diabetes often reported the experiences of an elevated episode of blood glucose levels before the onset of the first symptoms. Disease characterization involves determining the type and nature of pathogens that cause the infection, which is an important component of outbreak reporting. The extent and degree of the impact of infection incidence on blood glucose dynamics are highly correlated with the disease pathogens involved. In this regard, carefully analyzing a large-scale self-recorded data set containing several infection incidences (different pathogens) could characterize them based on their effect on blood glucose dynamics. Generally, we foresee that these findings can benefit the efforts toward building next-generation digital infectious disease surveillance systems and provoke further thoughts in this challenging field.
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Abstract

Background: Semisupervised and unsupervised anomaly detection methods have been widely used in various applications to detect anomalous objects from a given data set. Specifically, these methods are popular in the medical domain because of their suitability for applications where there is a lack of a sufficient data set for the other classes. Infection incidence often brings prolonged hyperglycemia and frequent insulin injections in people with type 1 diabetes, which are significant anomalies. Despite these potentials, there have been very few studies that focused on detecting infection incidences in individuals with type 1 diabetes using a dedicated personalized health model.

Objective: This study aims to develop a personalized health model that can automatically detect the incidence of infection in people with type 1 diabetes using blood glucose levels and insulin-to-carbohydrate ratio as input variables. The model is expected to detect deviations from the norm because of infection incidences considering elevated blood glucose levels coupled with unusual changes in the insulin-to-carbohydrate ratio.

Methods: Three groups of one-class classifiers were trained on target data sets (regular days) and tested on a data set containing both the target and the nontarget (infection days). For comparison, two unsupervised models were also tested. The data set consists of high-precision self-recorded data collected from three real subjects with type 1 diabetes incorporating blood glucose, insulin, diet, and events of infection. The models were evaluated on two groups of data: raw and filtered data and compared based on their performance, computational time, and number of samples required.

Results: The one-class classifiers achieved excellent performance. In comparison, the unsupervised models suffered from performance degradation mainly because of the atypical nature of the data. Among the one-class classifiers, the boundary and domain-based method produced a better description of the data. Regarding the computational time, nearest neighbor, support vector data description, and self-organizing map took considerable training time, which typically increased as the sample size increased, and only local outlier factor and connectivity-based outlier factor took considerable testing time.

Conclusions: We demonstrated the applicability of one-class classifiers and unsupervised models for the detection of infection incidence in people with type 1 diabetes. In this patient group, detecting infection can provide an opportunity to devise tailored services and also to detect potential public health threats. The proposed approaches achieved excellent performance; in particular, the boundary and domain-based method performed better. Among the respective groups, particular models such as one-class
support vector machine, K-nearest neighbor, and K-means achieved excellent performance in all the sample sizes and infection cases. Overall, we foresee that the results could encourage researchers to examine beyond the presented features into other additional features of the self-recorded data, for example, continuous glucose monitoring features and physical activity data, on a large scale.

*(J Med Internet Res 2020;22(8):e18912) doi:10.2196/18912*
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**Introduction**

Anomaly or novelty detection problem involves identifying the anomalous or novel instances, which exhibit different characteristics, from the rest of the data set and has been widely used in various applications including machine fault and sensor failure detection, prevention of credit card or identity fraud, health and medical diagnostics and monitoring, cyber-intrusion detection, and others [1-7]. The term anomaly was precisely coined by Hawkins [8] as “observations that deviate much from the other observations so as to arouse suspicions that it could be generated by a different process.” Anomalousness is usually described as point, contextual, and collective, depending on how the degree of anomaly is computed [1,7,9]. On the basis of the necessity of having labeled data instances for the respective class, the anomaly detection problem can be approached as supervised, semisupervised, and unsupervised [3,7,9-11]. Supervised anomaly detection, for example, multiclass classification, requires labeled data instances for both the target and the nontarget (anomaly) classes. This characteristic makes it impractical for tasks where there is difficulty in either finding enough samples for the anomaly class, that is, poorly sampled and unbalanced data, or demarcating boundaries of the anomaly class [7,10,12]. Moreover, anomalies could also evolve over time, and what is known today might not be valid through time, making the characterization of anomalies class more challenging. In this case, semisupervised anomaly detection, that is, one-class classification, is preferred given that it only requires characterizing what is believed to be normal (target data instances) to detect the abnormal (nontarget data instances) [7]. Under certain circumstances, for example, medical domain, obtaining and demarcating the anomalous (nontarget) data instances can become very difficult, expensive, and time consuming, if not impossible [7,13]. For instance, assume a health diagnostic and monitoring system that detects health changes in an individual by tracking the individual’s physiological parameters, where the current health status is examined based on a set of parameters, and raises a notification alarm when the individual health deteriorates [12]. In such a system, it becomes feasible to rely on a method that can be trained using only the regular or normal day measurements (target days) so as to detect deviation from normality [12,14]. This is because demarcating the exact boundaries between normal and abnormal health conditions is very challenging given that each pathogen has a different effect on the individual physiology. The one-class classifiers—based anomaly detection methods can be roughly grouped into 3 main groups: boundary and domain-based, density-based, and reconstruction-based methods based on how their internal function is defined and the approach used for minimization [3,10,12,13,15,16]. These models take into account different characteristics of the data set, and depending on the data set under consideration, these models could achieve different generalization performance, overfitting, and bias [12]. Unlike supervised and semisupervised anomaly detection methods, unsupervised methods do not require labeled instances to detect the anomaly (nontarget) instances because they rely on the entire data set to determine the anomalies and can be another possible alternative to semisupervised anomaly detection methods [7,10,12]. One of the drawbacks of unsupervised methods is that they require significant amount of data to achieve comparable performance. Both semisupervised and unsupervised methods have been used in various applications to detect anomalous instances [1,7,10,16]. In particular, these methods have been popular in the medical domain owing to their suitability for such applications, where there is lack of a sufficient data set for the other classes [13]. Accordingly, considering the difficulty and expense of obtaining enough sample data sets for the infection days from people with type 1 diabetes, a one-class classifier and unsupervised models are proposed for detecting infection incidence in people with type 1 diabetes.

Type 1 diabetes, also known as insulin-dependent diabetes, is a chronic disease of blood glucose regulation (hemostasis), and is caused by the lack of insulin secretion from pancreatic cells [17,18]. In people with type 1 diabetes, the incidence of infection often results in hyperglycemia and frequent insulin injection [19-26]. Infection-induced anomalies are characterized by violation of the norm of blood glucose dynamics, where blood glucose remains elevated despite taking a higher amount of insulin injection with less carbohydrate consumption [19]. Despite these potentials, there have been very few studies that focused on detecting infection incidence in individuals with type 1 diabetes using a dedicated personalized health model. Therefore, the objective of this study was to develop an algorithm, that is, a personalized health model that can automatically detect the incidence of infection in people with type 1 diabetes using blood glucose levels and insulin-to-carbohydrate ratio as input variables. For this, a one-class classifier and unsupervised models are proposed. The model is expected to detect any deviations from the norm because of infection incidences considering elevated blood glucose level (hyperglycemia incidences) coupled with unusual changes in the insulin-to-carbohydrate ratio, that is, frequent insulin injections and unusual reduction in the amount of carbohydrate intake [19]. Three groups of one-class classifiers
and two unsupervised density-based models were explored. A detailed theoretical description of the proposed models is given in Multimedia Appendix 1 [1,7-16,27-37]. The anomaly detection problem studied in this paper can be regarded as a contextual anomaly, where the ratio of insulin-to-carbohydrate is the context and the average blood glucose level is the behavioral attribute. This is mainly because of the fact that elevated blood glucose levels do not always signify being anomalies without looking at the context of the ratio of insulin-to-carbohydrate in this case. Throughout the paper, the term object is used to describe a feature vector incorporating the number of parameters under consideration. For example, an object X can define a specific event of an individual blood glucose dynamics at a specified time index k and is represented by a feature vector \( X_k = (x_{k,1}, x_{k,2}) \), where \( x_{k,1} \) represents the ratio of total insulin-to-total carbohydrate and \( x_{k,2} \) represents the average blood glucose level in a specific time-bin (interval) around k.

**Methods**

A group of one-class classifiers and unsupervised models were tested and compared. The one-class classifier incorporates 3 groups: boundary and domain-based, density-based, and reconstruction-based methods. The boundary and domain-based method contains support vector data description (SVDD) [27], one-class support vector machine (V-SVM) [28], incremental support vector machine [29], nearest neighbor (NN) [12], and minimum spanning tree (MST) [15]. Density-based method includes normal Gaussian [32], minimum covariance Gaussian [38], mixture of Gaussian (MOG) [32], Parzen [39], naïve Parzen [32], K-nearest neighbor (KNN) [12,30], and local outlier factor (LOF) [31]. The reconstruction-based method includes principal component analysis (PCA) [12,32], K-means [32], self-organizing maps (SOM) [12,32], and auto-encoder networks [12]. In addition, the unsupervised models were also tested, including the LOF [31,33] and the connectivity-based outlier factor (COF) [33,34]. The input variables, average blood glucose levels and ratio of total insulin (bolus) to total carbohydrate, used in training and testing of the models were selected in accordance with the description provided by Woldaregay et al [19], and the ratio was calculated by dividing the total insulin with the total carbohydrate within a specified time-bin. The data set consists of high-precision self-recorded data collected from 3 real subjects (2 males and 1 female; average age 34 [SD 13.2] years) with type 1 diabetes. It incorporates blood glucose levels, insulin, carbohydrate information, and self-reported infections cases of influenza (flu) and, mild and light common cold without fever, as shown in Table 1. Exemplar data depicting the model’s input features for 2 specific patient years with and without infection are shown in Figures 1-4, and a more detailed description of the input features for 10-patient years with and without infection incidences can be found in Multimedia Appendix 2 [12,19]. The data were resampled and imputed in accordance with the description provided by Woldaregay et al [19], and the preprocessed data were smoothed using a moving average filter of 2 days’ (48 hours) window size to remove short-term and small-scale features [19,40,41]. Feature scaling was carried out using min-max scaling [42] to normalize the data between 0 and 1, which is important to ensure that larger parameters do not dominate the smaller ones. The data sets are labeled as target and nontarget data sets, where the target data sets include all the self-recorded normal period of the year and the nontarget data set includes only the self-reported infection periods when the individual was sick. Accordingly, the one-class classifiers were trained using only the target data sets containing the regular or normal period of the year and tested using both the target and the nontarget (infection period) data sets. For the unsupervised models, all the data sets containing both the target and the nontarget data sets were presented during testing. The hyperparameters of most of the one-class classifiers were optimized using a consistency approach [43]. Models such as naïve Parzen and Parzen were optimized using the leave-one-out method. For MST, the entire MST was used. For PCA, the fraction of variance retained from the training data set was set to be 0.67. The models were evaluated based on different characteristics including data nature (with and without filter), data granularity (hourly and daily), data sample size, and required computational time. All the experiments were conducted using MATLAB 2018b (Mathworks, Inc). Most of the models were implemented using ddtools, prtools, and anomaly detection toolbox, which are MATLAB toolboxes [32,33,35].
Table 1. Equipments used in the self-management of diabetes.

<table>
<thead>
<tr>
<th>Patients</th>
<th>Self-management</th>
<th>Insulin administration</th>
<th>Diet</th>
<th>Body weight (kg)</th>
<th>HbA$_1c$ (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject 1</td>
<td>Finger pricks recorded in the Diabetes Diary mobile app and Dexcom CGM$^c$</td>
<td>Insulin Pen (multiple bolus and 1-time basal in the morning) recorded in the Diabetes Diary mobile app</td>
<td>Carbohydrate in grams recorded in the Diabetes Diary mobile app; level 3 (advanced carb counting)</td>
<td>83</td>
<td>6.0</td>
</tr>
<tr>
<td>Subject 2</td>
<td>Finger pricks recorded in the Spike mobile app and Dexcom G4 CGM$^c$</td>
<td>Insulin Pen (multiple bolus [Humalog] and 1-time basal [Toujeo] before bed) recorded in the Spike mobile app</td>
<td>Carbohydrate in grams recorded in the Spike mobile app; level 3 (advanced carb counting)</td>
<td>77</td>
<td>7.3</td>
</tr>
<tr>
<td>Subject 3</td>
<td>Enlite (Medtronic) CGM$^c$ and Dexcom G4</td>
<td>Medtronic MinMed G640 insulin pump (basal rates profile [Fiasp] and multiple bolus [Fiasp])</td>
<td>Carbohydrate in grams recorded in pump information; level 3 (advanced carb counting)</td>
<td>70</td>
<td>6.2</td>
</tr>
</tbody>
</table>

$^a$BG: blood glucose.

$^b$HbA$_1c$: hemoglobin A$_1c$.

$^c$CGM: continuous glucose monitoring.

Figure 1. Daily scatter plot of average blood glucose levels versus total insulin (bolus) to total carbohydrate ratio for a specific regular or normal patient year without any infection incidences.
Figure 2. Hourly scatter plot of average blood glucose levels versus total insulin (bolus) to total carbohydrate ratio for a specific regular or normal patient year without any infection incidences.

Figure 3. Daily scatter plot of average blood glucose levels versus total insulin (bolus) to total carbohydrate ratio for a specific patient year with an infection incidence (flu).
Figure 4. Hourly scatter plot of average blood glucose levels versus total insulin (bolus) to total carbohydrate ratio for a specific patient year with an infection incidence (flu).

Model Evaluation

The performance of the one-class classifiers was evaluated using 20 times 5-fold stratified cross-validation. For both daily and hourly cases, the user-specified outlier fraction threshold $\beta$ was set to 0.01 such that 1% of the training target data are allowed to be classified as outlier or get rejected [12]. Class imbalance was mitigated by oversampling of the nontarget data sets through random sampling [44]. Performance was measured using the area under the receiver operating characteristic (ROC) curve (AUC), specificity, and F1-score [45-48]. The AUC, specificity, and F1-score were reported as the average (SD) of twenty times five-fold stratified cross-validation rounds. AUC is the result of integration (summation) of the ROC curve over a range of possible classification thresholds [49]. It is regarded as robust (insensitive) when it comes to the presence of data imbalance; however, it is impractical for real-world implementation because it is independent of a single threshold [48]. Specificity measures the ratio of correctly classified negative samples from the total number of available negative samples [50]. Thus, it depicts the proportion of infection days (nontarget samples) that are correctly classified as such to the total number of infection days (period). It is only used to examine how the model performs in regard to the nontarget class (infection days). F1-score is the harmonic mean of precision and recall, where the value ranges from 0 to 1, and high F1 scores depict high classification performance [45]. F1-score is considered appropriate when evaluating model performance with regard to one target class and in the presence of unbalanced data sets [10,46-48]. The models were further compared based on various criteria, which can contribute to the implementation of the models in real-world settings, including computation time, sample size, number of user-defined parameters, and sensitivity to outliers in the training data sets:

- Computation time: this characteristic defines the amount of time taken to train and test the model. Regarding personal use, response time is crucial for acceptance of the services by a wide range of users. Furthermore, with regard to the outbreak detection settings, this is an important parameter given that a system that uses data from many participants needs to have an acceptable response time. However, in real-world applications, the training phase can be performed in an offline mode, which makes the testing response time very crucial.
- Sample size: this characteristic specifies the minimum amount of training data required to generate an acceptable performance. This is an important factor given that the system relies on self-recorded data; it is difficult to accumulate a large set of data for an individual initially.
- Number of user-defined parameters: this characteristic defines the complexity of the model. It is simpler and less data are required to estimate a model with fewer parameters. This is an important factor because it is easier for an individual to implement the simple model compared with the complex model.
- Sensitivity to outliers in the training data sets: this characteristic defines how the model estimation is affected by outliers in the training set. This is a crucial characteristic because the model training depends on self-reported data, which are highly dependent on the accuracy of the user data registration. It is possible that the user might forget to report some infection incidence and hence might be considered as target data sets and be used as a training data set. Furthermore, errors incurred during manual registration of data can also affect model generalization.

Data Collection and Ethical Declaration

The study protocol has been submitted to the Norwegian Regional Committees for Medical Health Research Ethics Northern Norway for evaluation and was found exempted from regional ethics review because it is outside the scope of medical research (reference number: 108435). Written consent was obtained, and the participants donated the data sets. All data from the participants were anonymized.
Results

The models were evaluated based on two different versions of the same data set: raw and filtered. The input variables to the models were the average blood glucose levels and the ratio of total insulin (bolus)-to-total carbohydrate. The necessary computational time for both training and testing of the models was also estimated. A comparison of the classifiers was carried out taking into account their performance, necessary sample size for producing acceptable performance, and computational time. These models were further compared based on their theoretical guarantee provided for robustness to outliers in the target data set and based on their complexity. In addition, these classifiers were compared with the unsupervised version of some selected models.

Model Evaluation

Model training and evaluations were carried out on an individual basis taking into account different characteristics of the data, specified time window or resolution (hourly and daily), and nature of the data (raw data and its smoothed version). For daily evaluation, we compared the performance of the models on raw data and its smoothed version with a 2-day moving average filter. For hourly evaluation, we compared the performance of the model on a smoothed version of the data set. The purpose of the comparison was to study the performance gain achieved by removing short-time noises from the data set through smoothing. The average and SD of AUC, specificity, and F1-score are computed and reported for each model. The top performing models from each category are highlighted in italics within each tables.

Semisupervised Models

The regular or normal days were labeled as the target class data set and the infection period as the nontarget class data set. Three groups of one-class classifiers were trained on the target class and tested on a data set containing both the target and the nontarget classes. In addition to the data characteristics stated above, resolution and data nature, the one-class classifier performance was also assessed taking into account the required sample object size to produce acceptable data description. In this direction, we consider four groups of sample size: 1 month, 2 months, 3 months, and 4 months data sets. In the model evaluation, the data set containing the infection period was presented during testing. The evaluation was carried out based on 20 times 5-fold stratified cross-validation. The performance of the model was reported as the average and SD of AUC, specificity, and F1-score of the rounds. A score plot of each model for both the hourly and the daily scenarios using the smoothed version of the data can be found in Multimedia Appendix 3, where the models were trained on random 120 regular or normal days of the patient year and tested over the whole year.

Daily

As can be seen in Tables 2 and 3 below (see also Multimedia Appendix 4), the performance of the models generally improves as the size of the sample increases. The models performed well with respect to the raw data sets; however, the performance significantly improved with the smoothed version of the data. The results indicate that the sample size greatly affects the model performance and that there is a larger variation in performance when the training data set is small. Generally, it can be seen that the models generalize well with the 3-month data set (90 sample objects) and further improve after 3 months. In general, on average, with both the raw and smoothed data sets, the boundary and domain-based method performed better with a small sample size. As the sample size increased, all the three groups produced comparable descriptions of the data. From each respective category, models such as V-SVM, K-NN, and K-means performed well across all the sample sizes.

First Case of Infection (Flu)

The boundary and domain-based method achieved a better description of the data with a small sample size when compared with the other two groups. However, as the sample size increased, all the three groups achieved relatively comparable descriptions of the data. Specific models such as V-SVM, K-NN, and K-means performed better from their respective group. Regarding the raw data, as seen in Table 2, all the models failed to generalize from the 1-month data set as compared with the large sample objects, that is, 3 months, which was expected:

1. From the boundary and domain-based method, V-SVM performed better in all the sample sizes and achieved comparable performance even with 60 objects and improved significantly afterward. SVDD produced a comparable description with higher sample sizes, that is, 3 months and later.
2. From the density-based method, K-NN performed better in all the sample sizes and achieved better performance even with 60 objects. Naïve Parzen produced comparable performance with higher sample sizes, that is, 3 months and later.
3. From the reconstruction-based method, K-means achieved better performance for all sample sizes.

Smoothing the data, as shown in Table 3, improved the model performance even with 30 sample objects:

1. From the boundary and domain-based method, V-SVM achieved better performance in all sample sizes.
2. From the density-based method, K-NN achieved better performance for all sample sizes, minimum covariance determinant (MCD) Gaussian produced a comparable description with 30 and 60 sample objects, and naïve Parzen achieved comparable description of the data with 4-month sample objects.
3. Regarding the reconstruction-based method, PCA achieved good performance with 30 and 60 sample objects, whereas K-means performed better with larger sample objects.
Table 2. Average (SD) of area under the receiver operating characteristic curve, specificity, F1-score for the raw data set (without smoothing), and different sample size. Fraction=0.01.

<table>
<thead>
<tr>
<th>Models</th>
<th>1 month</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC,</td>
<td>Specific-</td>
<td>F1,</td>
<td>AUC,</td>
<td>Specific-</td>
<td>F1,</td>
<td>AUC,</td>
<td>Specific-</td>
<td>F1,</td>
<td>AUC,</td>
<td>Specific-</td>
</tr>
<tr>
<td></td>
<td>mean</td>
<td>ity, mean</td>
<td>mean (SD)</td>
<td>mean (SD)</td>
<td>ity, mean</td>
<td>mean (SD)</td>
<td>mean (SD)</td>
<td>ity, mean</td>
<td>mean (SD)</td>
<td>mean (SD)</td>
<td>ity, mean</td>
</tr>
<tr>
<td>Boundary and domain–based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVDD</td>
<td>90.7(8.8)</td>
<td>71.7(7.7)</td>
<td>93.4(6.2)</td>
<td>81.7(5.0)</td>
<td>88.4(8.1)</td>
<td>96.4(2.9)</td>
<td>87.8(3.3)</td>
<td>91.3 (6.0)</td>
<td>94.6 (3.7)</td>
<td>81.7 (5.0)</td>
<td>90.0 (4.6)</td>
</tr>
<tr>
<td>IncSVDD</td>
<td>90.4(8.9)</td>
<td>66.7(7.5)</td>
<td>92.7(4.9)</td>
<td>67.7(7.5)</td>
<td>84.4 (3.2)</td>
<td>95.8(2.0)</td>
<td>70.0 (7.1)</td>
<td>85.4 (1.2)</td>
<td>93.7 (3.6)</td>
<td>55 (10.7)</td>
<td>81.0 (2.7)</td>
</tr>
<tr>
<td>V-SVM</td>
<td>93.1(6.0)</td>
<td>63(10.6)</td>
<td>78.9(6.2)</td>
<td>81.9(4.7)</td>
<td>90.7 (3.4)</td>
<td>97.9 (1.5)</td>
<td>88.9 (0.0)</td>
<td>94.1 (2.0)</td>
<td>96.2 (3.0)</td>
<td>83.3 (0.0)</td>
<td>91.7 (1.4)</td>
</tr>
<tr>
<td>NN</td>
<td>74.2(9.3)</td>
<td>38.3(7.7)</td>
<td>61.0 (4.7)</td>
<td>89.5(9.3)</td>
<td>20.0(6.7)</td>
<td>70.0(4.6)</td>
<td>90.1(6.6)</td>
<td>11.1(3.8)</td>
<td>92.3 (3.3)</td>
<td>33.3 (0.0)</td>
<td>75.1 (0.4)</td>
</tr>
<tr>
<td>MST</td>
<td>89.4(8.1)</td>
<td>50.0(0.0)</td>
<td>62.7(6.6)</td>
<td>95.4(5.6)</td>
<td>61.7(7.7)</td>
<td>82.3 (5.9)</td>
<td>96.6(2.7)</td>
<td>68.4(5.9)</td>
<td>83.6(4.7)</td>
<td>94.1(2.8)</td>
<td>55.0(7.7)</td>
</tr>
<tr>
<td>Density-based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>90.6(7.1)</td>
<td>60.0(8.2)</td>
<td>68.8(8.4)</td>
<td>95.4(4.6)</td>
<td>70.0(6.7)</td>
<td>85.3(4.6)</td>
<td>97.3(2.5)</td>
<td>80.0(4.5)</td>
<td>89.2(3.3)</td>
<td>95.5(3.2)</td>
<td>67.0(6.0)</td>
</tr>
<tr>
<td>MOG</td>
<td>88.1(9.9)</td>
<td>80.1(17.3)</td>
<td>67.8(16.4)</td>
<td>93.1(7.1)</td>
<td>75.8(14.8)</td>
<td>82.5(10.1)</td>
<td>95.6(3.4)</td>
<td>82.0(7.5)</td>
<td>86.0(6.7)</td>
<td>93.7(3.9)</td>
<td>68.7(11.6)</td>
</tr>
<tr>
<td>MCD</td>
<td>89.0(8.5)</td>
<td>55.0(7.7)</td>
<td>66.4(9.0)</td>
<td>94.0(4.6)</td>
<td>68.3(5.0)</td>
<td>84.6(6.3)</td>
<td>97.0(2.7)</td>
<td>80.0(4.5)</td>
<td>89.9(2.4)</td>
<td>94.5(3.2)</td>
<td>65.0(5.0)</td>
</tr>
<tr>
<td>Gaussian</td>
<td>89.0(9.2)</td>
<td>70.0(6.7)</td>
<td>70.7(5.9)</td>
<td>94.6(4.9)</td>
<td>83.3(0.0)</td>
<td>87.9(6.3)</td>
<td>97.2(2.4)</td>
<td>88.9(0.0)</td>
<td>90.5(5.9)</td>
<td>95.2(2.9)</td>
<td>83.3(0.0)</td>
</tr>
<tr>
<td>Naïve Parzen</td>
<td>90.1(7.6)</td>
<td>55(10.7)</td>
<td>65.0(5.0)</td>
<td>95.7(3.9)</td>
<td>76.7(8.2)</td>
<td>87.2(3.5)</td>
<td>98.3(1.4)</td>
<td>88.9(0.0)</td>
<td>93.6(2.4)</td>
<td>96.8(2.1)</td>
<td>83.3(0.0)</td>
</tr>
<tr>
<td>K-NN</td>
<td>91.8(6.9)</td>
<td>50.0(0.0)</td>
<td>66.0(2.0)</td>
<td>95.6(3.1)</td>
<td>81.7(5.0)</td>
<td>90.9(3.2)</td>
<td>97.9(1.6)</td>
<td>88.9(0.0)</td>
<td>93.5(3.7)</td>
<td>97.0(2.2)</td>
<td>83.3(0.0)</td>
</tr>
<tr>
<td>LOF</td>
<td>88.5(6.1)</td>
<td>66.7(7.5)</td>
<td>72.7(4.9)</td>
<td>97.0(1.9)</td>
<td>71.7(7.7)</td>
<td>86.1(2.4)</td>
<td>96.8(2.8)</td>
<td>78.9(3.3)</td>
<td>88.7(2.8)</td>
<td>92.6(4.8)</td>
<td>50.0(0.0)</td>
</tr>
<tr>
<td>Reconstruction-based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA</td>
<td>87.8(11.9)</td>
<td>50.0(7.5)</td>
<td>62.4(8.5)</td>
<td>93.5(6.2)</td>
<td>51.7(5.0)</td>
<td>78.2(4.1)</td>
<td>93.6(4.7)</td>
<td>60(10.2)</td>
<td>81.8(4.4)</td>
<td>91.3(5.2)</td>
<td>46.7(6.7)</td>
</tr>
<tr>
<td>Auto-encoder</td>
<td>82.2(12.0)</td>
<td>57.9(15.3)</td>
<td>64.7(12.0)</td>
<td>88.2(9.5)</td>
<td>61.6(14.0)</td>
<td>81.4(7.1)</td>
<td>93.4(5.7)</td>
<td>74.4(11)</td>
<td>86.4(5.9)</td>
<td>88.4(8.8)</td>
<td>61.3(14.3)</td>
</tr>
<tr>
<td>SOM</td>
<td>86.9(9.4)</td>
<td>78.3(13.3)</td>
<td>66.7(16.9)</td>
<td>92.8(7.3)</td>
<td>64.2(12.4)</td>
<td>80.9(7.0)</td>
<td>95.8(3.7)</td>
<td>80.1(6.3)</td>
<td>86.9(5.5)</td>
<td>92.2(4.1)</td>
<td>76.5(9.0)</td>
</tr>
<tr>
<td>K-means</td>
<td>91.8(6.9)</td>
<td>65.0(9.0)</td>
<td>71.8(5.1)</td>
<td>96.0(2.4)</td>
<td>83.3(0.0)</td>
<td>91.5 (2.8)</td>
<td>97.6(1.6)</td>
<td>88.9(0.0)</td>
<td>93.5 (3.7)</td>
<td>96.2(2.2)</td>
<td>83.3(0.0)</td>
</tr>
</tbody>
</table>

* AUC: area under the receiver operating characteristic curve.
* SVDD: support vector data description.
* IncSVDD: incremental support vector data description.
* V-SVM: one-class support vector machine.
* Italicized values indicates the top performing models.
* NN: nearest neighbor.
* MST: minimum spanning tree.
* MOG: mixture of Gaussian.
* MCD: minimum covariance determinant.
* K-NN: K-nearest neighbor.
* LOF: local outlier factor.
PCA: principal component analysis.
SOM: self-organizing maps.
Table 3. Average of area under the receiver operating characteristic curve, specificity, and F1-score for smoothed version of the data with a 2-day moving average filter and different sample size. Fraction=0.01.

<table>
<thead>
<tr>
<th>Models</th>
<th>1 month</th>
<th>2 months</th>
<th>3 months</th>
<th>4 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC(^a), mean (SD)</td>
<td>Specificity</td>
<td>F1</td>
<td>AUC(^a), mean (SD)</td>
</tr>
<tr>
<td>Boundary and domain–based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVDD(^b)</td>
<td>99.6 (1.3)</td>
<td>93.6 (15.2)</td>
<td>100 (0.0)</td>
<td>94.8 (10.1)</td>
</tr>
<tr>
<td>IncSVDD(^c)</td>
<td>99.6 (1.3)</td>
<td>93.6 (15.2)</td>
<td>100 (0.0)</td>
<td>97.1 (6.3)</td>
</tr>
<tr>
<td>V-SVM(^d)</td>
<td>100 (0.0)</td>
<td>99.5 (2.9)</td>
<td>98.9 (3.2)</td>
<td>99.1 (2.6)</td>
</tr>
<tr>
<td>NN(^f)</td>
<td>98.3 (3.9)</td>
<td>72.3 (9.9)</td>
<td>86.9 (12.5)</td>
<td>70.5 (5.3)</td>
</tr>
<tr>
<td>MST(^g)</td>
<td>99.5 (2.4)</td>
<td>85.0 (5.0)</td>
<td>85.5 (2.1)</td>
<td>97.1 (6.3)</td>
</tr>
<tr>
<td>Density-based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>100 (0.0)</td>
<td>98.3 (5.0)</td>
<td>92.1 (15.2)</td>
<td>100 (0.0)</td>
</tr>
<tr>
<td>MOG(^h)</td>
<td>98.6 (3.2)</td>
<td>99.8 (1.7)</td>
<td>88.5 (16.8)</td>
<td>99.6 (1.2)</td>
</tr>
<tr>
<td>MCD(^i)</td>
<td>98.9 (2.2)</td>
<td>91.7 (8.4)</td>
<td>90.9 (7.7)</td>
<td>98.0 (6.0)</td>
</tr>
<tr>
<td>Parzen</td>
<td>99.6 (1.3)</td>
<td>87.7 (17.0)</td>
<td>95.1 (8.0)</td>
<td>100 (0.0)</td>
</tr>
<tr>
<td>Naïve Parzen</td>
<td>99.2 (2.5)</td>
<td>94.7 (11.1)</td>
<td>93.8 (11.0)</td>
<td>99.6 (1.1)</td>
</tr>
<tr>
<td>K-NN(^j)</td>
<td>98.1 (3.9)</td>
<td>68.3 (5.0)</td>
<td>75.2 (4.3)</td>
<td>98.0 (6.0)</td>
</tr>
<tr>
<td>LOF(^k)</td>
<td>98.6 (2.9)</td>
<td>75.0 (13.5)</td>
<td>80.2 (10.8)</td>
<td>98.0 (6.0)</td>
</tr>
<tr>
<td>Reconstruction-based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA(^l)</td>
<td>98.2 (2.2)</td>
<td>85.0 (5.0)</td>
<td>85.5 (2.1)</td>
<td>99.2 (1.3)</td>
</tr>
<tr>
<td>Auto-encoder</td>
<td>97.4 (6.0)</td>
<td>89.1 (13.0)</td>
<td>86.0 (14.2)</td>
<td>98.5 (3.2)</td>
</tr>
<tr>
<td>SOM(^m)</td>
<td>99.3 (1.9)</td>
<td>99.9 (1.2)</td>
<td>84.7 (19.8)</td>
<td>99.8 (0.7)</td>
</tr>
<tr>
<td>K-means</td>
<td>99.2 (2.5)</td>
<td>85.0 (11.7)</td>
<td>87.0 (10.4)</td>
<td>97.1 (6.3)</td>
</tr>
</tbody>
</table>

\(^a\) AUC: area under the receiver operating characteristic curve.  
\(^b\) SVDD: support vector data description.  
\(^c\) IncSVDD: incremental support vector data description.  
\(^d\) V-SVM: one-class support vector machine.  
\(^e\) Italicized values indicates the top performing models.  
\(^f\) NN: nearest neighbor.  
\(^g\) MST: minimum spanning tree.  
\(^h\) MOG: mixture of Gaussian.  
\(^i\) MCD: minimum covariance determinant.  
\(^j\) K-NN: K-nearest neighbor.  
\(^k\) LOF: local outlier factor.
Second Case of Infection (Flu)
The boundary and domain-based method achieved better performance with a small sample size compared with the density and reconstruction-based methods. However, as the sample size increased, all the three groups achieved comparable performance. The detailed numerical values of comparison are given in Multimedia Appendix 4. Specific models such as V-SVM, K-NN, and K-means performed better from their respective group. Regarding the raw data, all the models failed to generalize from the 1-month data set as compared with the higher sample objects, that is, 3 months (Multimedia Appendix 4):

1. From the boundary and domain-based method, SVDD, MST, and incremental support vector data description (incSVDD) performed better with a larger sample object, and V-SVM achieved better description with 30 sample objects.
2. From the density-based method, all the models exhibited similar performance. Naïve Parzen and K-NN, with only 60 sample objects, achieved comparable performance with the higher sample objects.
3. From the reconstruction-based method, K-means achieved better performance for all sample sizes.

Smoothing the data significantly improved the performance of the model even with 30 objects, compared with the raw data (Multimedia Appendix 4):

1. From the boundary and domain-based method, the V-SVM achieved higher performance in all the sample sizes.
2. From the density-based method, LOF achieved better description with small sample objects, and K-NN produced better description with all the sample sizes. Gaussian families achieved improved and comparable performance with increased sample objects. Among them, K-NN with only 60 objects achieved comparable performance with larger sample objects.
3. Regarding the reconstruction-based method, K-means and SOM achieved better performance, whereas K-means performed better in all the sample sizes.

Third Case of Infection (Flu)
The boundary and domain-based method achieved better performance with a small sample size compared with the density and reconstruction-based methods. However, as the sample size increased, all the three groups produced comparable descriptions. The detailed numerical values of comparison are given in Multimedia Appendix 4. Specific models such as V-SVM, MST, LOF, and PCA performed better from their respective group. Regarding the raw data, surprisingly, in contrast to the previous two infection cases, all the models achieved higher generalization from the 1-month data set (Multimedia Appendix 4):

1. From the boundary and domain-based method, SVDD, V-SVM, MST, and incSVDD performed better in all the cases, with MST achieving better performance.
2. From the density-based method, normal and MCD Gaussian achieved better description of the data with 1-month sample objects. K-NN and LOF performed better with sample sizes larger than 1-month sample objects, and LOF outperformed all sample sizes. The LOF with only 60 objects achieved comparable performance with the higher sample objects.
3. From the reconstruction-based method, PCA produced better description for all sample sizes, whereas K-means and SOM achieved comparable performance with sample size larger than 1-month sample objects.

Smoothing the data allowed the models to generalize well and significantly improved the performance of the model even with 30 objects, compared with the raw data (Multimedia Appendix 4):

1. From the boundary and domain-based method, the V-SVM and MST achieved higher performance in all the sample sizes, whereas V-SVM outperformed all the models.
2. From the density-based method, the Gaussian families, LOF, and K-NN achieved better performance, whereas LOF achieved better performance in all sample sizes.
3. Regarding the reconstruction-based method, K-means and PCA achieved better performance, whereas PCA performed better in all the sample sizes.

Fourth Case of Infection (Flu)
The boundary and domain-based method achieved better performance with small sample sizes compared with the density and reconstruction-based methods. All the three groups improved with increasing sample size. The detailed numerical values of comparison are given in Multimedia Appendix 4. Specific models such as V-SVM, LOF, and K-means performed better from their respective group. Regarding the raw data, surprisingly, in contrast to all the previous three infection cases, all the models achieved higher generalization from the 1-month data set (Multimedia Appendix 4):

1. From the boundary and domain-based method, SVDD, V-SVM, and incSVDD performed better for all the sample sizes.
2. From the density-based method, MCD Gaussian performed better with a 1-month sample size, and all the models produced comparable descriptions as the sample size increased, whereas the LOF performed better for all the sample sizes.
3. From the reconstruction-based method, PCA performed relatively better for all the sample sizes, and K-means and SOM achieved comparable performance with a larger sample size.

Smoothing the data significantly improved the model performance even with 30 objects compared with the raw data (Multimedia Appendix 4):

1. From the boundary and domain-based method, the V-SVM achieved higher performance in all the sample sizes. As the sample size increased, the incSVDD and MST achieved comparable performance.
2. From the density-based method, K-NN and LOF produced better descriptions with a 1-month sample size. K-NN performed better in almost all sample sizes.

3. From the reconstruction-based method, K-means achieved better performance for all sample sizes.

**Hourly**

As can be seen in Table 4 (see also Multimedia Appendix 4), the performance of the model generally improved as more training sample data were presented. The models produced comparable performance even with the 1-month data set compared with the daily scenario. This is mainly because of the presence of more samples per day (24 samples per day), which enables the models to reach a better generalization. Generally, the results indicate that the models generalize well after 2 months. Both the boundary and domain-based method and reconstruction-based method achieved better performance even with a 1-month sample size. However, the density-based method suffers from large variation with 1-month training samples. In general, the boundary and domain-based method performed better in all the infection cases compared with the other two methods. In addition, specific models such as V-SVM, K-NN, and K-means performed well from their respective groups.

**First Case of Infection (Flu)**

The boundary and domain-based method achieved better performance compared with the density and reconstruction-based methods. As can be seen in Table 4, the boundary and domain-based method achieved better generalization from the 1-month data set. Specific models such as V-SVM, K-NN, and K-means performed better from their respective group:

1. From the boundary and domain-based method, V-SVM achieved better description in all sample sizes, whereas SVDD, incSVDD, and V-SVM achieved comparable performance with a larger sample size.

2. From the density-based method, Gaussian families and naïve Parzen performed better at large sample sizes, whereas K-NN and LOF achieved better performance in all the sample sizes. K-NN outperformed all the models.

3. From the reconstruction-based method, K-means performed better in all the sample sizes, and all the other models performed better with larger sample sizes.
Table 4. Average (SD) of area under the receiver operating characteristic curve, specificity, F1-score for the smoothed version of the data with a 48-hour moving average filter and different sample size. Fraction=0.01.

<table>
<thead>
<tr>
<th>Models</th>
<th>1 month</th>
<th>2 months</th>
<th>3 months</th>
<th>4 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC(a), mean (SD)</td>
<td>Specificity</td>
<td>F1</td>
<td>AUC(a), mean (SD)</td>
</tr>
<tr>
<td>Boundary and domain–based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVDD(b)</td>
<td>97.6 (1.9)</td>
<td>83.2 (3.4)</td>
<td>85.8 (1.7)</td>
<td>97.8 (1.2)</td>
</tr>
<tr>
<td>IncSVDD(c)</td>
<td>97.4 (1.9)</td>
<td>84.5 (2.8)</td>
<td>86.8 (1.9)</td>
<td>97.7 (1.2)</td>
</tr>
<tr>
<td>V-SVM(d)</td>
<td>98.1 (2.1)</td>
<td>84.5 (1.1)</td>
<td>90.5 (1.1)</td>
<td>99.0 (1.1)</td>
</tr>
<tr>
<td>NN(f)</td>
<td>84.8 (6.0)</td>
<td>75.9 (4.5)</td>
<td>74.8 (6.0)</td>
<td>89.3 (2.2)</td>
</tr>
<tr>
<td>MST(g)</td>
<td>90.5 (3.1)</td>
<td>85.4 (3.9)</td>
<td>67.6 (14.5)</td>
<td>94.4 (2.0)</td>
</tr>
<tr>
<td>Density–based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>98.1 (2.2)</td>
<td>79.8 (4.9)</td>
<td>83.9 (2.7)</td>
<td>99.5 (0.9)</td>
</tr>
<tr>
<td>MOG(h)</td>
<td>95.8 (3.6)</td>
<td>82.7 (4.3)</td>
<td>83.7 (5.0)</td>
<td>98.3 (1.5)</td>
</tr>
<tr>
<td>MCD(i) + Gaussian</td>
<td>98.6 (2.1)</td>
<td>75.3 (6.9)</td>
<td>81.3 (2.5)</td>
<td>99.6 (0.9)</td>
</tr>
<tr>
<td>Parzen</td>
<td>91.9 (2.9)</td>
<td>93.6 (2.0)</td>
<td>63.1 (16.5)</td>
<td>96.2 (2.3)</td>
</tr>
<tr>
<td>Naïve Parzen</td>
<td>94.8 (3.7)</td>
<td>76.4 (5.6)</td>
<td>77.6 (7.9)</td>
<td>98.7 (1.2)</td>
</tr>
<tr>
<td>K-NN(j)</td>
<td>97.1 (3.4)</td>
<td>78.8 (2.0)</td>
<td>84.2 (2.1)</td>
<td>99.1 (1.0)</td>
</tr>
<tr>
<td>LOF(k)</td>
<td>96.9 (3.5)</td>
<td>78.3 (3.0)</td>
<td>84.2 (2.4)</td>
<td>99.2 (1.1)</td>
</tr>
<tr>
<td>Reconstruction–based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA(l)</td>
<td>97.1 (3.4)</td>
<td>63.9 (8.8)</td>
<td>75.4 (0.3)</td>
<td>99.4 (1.2)</td>
</tr>
<tr>
<td>Auto-encoder</td>
<td>92.0 (4.8)</td>
<td>79.5 (7.6)</td>
<td>78.9 (8.3)</td>
<td>96.2 (2.6)</td>
</tr>
<tr>
<td>SOM(m)</td>
<td>94.1 (2.3)</td>
<td>82.2 (3.3)</td>
<td>82.6 (4.9)</td>
<td>95.6 (1.1)</td>
</tr>
<tr>
<td>K-means</td>
<td>97.3 (3.2)</td>
<td>80.9 (2.5)</td>
<td>85.5 (2.5)</td>
<td>98.9 (1.1)</td>
</tr>
</tbody>
</table>

\(a\)AUC: area under the receiver operating characteristic curve.
\(b\)SVDD: support vector data description.
\(c\)IncSVDD: incremental support vector data description.
\(d\)V-SVM: one-class support vector machine.
\(e\)Italicized values indicates the top performing models.
\(f\)NN: nearest neighbor.
\(g\)MST: minimum spanning tree.
\(h\)MOG: mixture of Gaussian.
\(i\)MCD: minimum covariance determinant.
\(j\)K-NN: K-nearest neighbor.
\(k\)LOF: local outlier factor.
Second Case of Infection (Flu)
The boundary and domain-based method and reconstruction-based method achieved better performance for all sample sizes compared with the density-based method. Specifically, the boundary and domain-based method achieved better generalization from the 1-month data set. The detailed numerical values of comparison are given in Multimedia Appendix 4. Specific models such as V-SVM, K-NN, and K-means performed better from their respective group:

1. From the boundary and domain-based method, V-SVM achieved better description for all the sample sizes, and SVDD, NN, and incSVDD improved with larger training sample size; however, V-SVM outperformed all the models for all the sample sizes.
2. From the density-based method, normal and MCD Gaussian performed better with the 1- and 2-month sample sizes, and models such as K-NN performed better on all the sample sizes, whereas naïve Parzen outperformed all the models with the 3- and 4-month data sets.
3. From the reconstruction-based method, K-means produced better description for all the sample sizes and the auto-encoder and SOM performed better with larger sample sizes.

Third Case of Infection (Flu)
Generally, in comparison, all the groups performed better at large training sample sizes; however, the boundary and domain-based method achieved better performance with small training sample sizes. It achieved comparable generalization from the 1-month data set. The detailed numerical values of comparison are given in Multimedia Appendix 4. Specific models such as V-SVM, Gaussian families, K-NN, MOG, and MCD Gaussian, and PCA performed better from their respective groups:

1. From the boundary and domain-based method, NN, incSVDD, and V-SVM achieved better performance at larger training sample sizes, whereas V-SVM outperformed all the models for all the sample sizes.
2. From the density-based method, Gaussian families, K-NN, LOF, and naïve Parzen achieved better performance at larger training sample sizes, whereas Gaussian families outperformed all the models for all the sample sizes.
3. From the reconstruction-based method, K-means, SOM, auto-encoder, and PCA achieved better performance at larger training sample sizes, whereas PCA performed better for all sample sizes.

Fourth Case of Infection (Flu)
Generally, in comparison, all the group performed better at large training sample size; however, the boundary and domain-based method achieved better performance with small training sample sizes, for example, 1-month data set. It achieved comparable generalization from the 1-month data set. The detailed numerical values of comparison are given in Multimedia Appendix 4. Specific models such as V-SVM, Gaussian families (Gaussian, MOG, and MCD Gaussian), and PCA performed better from their respective groups:

1. From the boundary and domain-based method, NN, incSVDD, and V-SVM achieved better performance at larger training sample sizes, whereas V-SVM outperformed all the models for all the sample sizes.
2. From the density-based method, Gaussian families, K-NN, LOF, and naïve Parzen achieved better performance at larger training sample sizes, whereas Gaussian families outperformed all the models for all the sample sizes.
3. From the reconstruction-based method, K-means, SOM, auto-encoder, and PCA achieved better performance at larger training sample sizes, whereas PCA performed better for all sample sizes.

Average Performance Across all the Infection Cases
The average performances of the models across all the infection cases for different sample sizes, levels of data granularity (hourly and daily), and nature of data (raw and smoothed) are shown in Tables 5-7. In general, the boundary and domain-based method performed better than the other two groups in both daily and hourly smoothed data sets; however, all the groups achieved comparable performance with respect to the daily raw data set. Specific models such as V-SVM, K-NN, and K-means performed better in all these circumstances.

Daily Raw Data Set
Regarding the daily raw data set, as shown in Table 5, specific models such as V-SVM, MCD Gaussian, K-NN, and K-means produced relatively better descriptions of the 1-month data. For the 2-month sample size, models such as incSVDD, K-NN, LOF, and K-means achieved better performance. For the 3-month sample size, SVDD, incSVDD, V-SVM, Gaussian, MCD Gaussian, K-NN, LOF, and K-means produced comparable descriptions. As expected, SVDD and most of the density-based method improved with larger training sizes. For the 4-month sample size, almost all the models produced much improved performance. In the group comparison, all three groups produced comparable descriptions in all the sample sizes.
Table 5. Average performance of each model across all the infection cases for the daily raw data set (without smoothing) and different sample sizes. Fraction=0.01.

<table>
<thead>
<tr>
<th>Models</th>
<th>1 month</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUC&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>Specificity</td>
<td>F1</td>
<td>AUC&lt;sup&gt;a&lt;/sup&gt;, mean (SD)</td>
<td>Specificity</td>
<td>F1</td>
</tr>
<tr>
<td>Boundary and domain-based method</td>
<td></td>
<td>64.0 (10.0)</td>
<td>91.7 (7.3)</td>
<td>61.7 (10.6)</td>
<td>84.1 (5.5)</td>
<td>93.3 (4.6)</td>
<td>67.3 (10.5)</td>
</tr>
<tr>
<td>SVDD&lt;sup&gt;b&lt;/sup&gt;</td>
<td>87.1 (11)</td>
<td>74.8 (9.5)</td>
<td>74.8 (9.5)</td>
<td>74.8 (9.5)</td>
<td>74.8 (9.5)</td>
<td>74.8 (9.5)</td>
<td>74.8 (9.5)</td>
</tr>
<tr>
<td>IncSVDD&lt;sup&gt;d&lt;/sup&gt;</td>
<td>85.2 (11)</td>
<td>63.0 (4.6)</td>
<td>74.7 (10.4)</td>
<td>90.5 (8.5)</td>
<td>57.9 (11)</td>
<td>83.8 (3.6)</td>
<td>92.8 (5.1)</td>
</tr>
<tr>
<td>V-SVM&lt;sup&gt;e&lt;/sup&gt;</td>
<td>91.5 (8.0)</td>
<td>55.7 (7.0)</td>
<td>77.4 (6.4)</td>
<td>92.2 (5.1)</td>
<td>60.6 (5.0)</td>
<td>82.8 (4.5)</td>
<td>94.2 (3.8)</td>
</tr>
<tr>
<td>NN&lt;sup&gt;f&lt;/sup&gt;</td>
<td>73.4 (12)</td>
<td>31.3 (6.5)</td>
<td>65.0 (5.4)</td>
<td>72.1 (11.9)</td>
<td>25.0 (9.6)</td>
<td>75.7 (3.7)</td>
<td>70.8 (11.2)</td>
</tr>
<tr>
<td>MST&lt;sup&gt;g&lt;/sup&gt;</td>
<td>82.4 (8.7)</td>
<td>52.1 (0.0)</td>
<td>71.2 (6.1)</td>
<td>82.6 (9.1)</td>
<td>50.4 (9.0)</td>
<td>82.0 (5.1)</td>
<td>84.0 (6.3)</td>
</tr>
<tr>
<td>Density-based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>91.5 (9.9)</td>
<td>56.9 (7.7)</td>
<td>72.9 (7.8)</td>
<td>93.6 (6.1)</td>
<td>58.8 (10.9)</td>
<td>84.0 (4.0)</td>
<td>95.1 (4.3)</td>
</tr>
<tr>
<td>MOG&lt;sup&gt;h&lt;/sup&gt;</td>
<td>89.9 (12)</td>
<td>69.2 (11.9)</td>
<td>71.3 (14.3)</td>
<td>91.7 (6.1)</td>
<td>64.1 (14.0)</td>
<td>83.8 (6.8)</td>
<td>94.0 (4.4)</td>
</tr>
<tr>
<td>MCD&lt;sup&gt;i&lt;/sup&gt;, Gaussian</td>
<td>90.8 (9.1)</td>
<td>54.0 (5.5)</td>
<td>72.0 (6.8)</td>
<td>93.1 (6.0)</td>
<td>58.0 (8.1)</td>
<td>84.1 (4.3)</td>
<td>95.3 (4.2)</td>
</tr>
<tr>
<td>Parzen</td>
<td>89.7 (10)</td>
<td>59.6 (8.3)</td>
<td>70.6 (9.4)</td>
<td>91.7 (6.5)</td>
<td>62.1 (10.3)</td>
<td>83.9 (5.3)</td>
<td>93.9 (5.0)</td>
</tr>
<tr>
<td>Naive Parzen</td>
<td>88.1 (8.7)</td>
<td>54.2 (6.5)</td>
<td>69.1 (9.6)</td>
<td>90.2 (7.1)</td>
<td>60.4 (11.2)</td>
<td>83.7 (4.9)</td>
<td>91.9 (5.5)</td>
</tr>
<tr>
<td>K-NN&lt;sup&gt;j&lt;/sup&gt;</td>
<td>91.1 (7.8)</td>
<td>52.9 (5.1)</td>
<td>71.6 (7.9)</td>
<td>91.6 (5.0)</td>
<td>61.1 (11.3)</td>
<td>85.9 (3.1)</td>
<td>94.8 (4.8)</td>
</tr>
<tr>
<td>LOF&lt;sup&gt;k&lt;/sup&gt;</td>
<td>89.2 (8.9)</td>
<td>56.3 (3.9)</td>
<td>73.0 (8.6)</td>
<td>92.4 (6.0)</td>
<td>59.2 (11.1)</td>
<td>84.9 (2.8)</td>
<td>94.0 (4.8)</td>
</tr>
<tr>
<td>Reconstruction-based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA&lt;sup&gt;l&lt;/sup&gt;</td>
<td>87.6 (8.8)</td>
<td>58.8 (4.6)</td>
<td>73.7 (8.3)</td>
<td>90.2 (6.4)</td>
<td>55.0 (6.8)</td>
<td>82.7 (4.5)</td>
<td>91.4 (4.9)</td>
</tr>
<tr>
<td>Auto-encoder</td>
<td>83.6 (14)</td>
<td>58.3 (17.7)</td>
<td>71.0 (12.5)</td>
<td>84.6 (12.5)</td>
<td>53.1 (20.0)</td>
<td>82.1 (7.0)</td>
<td>88.4 (10.0)</td>
</tr>
<tr>
<td>SOM&lt;sup&gt;m&lt;/sup&gt;</td>
<td>85.6 (12)</td>
<td>63.4 (10.3)</td>
<td>72.7 (11.7)</td>
<td>87.6 (7.2)</td>
<td>57.1 (10.2)</td>
<td>81.6 (5.8)</td>
<td>93.5 (5.4)</td>
</tr>
<tr>
<td>K-means</td>
<td>94.2 (7.6)</td>
<td>57.2 (7.6)</td>
<td>73.1 (7.1)</td>
<td>93.7 (6.2)</td>
<td>62.2 (10.5)</td>
<td>85.4 (4.2)</td>
<td>96.0 (4.4)</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUC: area under the receiver operating characteristic curve.  
<sup>b</sup>SVDD: support vector data description.  
<sup>c</sup>Italicized values indicates the top performing models.  
<sup>d</sup>IncSVDD: incremental support vector data description.  
<sup>e</sup>V-SVM: one-class support vector machine.  
<sup>f</sup>NN: nearest neighbor.  
<sup>g</sup>MST: minimum spanning tree.  
<sup>h</sup>MOG: mixture of Gaussian.  
<sup>i</sup>MCD: minimum covariance determinant.  
<sup>j</sup>K-NN: K-nearest neighbor.
Daily Smoothed Data Set

Regarding the daily smoothed data set, as shown in Table 6, almost all models achieved excellent performance and much improved data description compared with the daily raw data set. As shown in Table 6, specific models such as V-SVM, K-NN, and K-means produced excellent descriptions of the data for all the sample sizes; however, V-SVM achieved superior performance compared with these models. In the group comparison, the boundary and domain-based method produced excellent description of the data for all sample sizes.
Table 6. Average performance of each model across all the infection cases for the daily smoothed data set (with filter) and different sample size. Fraction=0.01.

<table>
<thead>
<tr>
<th>Models</th>
<th>1 month</th>
<th>2 months</th>
<th>3 months</th>
<th>4 months</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC(^a) mean (SD)</td>
<td>Specificity</td>
<td>F1</td>
<td>AUC(^a) mean (SD)</td>
</tr>
<tr>
<td><strong>Boundary and domain-based method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVDD(^b)</td>
<td>99.9 (0.7)</td>
<td>100 (0.0)</td>
<td>94.1 (14.9)</td>
<td>100 (0.0)</td>
</tr>
<tr>
<td>IncSVDD(^c)</td>
<td>99.9 (0.7)</td>
<td>100 (0.0)</td>
<td>94.1 (14.2)</td>
<td>100 (0.0)</td>
</tr>
<tr>
<td>V-SVM(^d)</td>
<td>100 (0.0)</td>
<td>100 (0.0)</td>
<td>99.1 (3.2)(^e)</td>
<td>100 (0.0)</td>
</tr>
<tr>
<td>NN(^f)</td>
<td>90.1 (14.5)</td>
<td>40.0 (30.5)</td>
<td>69.5 (13.2)</td>
<td>88.9 (9.9)</td>
</tr>
<tr>
<td>MST(^g)</td>
<td>98.9 (3.6)</td>
<td>85.6 (9.4)</td>
<td>86.7 (9.4)</td>
<td>99.8 (0.7)</td>
</tr>
<tr>
<td><strong>Density-based method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>99.2 (5.1)</td>
<td>92.6 (9.0)</td>
<td>87.2 (15.2)</td>
<td>99.5 (2.5)</td>
</tr>
<tr>
<td>MOG(^h)</td>
<td>98.8 (5.4)</td>
<td>92.9 (8.6)</td>
<td>85.2 (17.1)</td>
<td>99.4 (2.6)</td>
</tr>
<tr>
<td>MCD(^i) Gaussian</td>
<td>98.4 (5.6)</td>
<td>86.6 (8.8)</td>
<td>86.6 (11.9)</td>
<td>99.3 (2.7)</td>
</tr>
<tr>
<td>Parzen</td>
<td>99.2 (3.5)</td>
<td>100 (0.0)</td>
<td>90.8 (16.4)</td>
<td>99.9 (0.4)</td>
</tr>
<tr>
<td>Naïve Parzen</td>
<td>99.8 (1.2)</td>
<td>100 (0.0)</td>
<td>94.4 (14.6)</td>
<td>100 (0.0)</td>
</tr>
<tr>
<td>K-NN(^j)</td>
<td>99.5 (2.0)</td>
<td>91.6 (3.6)</td>
<td>90.7 (9.6)</td>
<td>99.9 (0.4)</td>
</tr>
<tr>
<td>LOF(^k)</td>
<td>99.6 (1.5)</td>
<td>93.3 (7.3)</td>
<td>92.4 (10.6)</td>
<td>99.9 (0.5)</td>
</tr>
<tr>
<td><strong>Reconstruction-based method</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA(^l)</td>
<td>93.8 (6.7)</td>
<td>82.0 (7.3)</td>
<td>83.8 (10.4)</td>
<td>91.3 (4.3)</td>
</tr>
<tr>
<td>Auto-encoder</td>
<td>97.0 (8.1)</td>
<td>91.6 (14.6)</td>
<td>87.7 (16.0)</td>
<td>98.1 (5.4)</td>
</tr>
<tr>
<td>SOM(^m)</td>
<td>99.1 (3.2)</td>
<td>99.9 (0.6)</td>
<td>85.2 (20.5)</td>
<td>99.8 (0.7)</td>
</tr>
<tr>
<td>K-means</td>
<td>99.8 (1.2)</td>
<td>96.2 (6.0)</td>
<td>93.2 (12.7)</td>
<td>100 (0.0)</td>
</tr>
</tbody>
</table>

\(^a\)AUC: area under the receiver operating characteristic curve.
\(^b\)SVDD: support vector data description.
\(^c\)IncSVDD: incremental support vector data description.
\(^d\)V-SVM: one-class support vector machine.
\(^e\)Italicized values indicates the top performing models.
\(^f\)NN: nearest neighbor.
\(^g\)MST: minimum spanning tree.
\(^h\)MOG: mixture of Gaussian.
\(^i\)MCD: minimum covariance determinant.
\(^j\)K-NN: K-nearest neighbor.
\(^k\)LOF: local outlier factor.
Regarding the hourly smoothed data set, as shown in Table 7, almost all the models failed to produce acceptable data description from the 1-month sample size except V-SVM, which achieved the best description. The high variability between the performance of the models with the 1-month hourly data set could be associated with the high data granularity, and, in fact, the models require more data sets to capture the high variability among the data objects. Models such as V-SVM, MCD Gaussian, and K-means achieved superior performance from their respective groups. In general, V-SVM outperformed in all the sample sizes. The density and reconstruction-based models improved with larger sample size. In the group comparison, the boundary and domain-based method produced better description in all the sample sizes, and the density and reconstruction-based method achieved equivalent performance with larger sample sizes.
Table 7. Average performance of each model across all the infection cases for the hourly data set with smoothing and different sample size. Fraction=0.01.

<table>
<thead>
<tr>
<th>Models</th>
<th>1 month</th>
<th></th>
<th></th>
<th>2 months</th>
<th></th>
<th></th>
<th>3 months</th>
<th></th>
<th></th>
<th>4 months</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>AUC(^a), mean (SD)</td>
<td>Specificity</td>
<td>F1</td>
<td>AUC(^a), mean (SD)</td>
<td>Specificity</td>
<td>F1</td>
<td>AUC(^a), mean (SD)</td>
<td>Specificity</td>
<td>F1</td>
<td>AUC(^a), mean (SD)</td>
<td>Specificity</td>
</tr>
<tr>
<td></td>
<td>Boundary and domain-based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVDD(^b)</td>
<td>97.4 (2.9)</td>
<td>98.0 (3.4)</td>
<td>89.4 (7.1)</td>
<td>97.4 (1.8)</td>
<td>97.8 (1.8)</td>
<td>91.5 (10.9)</td>
<td>97.2 (2.6)</td>
<td>80.1 (5.5)</td>
<td>93.5 (3.4)</td>
<td>97.6 (1.7)</td>
<td>81.8 (5.3)</td>
</tr>
<tr>
<td>IncSVDD(^c)</td>
<td>97.1 (2.9)</td>
<td>87.7 (2.7)</td>
<td>89.5 (5.9)</td>
<td>97.2 (1.8)</td>
<td>97.0 (2.7)</td>
<td>93.6 (4.8)</td>
<td>97.0 (2.7)</td>
<td>86.2 (6.3)</td>
<td>93.2 (2.6)</td>
<td>97.4 (1.7)</td>
<td>79.0 (4.8)</td>
</tr>
<tr>
<td>V-SVM(^d)</td>
<td>98.1 (2.0)</td>
<td>85.5 (0.6)</td>
<td>92.3 (1.3)</td>
<td>98.9 (1.4)</td>
<td>95.4 (1.6)</td>
<td>98.7 (1.4)</td>
<td>86.4 (0.4)</td>
<td>94.4 (2.0)</td>
<td>99.0 (0.9)</td>
<td>89.2 (0.3)</td>
<td>95.4 (21.4)</td>
</tr>
<tr>
<td>NN(^e)</td>
<td>93.2 (7.8)</td>
<td>92.0 (2.4)</td>
<td>83.9 (12.0)</td>
<td>94.4 (2.5)</td>
<td>90.9 (5.3)</td>
<td>93.3 (2.8)</td>
<td>83.0 (3.7)</td>
<td>92.0 (4.2)</td>
<td>94.0 (2.8)</td>
<td>82.9 (3.6)</td>
<td>94.0 (4.0)</td>
</tr>
<tr>
<td>MST(^f)</td>
<td>96.1 (2.6)</td>
<td>94.4 (2.2)</td>
<td>72.9 (18.5)</td>
<td>97.3 (1.4)</td>
<td>94.2 (2.1)</td>
<td>86.1 (11.0)</td>
<td>96.1 (2.1)</td>
<td>93.5 (1.9)</td>
<td>90.2 (7.3)</td>
<td>97.0 (1.4)</td>
<td>93.6 (1.7)</td>
</tr>
<tr>
<td>Density-based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gaussian</td>
<td>98.4 (1.6)</td>
<td>91.2 (2.6)</td>
<td>89.6 (12.5)</td>
<td>99.3 (0.9)</td>
<td>92.3 (1.7)</td>
<td>95.7 (4.9)</td>
<td>98.8 (1.3)</td>
<td>88.1 (4.0)</td>
<td>95.9 (2.6)</td>
<td>99.2 (2.7)</td>
<td>89.8 (3.1)</td>
</tr>
<tr>
<td>MOG(^h)</td>
<td>97.5 (3.0)</td>
<td>91.7 (3.2)</td>
<td>87.8 (13.3)</td>
<td>98.9 (1.2)</td>
<td>90.9 (2.7)</td>
<td>94.0 (6.3)</td>
<td>98.2 (2.0)</td>
<td>85.4 (6.6)</td>
<td>94.2 (4.1)</td>
<td>98.5 (1.6)</td>
<td>88.0 (4.9)</td>
</tr>
<tr>
<td>MCD(^i)</td>
<td>98.5 (1.5)</td>
<td>89.9 (3.7)</td>
<td>89.1 (11.8)</td>
<td>99.5 (0.9)</td>
<td>92.2 (4.5)</td>
<td>95.8 (4.5)</td>
<td>98.9 (1.1)</td>
<td>87.9 (3.3)</td>
<td>96.0 (2.5)</td>
<td>99.2 (0.7)</td>
<td>90.4 (3.4)</td>
</tr>
<tr>
<td>Parzen</td>
<td>99.4 (2.6)</td>
<td>97.8 (1.1)</td>
<td>59.9 (18.9)</td>
<td>98.0 (1.6)</td>
<td>97.7 (1.1)</td>
<td>79.5 (14.5)</td>
<td>97.2 (2.3)</td>
<td>96.4 (1.2)</td>
<td>85.1 (10.7)</td>
<td>98.1 (1.6)</td>
<td>96.7 (1.1)</td>
</tr>
<tr>
<td>Naive</td>
<td>96.4 (3.0)</td>
<td>87.5 (3.5)</td>
<td>85.1 (10.9)</td>
<td>98.7 (1.5)</td>
<td>89.2 (2.8)</td>
<td>92.8 (7.5)</td>
<td>96.0 (2.3)</td>
<td>90.8 (2.6)</td>
<td>95.0 (4.1)</td>
<td>98.2 (1.6)</td>
<td>90.0 (1.8)</td>
</tr>
<tr>
<td>K-NN(^j)</td>
<td>97.6 (2.9)</td>
<td>91.1 (1.6)</td>
<td>87.6 (13.6)</td>
<td>99.0 (1.4)</td>
<td>92.4 (2.4)</td>
<td>94.5 (6.6)</td>
<td>98.4 (1.4)</td>
<td>92.6 (1.4)</td>
<td>95.7 (4.4)</td>
<td>98.7 (1.1)</td>
<td>93.3 (1.3)</td>
</tr>
<tr>
<td>LOF(^k)</td>
<td>96.9 (2.9)</td>
<td>91.2 (1.6)</td>
<td>86.2 (13.0)</td>
<td>97.4 (1.8)</td>
<td>89.8 (4.8)</td>
<td>93.1 (4.9)</td>
<td>95.0 (3.0)</td>
<td>85.2 (4.6)</td>
<td>92.9 (4.8)</td>
<td>95.8 (3.2)</td>
<td>85.3 (4.7)</td>
</tr>
<tr>
<td>Reconstruction-based method</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PCA(^l)</td>
<td>97.4 (3.2)</td>
<td>78.2 (6.1)</td>
<td>82.5 (10.9)</td>
<td>94.8 (3.8)</td>
<td>77.6 (4.5)</td>
<td>90.9 (3.6)</td>
<td>92.6 (4.2)</td>
<td>72.4 (3.8)</td>
<td>92.5 (1.9)</td>
<td>93.4 (3.2)</td>
<td>71.1 (2.5)</td>
</tr>
<tr>
<td>Auto-encoder</td>
<td>95.4 (5.3)</td>
<td>88.7 (9.5)</td>
<td>86.1 (13.1)</td>
<td>96.9 (3.2)</td>
<td>87.1 (9.9)</td>
<td>92.8 (6.4)</td>
<td>95.0 (5.3)</td>
<td>79.3 (14.5)</td>
<td>93.1 (4.8)</td>
<td>95.9 (4.3)</td>
<td>80.3 (14.4)</td>
</tr>
<tr>
<td>SOM(^m)</td>
<td>95.9 (2.9)</td>
<td>91.6 (2.6)</td>
<td>86.1 (14.4)</td>
<td>95.7 (1.7)</td>
<td>87.6 (4.1)</td>
<td>92.7 (5.7)</td>
<td>93.9 (3.5)</td>
<td>79.1 (10.9)</td>
<td>92.3 (4.5)</td>
<td>96.0 (2.5)</td>
<td>87.5 (7.0)</td>
</tr>
<tr>
<td>K-means</td>
<td>97.1 (3.9)</td>
<td>89.7 (6.7)</td>
<td>88.7 (12.1)</td>
<td>98.6 (1.7)</td>
<td>91.1 (4.2)</td>
<td>95.2 (4.4)</td>
<td>98.5 (1.5)</td>
<td>92.3 (2.9)</td>
<td>96.9 (3.3)</td>
<td>98.9 (1.0)</td>
<td>93.9 (1.3)</td>
</tr>
</tbody>
</table>

\(^a\) AUC: area under the receiver operating characteristic curve.
\(^b\) SVDD: support vector data description.
\(^c\) IncSVDD: incremental support vector data description.
\(^d\) Italicized values indicates the top performing models.
\(^e\) V-SVM: one-class support vector machine.
\(^f\) NN: nearest neighbor.
\(^g\) MST: minimum spanning tree.
\(^h\) MOG: mixture of Gaussian.
\(^i\) MCD: minimum covariance determinant.
\(^j\) K-NN: K-nearest neighbor.
\(^k\) LOF: local outlier factor.
\(^l\) PCA: principal component analysis.
SOM: self-organizing maps.

Unsupervised Methods

Two density-based unsupervised models were tested and evaluated on the same set of data as used in the one-class classifiers: LOF and COF. The average AUC, specificity, and F1-score were computed after 20 runs. The best performing thresholds for all the infection cases along with the optimal value of $k$ (number of neighbors) are given in Table 8. As can be seen from the table, both the LOF and the COF achieved better performance on the smoothed data set as compared with its raw version. In all the infection cases, LOF performed better than COF. This is mainly because of the characteristics of the data sets, which fulfill the LOF spherical assumption of neighbor distribution. Considering the average F1-score across all the infection cases, LOF achieved 74.7% on the raw daily data, 91.1% on the smoothed daily data, and 72.7% on the hourly data, whereas COF achieved 71.9% on the raw daily data, 85.8% on the smoothed daily data, and 68.9% on the hourly data. However, compared with the one-class classifier, it suffers from performance degradation mainly because the data are not distributed uniformly, where some regions may contain high density and others might be sparse. However, the region of sparse density does not always signify anomalies (infection incidence). For example, an individual patient on certain days might prefer to take little insulin compared with most of the days and perform heavy physical activity to replace their insulin needs. This scenario could generate an outlier, a small ratio of insulin-to-carbohydrate, which will be considered and detected as outliers by unsupervised models. A detailed score plot of each model for the different infection cases can be found in Multimedia Appendix 3.
Table 8. Average area under the receiver operating characteristic curve, specificity, and F1-score for both with and without smoothed versions of the data. The parameters kd and kh represent the optimal number of nearest neighbors for the daily and hourly cases, respectively.

<table>
<thead>
<tr>
<th>Pre-pro</th>
<th>Models (threshold)</th>
<th>1st case of infection (kd=30, kh=240)</th>
<th>2nd case of infection (kd=30, kh=240)</th>
<th>3rd case of infection (kd=30, kh=240)</th>
<th>4th case of infection (kd=30, kh=240)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>AUCᵃ</td>
<td>Specific</td>
<td>F1</td>
<td>AUCᵃ</td>
</tr>
<tr>
<td>Daily</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Without filter</td>
<td>LOFᵇ (T₁=2.4, T₂=1.2, T₃=1.45, T₄=1.8)</td>
<td>75.0</td>
<td>50.0</td>
<td>85.6</td>
<td>90.0</td>
</tr>
<tr>
<td></td>
<td>COFᵈ (T₁=1.4, T₂=1.3, T₃=1.4, T₄=1.4)</td>
<td>82.1</td>
<td>66.7</td>
<td>72.6</td>
<td>97.4</td>
</tr>
<tr>
<td>With filter</td>
<td>LOFᵇ (T₁=1.7, T₂=1.6, T₃=1.95, T₄=2.2)</td>
<td>99.0</td>
<td>100</td>
<td>84.1</td>
<td>99.2</td>
</tr>
<tr>
<td></td>
<td>COFᵈ (T₁=1.3, T₂=1.3, T₃=1.8, T₄=1.8)</td>
<td>97.6</td>
<td>100</td>
<td>76.6</td>
<td>97.9</td>
</tr>
<tr>
<td>Hourly</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>98.0</td>
<td>86.0</td>
<td>74.6</td>
<td>95.5</td>
</tr>
<tr>
<td></td>
<td>COFᵈ (T₁=1.2, T₂=1.1, T₃=1.1)</td>
<td>92.4</td>
<td>88.4</td>
<td>74.6</td>
<td>77.0</td>
</tr>
</tbody>
</table>

ᵃAUC: area under the receiver operating characteristic curve.
ᵇLOF: local outlier factor.
ᶜTk: threshold for the kth month.
ᵈCOF: connectivity-based outlier factor.

Computational Time

Computational time is the amount of time a particular model needs to learn and execute a given task [12]. It can be regarded as one of the best performance indicators for real-time systems. For a real-time application, an optimal model is the one that achieves superior detection performance with small training and testing time. Depending on the application, sometimes models can be trained offline, which makes the training time less important [12]. In this regard, the computational times of all the models were estimated and compared with each other. The computational time was measured for different sample sizes of the training and testing data sets. The sample size of the training and testing data includes 240, 480, 720, 960, 1200, 1440, 1680, 1920, 2160, 2400, 2640, and 2880 sample objects (data points) each. The required computational time for both training and testing each model is depicted in Figures 5 and 6. The figures demonstrate a rough estimation of the computational time, where each model learns the data set and classifies the sample objects. During the training phase, NN, SVDD, and SOM took considerable time. For a training sample size of 2880 objects, NN requires 296 times, SVDD requires 206 times, and SOM requires 42 times the time taken by K-NN on the same sample size. Generally, as the number of sample objects...
increases, these models require much more time. However, K-means, Gaussian families, LOF, MST, K-NN, V-SVM, PCA, auto-encoder, and incSVDD took less time. These models took almost constant time even when the number of samples increased. During the testing phase, only the LOF took considerable time compared with the other models, as can be seen in Figure 6.

**Figure 5.** Plot of models’ average computational time for the training phase. The x-axis depicts the sample size, and each label stands for total sample size divided by 24. The y-axis depicts the computational time required by each model. Gauss: Gaussian; IncSVDD: incremental support vector data description; K-NN: K-nearest neighbor; LOF: local outlier factor; MCD: minimum covariance determinant; MOG: mixture of Gaussian; MST: minimum spanning tree; NN: nearest neighbor; NParzen: naïve Parzen; PCA: principal component analysis; SOM: self-organizing maps; SVDD: support vector data description; V-SVM: one-class support vector machine.

**Figure 6.** Plot of models’ average computational time for the testing phase. The x-axis depicts the sample size, and each label stands for total sample size divided by 24. The y-axis depicts the computational time required by each model. Gauss: Gaussian; IncSVDD: incremental support vector data description; K-NN: K-nearest neighbor; LOF: local outlier factor; MCD Gauss: Gaussian; SOM: self-organizing maps; MOG: mixture of Gaussian; MST: minimum spanning tree; NN: nearest neighbor; NParzen: naïve Parzen; PCA: principal component analysis; SVDD: support vector data description; V-SVM: one-class support vector machine.

**Discussion**

**Principal Findings**

Anomaly or novelty detection problem has been widely used in various applications including machine fault and sensor failure detection, prevention of credit card or identity fraud, health and medical diagnostics and monitoring, cyber-intrusion detection, and others [1-3]. In applications related to health and medical diagnostics and monitoring, the anomaly detection problem has been used to detect and identify the abnormal health conditions. This approach can be applied in various fields such as health care, security, and finance.
state of an individual, for example, detecting abnormal patterns of heartbeat recorded using an electrocardiogram [1,51-54]. The omnipresence of various physiological sensors has facilitated circumstances for individuals to easily self-record health-related events and data for the purpose of self-informatics and management [55]. Currently, people are generating huge amounts of data on a daily basis that can contribute to both individual and public health purposes [54]. To this end, people with diabetes are not an exception, generating rich data in both quality and quantity, which is expected to further improve with advances in diabetes technologies. These data can provide valuable information if processed with the right tools and methodology, and in this regard, particular instance includes detecting novel or anomalous data points for various purposes. The availability of labeled data constrains the choice of methods in the anomaly detection problem [3,9-11]. Supervised anomaly detection methods are impractical for applications such as detecting infection incidences in people with type 1 diabetes for a number of reasons [10,12]. Blood glucose dynamics are affected by various other factors apart from infection incidences [19,56,57], and characterization of infection-induced anomalies (abnormal class) from the normal class [13] is a challenging task because of the following reasons:

1. There are no well-defined boundaries regarding how different pathogens affect various key parameters of blood glucose dynamics, including blood glucose levels, insulin injections, carbohydrate ingestions, physical activity or exercise load, and others. This results in poor boundary demarcation between the normal and abnormal classes.
2. Class boundaries defined for a single pathogen might not work for the other pathogens because the effect of different pathogens on the blood glucose dynamics could be different.
3. It is expensive and time consuming to collect infection-related data to explore and characterize pathogen-specific class boundaries. This results in ill-defined class boundaries even for an infection related to a single pathogen.
4. The degree of effect of the same pathogens on the blood glucose dynamics could differ between different individuals because of the difference in individual immunity, which further complicates the characterization task.
5. Lack of sufficient sample size for both the abnormal and the normal classes results in poor training and testing data sample size or imbalanced class problems.

Given these challenges, the best possible approach is to identify methods that can learn from the normal health state of an individual and classify abnormalities relying on the boundaries learnt from the normal health state, which is a one-class classifier approach. This definitely reduces the challenge because it only requires the characterization of what is believed to be a normal health state. For instance, assume a health diagnostic and monitoring system that detects health changes in an individual by tracking the individual’s physiological parameters, where the current health status is examined based on set of parameters, and raises a notification alarm when the individual health deteriorates [12]. In such a system, it becomes feasible to rely on a method that can be trained using only the regular or normal day measurements (target days) so as to detect deviation from normality [12,14]. Another possible alternative approach is to identify a method that does not require any characterization and labeling of classes, which is unsupervised methods [7]. Accordingly, considering the previously mentioned challenges, one-class classifiers and unsupervised models were proposed for detecting infection incidence in people with type 1 diabetes. The objective was to develop a personalized health model that can automatically detect the incidence of infection in people with type 1 diabetes using blood glucose levels and insulin-to-carbohydrate ratio as input variables. The model is expected to detect any deviations from the norm as a result of infection incidences considering blood glucose level (hyperglycemia incidences) coupled with unusual changes in the insulin-to-carbohydrate ratio, that is, frequent insulin injections and unusual reduction in the amount of carbohydrate intake [19]. A personalized health model based on one-class classifiers and unsupervised methods was tested using blood glucose levels and the insulin-to-carbohydrate ratio as a bivariate input. The result demonstrated the potential of the proposed approach, which achieved excellent performance in describing the data set, that is, detecting infection days from the regular or normal days, and, in particular, the boundary and domain-based method performed better. Among the respective group, particular models such as V-SVM, K-NN, and K-means achieved excellent performance in all the sample sizes and infection cases. However, the unsupervised approaches suffer performance degradation compared with the one-class classifier mainly because of the atypical nature of the data, which are not distributed uniformly, where some regions may contain high density and others might be sparse (Multimedia Appendix 2). There are rare events (sparse region) of blood glucose dynamics that are a normal response; however, the unsupervised methods can still detect and flag false alarms including the following:

1. Carbohydrate action: a situation in which the ratio of insulin-to-carbohydrate is small and the blood glucose levels are high (hyperglycemia), Carb Action-Quadrant 1 in Figure 7. This is a normal response to blood glucose dynamics as consumption of more carbohydrates and less insulin intake can derive blood glucose dynamics into the hyperglycemia region (high blood glucose levels) if there is no physical activity session. A typical example of this particular situation is holiday seasons, where people consume too many carbohydrates.
2. Physical activity action: despite a small ratio of insulin-to-carbohydrate, the blood glucose levels still drop to low levels (hypoglycemia), PA Action-Quadrant 2 in Figure 7. Normally, a small ratio of insulin-to-carbohydrate signifies that the patient consumed more carbohydrates and injected less insulin, which normally derives the blood glucose dynamics into the hypoglycemia region. However, despite taking more carbohydrates and less insulin, a rigorous physical exercise can still derive the blood glucose dynamics into the hypoglycemia region. Therefore, this is a normal response of blood glucose dynamics as the action of physical activity or exercise can derive the patient into hypoglycemic regions even if the patient consumes more carbohydrates. For example, an individual patient on certain days might prefer to take little insulin as compared with most of the days and perform heavy physical activity to
replace their insulin needs. This scenario could generate an outlier, a small ratio of insulin-to-carbohydrate, which will be considered and detected as anomalies by the unsupervised models. However, this could be mitigated by incorporating physical activity data as an input variable.

3. Insulin action: the ratio of insulin-to-carbohydrate is large, that is, high insulin intake and low carbohydrate consumption, and blood glucose levels are low (hypoglycemia). Insulin Action-Quadrant 3 in Figure 7. This is a normal response to blood glucose dynamics as administration of high insulin with little carbohydrate consumption can derive the blood glucose dynamics into the hypoglycemic region.

Figure 7. Quadrants of wellness in people with type 1 diabetes. The figure depicts the 4 possible scenarios of different parameters: carbohydrate action, insulin action, physical activity action, and abnormality because of metabolic change such as infection and stress. BG: blood glucose; PA: physical activity.

The drawback of unsupervised methods is that they do not have any mechanism to handle rare events even if the events are normal. This is mainly because unsupervised methods define an anomaly on the basis of the entire data set. However, the one-class classifier can learn and handle such scenarios appropriately if presented during the training phase. This is mainly because one-class classifiers produce a reference description based on the available normal (target) data set, including the rare events. With regard to the one-class classifiers, the boundary and domain-based method achieved a better description of the data set compared with the density and reconstruction-based methods, mainly because of the ability of such models to handle the atypical nature of the data [12].

Detectability of the infection incidence is directly related to the extent and degree of the effect it induces on the blood glucose dynamics. The type of pathogen, individual’s immunity, and hormones involved could play a role in determining the degree of severity in this regard [19,24,58-62]. To this end, the results demonstrated that the models were capable of detecting all the infection incidences that can significantly alter the blood glucose dynamics, such as influenza. Moreover, infection incidence that had a moderate effect on the blood glucose dynamics, such as mild common cold without fever, was also detected. However, as expected, infection incidences that had almost little effect on the blood glucose dynamics, such as light common cold without fever, as reported by the individual patient, were not detected. Regarding the computational time, NN, SVDD, and SOM took considerable training time, which typically increased as the number of sample objects increased. Moreover, compared with the other models, only LOF and COF took considerable testing time.

Comparative Analysis of the Methods

Selecting the proper model for implementation in a real-world setting requires considering different characteristics of the model. This includes typical model characteristics such as performance in limited training sample size, robustness to outliers in the training data, required training and testing time, and complexity of the model (in terms of the number of model parameters).

Performance and Sample Size

The sample size, N, is the number of sample objects used during the training phase and highly affects the generalization power of the model [12,13]. Models trained with small sample sizes often fail to produce satisfactory descriptions mainly associated with the presence of large variance in the sample objects [3,12,13,63]. To this end, the results indicate that most of the models fail to make good descriptions with a 1-month (30 objects) data set, mainly with the daily raw data set, as shown in Figure 8. The figure depicts the average performance of each model across all the infection cases over the 1- and 4-month sample sizes. Specifically, MST, Gaussian families, SOM, and auto-encoders require a considerable amount of training sample objects to better describe the data. There is some exception, for instance V-SVM, which produces a satisfactory description of the 1-month data sets in all the infection cases and data granularity. Models such as NN and PCA produced the worst
description in most cases. As the number of training sample objects increased, all the models improved and produced a comparable description of the data. As a rule of thumb, for the daily scenario, a 3-month training sample (90 sample objects) produces a good description of the data, which can be considered for real-world applications. Moreover, if smoothing is considered, a 1-month sample size produces better description than the 4-month sample size without smoothing, as shown in Figure 8. However, for the hourly scenario, a 1-month training sample object produces a comparable description and anything more than this size will be enough.

Figure 8. Average performance (F1-score) of each model across all the infection cases. AE: auto-encoder; Gauss: Gaussian; IncSVDD: incremental support vector data description; K-NN: K-nearest neighbor; LOF: local outlier factor; MCD: minimum covariance determinant; MOG: mixture of Gaussian; MST: minimum spanning tree; NN: nearest neighbor; NP: naïve Parzen; PCA: principal component analysis; SOM: self-organizing maps; SVDD: support vector data description; V-SVM: one-class support vector machine.

**Computational Time**

For real-time applications, the time a model takes to learn and classify the sample object is essential in model selection. Table 9 depicts the rough estimation of average training and testing time required by different classifiers, both the one-class classifiers and the unsupervised models, based on 2880 training and testing sample objects each. Most of the models, as shown in Figures 5 and 6 and Table 9, require reasonable training and testing time, except NN, SVDD, and SOM, which took a considerably longer time. However, it is possible that in some cases models can be trained offline, which makes the training time less important. With regard to the testing time, most of the models executed the classification task in a reasonable time except COF and one class classifier version of LOF, which consume considerable time to classify the 2880 objects. The computational time in these particular models grows exponentially as the sample size increases, which makes them resource demanding in a big data setting.
Table 9. Rough estimation of average training and testing time required by the different classifiers.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Training time, mean (SD)</th>
<th>Testing time, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>One-class classifiers</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVDD(^a)</td>
<td>105.2 (2.03)</td>
<td>0.008 (0.002)</td>
</tr>
<tr>
<td>IncSVDD(^b)</td>
<td>0.05 (0.16)</td>
<td>2.41 (0.83)</td>
</tr>
<tr>
<td>K-means</td>
<td>0.0047 (0.0014)</td>
<td>0.0032 (0.0010)</td>
</tr>
<tr>
<td>Gaussian</td>
<td>0.0055 (0.0032)</td>
<td>0.0032 (0.0012)</td>
</tr>
<tr>
<td>MOG(^c)</td>
<td>0.076 (0.018)</td>
<td>0.0036 (0.0011)</td>
</tr>
<tr>
<td>MCD(^d) Gaussian</td>
<td>0.27 (0.075)</td>
<td>0.0034 (0.0015)</td>
</tr>
<tr>
<td>SOM(^e)</td>
<td>21.62 (5.91)</td>
<td>0.0033 (0.00087)</td>
</tr>
<tr>
<td>K-NN(^f)</td>
<td>0.51 (0.11)</td>
<td>0.52 (0.12)</td>
</tr>
<tr>
<td>Parzen</td>
<td>2.02 (0.41)</td>
<td>0.21 (0.052)</td>
</tr>
<tr>
<td>Naive Parzen</td>
<td>4.02 (0.82)</td>
<td>0.40 (0.10)</td>
</tr>
<tr>
<td>LOF(^g)</td>
<td>1.15 (0.28)</td>
<td>1198.05 (323.07)</td>
</tr>
<tr>
<td>NN(^h)</td>
<td>151.34 (22.52)</td>
<td>0.18 (0.024)</td>
</tr>
<tr>
<td>MST(^i)</td>
<td>2.39 (0.31)</td>
<td>1.24 (0.19)</td>
</tr>
<tr>
<td>PCA(^j)</td>
<td>0.046 (0.20)</td>
<td>0.0031 (0.00086)</td>
</tr>
<tr>
<td>Auto-encoder</td>
<td>0.65 (0.094)</td>
<td>0.017 (0.0034)</td>
</tr>
<tr>
<td>V-SVM(^k)</td>
<td>0.32 (0.024)</td>
<td>0.035 (0.0066)</td>
</tr>
<tr>
<td><strong>Unsupervised</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LOF(^l)</td>
<td>N/A(^m)</td>
<td>0.2 (0.0)</td>
</tr>
<tr>
<td>COF(^n)</td>
<td>N/A</td>
<td>82.8 (1.5)</td>
</tr>
</tbody>
</table>

\(^a\)SVDD: support vector data description.
\(^b\)IncSVDD: incremental support vector data description.
\(^c\)MOG: mixture of Gaussian.
\(^d\)MCD: minimum covariance determinant.
\(^e\)SOM: self-organizing maps.
\(^f\)K-NN: k-nearest neighbor.
\(^g\)LOF: local outlier factor.
\(^h\)NN: nearest neighbor.
\(^i\)MST: minimum spanning tree.
\(^j\)PCA: principal component analysis.
\(^k\)V-SVM: one-class support vector machine.
\(^l\)LOF: local outlier factor.
\(^m\)N/A: not applicable.
\(^n\)COF: connectivity-based outlier factor.

**Robustness to Outliers in the Training Data Set**

The presence of outliers in the training data set could significantly affect the model’s generalization ability. Outlier objects are samples that exhibit different characteristics compared with the rest of the objects in the data set [8,63]. For instance, an individual might forget a previous infection incident and could label these days as a regular or normal period during self-reporting, which could end up being used as target data sets for training. Another important example could be error recorded during data registration, that is, carbohydrate, blood glucose levels, and insulin registration. Such errors could occur during the manual registration of carbohydrates, associated with infusion set failures and other similar situations. In this scenario, an individual could record lower or higher values incorrectly affecting the input features, for example, ratio of insulin-to-carbohydrate and blood glucose levels, resulting in an outlier that could greatly affect the model’s generalization ability. In this type of situation, a model’s sensitivity to outliers in the training data is crucial to curb the influence of outliers on the accuracy of the description generated. To some extent,
a user-specified empirical rejection rate is incorporated in the models to reduce the effect of outliers in the training data by rejecting the most dissimilar objects from the description generated. For example, a rejection rate of 1% on training data sets implies that 1% of outliers in the training data set are rejected. Nevertheless, the sensitivity of models to outliers in the training data sets differs greatly between models. Among the models, NN is regarded as the most sensitive model to outliers in the training data set [12]. The presence of outliers in the training data changes the shape of the description generated by the model, forcing a larger portion of the feature space to be accepted as the target class [10,12]. Furthermore, models that rely on an estimation of the covariance matrix, for example, Gaussian families, also suffer from the presence of outliers in the training data sets [12,36]. However, when equipped with regularization, Gaussian models can withstand such outliers. Local density estimators such as Parzen can withstand outliers, considering the fact that only the local density is affected [12]. Models that rely on prototype estimation, such as SOM and K-means, are highly affected by the presence of outliers in the training data set, which could force the estimated prototype to be placed near or at the nontarget data set [2,12,13]. Nevertheless, boundary and domain-based method such as SVDD and V-SVM and reconstruction-based method such as auto-encoders are more or less insensitive to outliers and can generate acceptable solutions [3,12,64].

Model Parameters and Associated Complexity

These two parameters, free and user defined, provide insight into how flexible the model is, how sensitive the model is to overtraining, and how easy the model is to configure (simplicity) [12,16]. Considering the number of these parameters, there exist large variations among the models. For instance, NN does not possess any free parameters; therefore, its performance completely relies on the training data set [12]. This constraint has limitations, mainly because training data that contain outliers could ruin the model’s performance [12,15,16]. A model that possess large number of free and user defined parameters is too flexible and complex [12]. Regarding the user-defined parameters, also known as hyper-parameters, a model equipped with small number of parameters and preferably with intuitive meaning are easy to configure. Setting up the user defined parameters incorrectly can degrade the model’s performance and selecting the proper values (optimization) becomes complex and vague as the number of model parameters become too large. One of the simplest models is Parzen density and NN, which do not require the user to specify any parameters [3,12,13]. Some models, such as support vector families, require the user to specify parameters that have intuitive meaning, for example, the ratio of training objects to be rejected by the description [12,65]. There are also models that are complex enough given that the user is expected to specify many parameters, which are not intuitive and require careful choice. Examples of such models include SOM and auto-encoders, where the user is expected to supply the number of neuron, hidden units, and learning rate [10,12,37,66].

Practical Illustration and Area of Applications

For a real-world application, apart from the performance of the model, it is important to consider two important aspects of the data set, the time window of detection (data granularity) and the required sample size. The time window or data granularity, that is, hourly and daily, defines the frequency (continuity) of computation one needs to conduct throughout the day to screen the health status of the individual with type 1 diabetes. In an hourly time window, one is expected to carry out the computation at the end of each hour throughout the day. However, in the daily time window, one needs to carry out one aggregate computation at the end of the day. Decreasing the time window (increasing the granularity of the data) enhances early detections; however, at the coast of accuracy, for example, more unwanted features (noise) in the data. The results demonstrated that almost all the models produced fairly comparable detection performances in both time windows. Moreover, the required sample size determines the necessary amount of data an individual with type 1 diabetes needs to collect in advance before joining such an infection detection system. Models that could generalize well with small sample sizes could be preferred in a real-world application to enable more people to join the system with ease. Generally, the results demonstrated that the models require at least a sample size of 3-month data for the daily case and 2-month data for hourly case to perform better. Automating the detection of infection incidences among people with type 1 diabetes can deliver a means to provide personalized decision support and learning platforms for the individuals and, at the same time, can be used to detect infectious disease outbreaks on a large scale through spatio-temporal cluster detection [19,67,68]. Detailed descriptions of these instances are given below:

1. A personalized decision support system and learning platform relies on an individual’s self-recorded data to provide relevant information in relation to decision making to assist the individuals during crises [19,67,68]. Moreover, it can also provide a learning platform concerning the extent to which infection incidence affects the key parameters of the blood glucose dynamics. Information regarding what to expect at each stage of the course of infection could be very important to the individuals [19]. During infection incidences, various kinds of information could be vital for an individual to properly manage blood glucose levels, including time in range (blood glucose), to what extent is the evolution of blood glucose affected during the course of infection, to what extent does insulin sensitivity change, and how much does the insulin-to-carbohydrate ratio shift, that is, changes in insulin requirements for each gram of carbohydrate intake.

2. A population-based early outbreak detection system relies on self-recorded information from an individual with type 1 diabetes to detect individuals’ infection cases and, thereby, detect a group of infected individuals on a spatio-temporal basis. Such a system should collect individuals’ self-recorded data to a central server, analyze individuals’ data on a timely basis, identify and locate a cluster of people based on space and time, and notify the responsible bodies if there is an ongoing outbreak [19,67-71].
Conclusions

Anomaly or novelty detection problem has been widely used in various applications including machine fault and sensor failure detection, prevention of credit card or identity fraud, health and medical diagnostics and monitoring, cyber-intrusion detection, and others. In this study, we demonstrated the applicability of one-class classifiers and unsupervised anomaly detection methods for the purpose of detecting infection incidences in people with type 1 diabetes. In general, the proposed methods produced excellent performance in describing the data set, and particularly the boundary and domain-based method performed better. In contrast to the specific models, V-SVM, K-NN, and K-means achieved better generalization in describing the data set in all infection cases. Detecting the incidence of infection in people with type 1 diabetes can provide an opportunity to devise tailored services, that is, personalized decision support and a learning platform for the individuals, and can simultaneously be used for detecting potential public health threats, that is, infectious disease outbreaks, on a large-scale basis through a spatio-temporal cluster detection. Generally, we foresee that the results presented could encourage researchers to further examine the presented features along with other additional features of self-recorded data, for example, various CGM features and physical activity data, on a large-scale basis.
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Abstract

Background: The Rey-Osterrieth Complex Figure Test (RCFT) is a neuropsychological test that is widely used to assess visual memory and visuoconstructual deficits in patients with cognitive impairment, including Alzheimer disease (AD). Patients with AD have an increased tendency for exhibiting extraordinary behaviors in the RCFT for selecting the drawing area, organizing the figure, and deciding the order of images, among other activities. However, the conventional scoring system based on pen and paper has a limited ability to reflect these detailed behaviors.

Objective: This study aims to establish a scoring system that addresses not only the spatial arrangement of the finished drawing but also the drawing process of patients with AD by using digital pen data.

Methods: A digital pen and tablet were used to copy complex figures. The stroke patterns and kinetics of normal controls (NCs) and patients with early-onset AD (EOAD) and late-onset AD (LOAD) were analyzed by comparing the pen tip trajectory, spatial arrangement, and similarity of the finished drawings.

Results: Patients with AD copied the figure in a more fragmented way with a longer pause than NCs (EOAD: $P=.045$; LOAD: $P=.01$). Patients with AD showed an increased tendency to draw the figures closer toward the target image in comparison with the NCs (EOAD: $P=.005$; LOAD: $P=.01$). Patients with AD showed the lower accuracy than NCs (EOAD: $P=.004$; LOAD: $P=.002$). Patients with EOAD and LOAD showed similar but slightly different drawing behaviors, especially in space use and in the initial stage of drawing.

Conclusions: The digitalized complex figure test evaluated copying performance quantitatively and further elucidated the patients’ ongoing process during copying. We believe that this novel approach can be used as a digital biomarker of AD. In
addition, the repeatability of the test will delineate the process of executive functions and constructional organization abilities with disease progression.

(J Med Internet Res 2020;22(8):e18136) doi:10.2196/18136
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Introduction

Background

The Rey-Osterrieth Complex Figure Test (RCFT) is widely used to examine the visuoconstructional and visual memory function of patients with brain injuries or cognitive impairment such as Alzheimer disease (AD) [1]. The conventional scoring system of RCFT focuses on scoring the final finished drawing of the figure by assessing the shape and positional accuracy of its elements. There are only a few scoring methods that quantify the drawing sequences of elements [2-4]. However, patients with cognitive impairment due to brain injuries show different patterns in the drawing process and errors on the final finished drawing compared with normal controls (NC; ie, individuals with normal cognition) [5]. For example, some patients with brain injuries complete a figure by adding one detailed part after another instead of starting with an overall outline and adding local or detailed parts. Furthermore, the number, length, and speed of strokes made by patients with brain injuries may differ from that of NCs. Therefore, it is necessary to establish a scoring system using a digital device that records not only the spatial arrangement of the finished drawing but also all the details of drawing processes, including the sequence in drawing the parts of the figures. This approach will augment our understanding of the organizing strategy and executive functions of patients with brain injuries. Additionally, it will increase our understanding of the structural and design integrity of drawing figures.

A digital pen and tablet can be optimal tools for observing and acquiring data for the drawing process. Recent studies have used a digital device to evaluate the visuoconstructional abilities and executive functions of patients with AD. These researchers used a clock drawing test [6,7] or a 3D house copy test [8] to quantitatively evaluate cognitive function in patients with AD. It was possible to differentiate patients with mild cognitive impairment (MCI) and AD from NCs by assessing physical parameters such as kinetics (eg, time, velocity) or device-human interaction values (eg, pressure, number/density of strokes). Compared with NCs, even patients with MCI who received normal scores on the clock drawing test showed prolonged transition times associated with drawing performances [6]. The kinetics and sequence-based schemes from digital drawing tests have successfully demonstrated changes in cognitive progress. Previously, only 1 study has analyzed RCFT using a digital device; however, the group did not assess the drawing procedure but focused on recognizing the outline and details in relation to the conventional scoring system [9].

Objective

To implement the scheme in a digital device, we first decided to choose an abstract figure such as the RCFT rather than concrete objects such as a clock or a house. Clocks and houses elicit semantic knowledge, which primarily involves the ventral visual pathway (what pathway). Using complex figures on the other hand, such as the RCFT, involves the dorsal visual pathway (where pathway) and requires visuospatial working memory before translation into a motor program and execution of plan [10]. Second, we simplified the Rey figure to reduce not only the drawing time but also the number of strokes required to complete the figure. Arranging too many structures in a limited space may result in stroke overlap when drawing, which may prevent the digital device from identifying each stroke.

In this study, we hypothesized that the movement kinetics (pen tip trajectory of the digital pen) and digitized spatial information acquired from the simplified RCFT would differ between NCs and patients with AD. Several previous studies have reported that patients with early-onset AD (EOAD) have significant visuospatial or visuoconstructive difficulties compared with patients with late-onset AD (LOAD) [11-13]. We therefore hypothesized that patients with EOAD would show more pronounced changes in movement kinetics and digitized spatial information compared with patients with LOAD.

Methods

Recruitment of Participants

Participants were selected from those who visited the Memory Disorders Clinic at the Samsung Medical Center in Seoul, Republic of Korea, between March 1 and December 1, 2017. The study group comprised 17 patients with EOAD, 21 patients with LOAD, and 17 NC individuals. We consecutively recruited participants who satisfied the following criteria: (1) normal visual acuity, (2) >6 years of education, (3) completion of a standardized neuropsychological battery called the Seoul Neuropsychological Screening Battery (SNSB) [14,15] and the Mini-Mental State Examination (MMSE) test [16], and (4) magnetic resonance imaging (MRI) results. Participants were classified via rigorous diagnostic methods, including multiple tests (eg, blood test, MRI/positron emission tomography scans) and clinical consensus of neurologists, neuropsychologists, and radiologists. All patients with AD fulfilled the criteria proposed by the National Institute of Neurological and Communicative Disorders and Stroke and the Alzheimer’s Disease and Related Disorders Association (NINCDS-ADRDA) [17]. Patients with EOAD were defined as those whose first symptoms occurred at an early age (>45 years and <65 years of age). Individuals with moderate or severe vision loss (visual acuity <0.3) or those
with very low MMSE scores with lower cutoffs of 10 or education levels <6th grade were not included in this study.

**Neuropsychological Assessments**

All participants underwent a standardized neuropsychological battery called the SNSB [14,15], which consists of tests for attention, language, calculation, visuospatial, memory, and frontal/executive functions. The MMSE and Clinical Dementia Rating tests were also carried out to evaluate general cognition. The standardized tests used for this study were as follows: attention was assessed using the backward digit span and letter cancellation tests; language was assessed using the Korean version of the Boston Naming Test; calculation was assessed using 3 items comprising each for addition, subtraction, multiplication, and division; visuospatial function was assessed using the RCFT; memory function was assessed using immediate and delayed recall of the Seoul Verbal Learning Test and RCFT; frontal-executive function was assessed using the phonemic and semantic Controlled Oral Word Association Test and the Stroop word/color reading test. Each score was converted into a standardized Z-score based on age- and education-adjusted norms.

**Simplified Version of the Rey-Osterrieth Complex Figure Test**

We modified the original RCFT into a simpler version while maintaining the main frame of the figure. Modification was performed by 1 neurologist (experience >10 years) and 2 neuropsychologists (average experience >20 years) to balance the numbers of global and local components. Although the original RCFT comprises 18 components (4 global and 14 local components) [18], our simplified RCFT comprised 4 global and 4 local components, as illustrated in Figure 1. The large rectangle with horizontal, vertical, and diagonal crosses was maintained, but other regional or local features were simplified except for the 4 horizontal lines in the upper left panel. For the local features, the components in the original RCFT were changed as follows: (1) the diamond was replaced by a square, (2) the circle with 3 dots was replaced by double circles, (3) the 5 parallel lines were replaced by 3 triangles, (4) and the 4 parallel lines were replaced by 4 arrows. We added arrows to these lines such that the participants would be more attentive to the local features. Some overlapping lines and detailed components outside of the outlines were eliminated in the simplified version. For the local components, the side of the large triangle attached to the large rectangle and the horizontal line of the large triangle were excluded. Of the local components, the following were removed: the vertical cross, the small triangle above the large rectangle, the horizontal cross, the square attached to the large rectangle, the small rectangle, the small horizontal line above the small rectangle, the vertical line within the side of the large triangle, and the small vertical line within the large rectangle.

**Figure 1.** The simplified Rey-Osterrieth Complex Figure Test (RCFT). (A) The simplified RCFT consists of 4 global and 4 local components. (B) The simplified RCFT is shown on a tablet (size: 12 in; resolution: 2160 × 1440; Samsung Galaxy Book 12, Samsung Electronics) with a screen width of 162 mm and a screen height of 258 mm. The texts indicated in blue were not presented to the participants during testing.

<table>
<thead>
<tr>
<th>Global</th>
<th>Local</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Large rectangle</td>
<td>5 Parallel arrows</td>
</tr>
<tr>
<td>2 Horizontal line</td>
<td>6 Square</td>
</tr>
<tr>
<td>3 Vertical line</td>
<td>7 Double circles</td>
</tr>
<tr>
<td>4 Diagonal cross</td>
<td>8 Three triangles</td>
</tr>
</tbody>
</table>

Each of the 8 components in the simplified RCFT was scored separately (Meyers and Meyers protocol) in terms of accuracy and placement [18]. Component scores were assigned as 2 (accurately drawn, correctly placed), 1 (accurately drawn, incorrectly placed or inaccurately drawn, correctly placed), 0.5 (inaccurately drawn, incorrectly placed but recognizable), or 0 (inaccurately drawn, incorrectly placed, unrecognizable). Thus, the possible range of raw scores was 0.0-16.0. A low score
suggested impaired visuoperceptual or visuoconstructive functions.

**Experimental Apparatus (Digitized Equipment) and Drawing Procedure**

The experimental equipment for measuring the performance of copying a figure consisted of an X-Y digital tablet (size: 12-inch, resolution: 2160 \times 1440; Samsung Galaxy Book 12, Samsung Electronics) and a digital pen (nib diameter: 0.7 mm, pressure: 4096; S-pen, Samsung Electronics). Participants performed the simplified RCFT on a tablet in portrait orientation (Figure 1). We defined the upper half of the working area as perceptual space and the lower half as working space. The simplified RCFT was presented in the perceptual space. An eraser tool was not included in the interface to observe the basal level of copying. Before the task, the experimenter delivered the following instructions to the participants: “When the task begins, a figure will appear on the upper half of this tablet. Please copy the figure with this pen. Try to use the empty area below as much as possible. This pen does not have an eraser. You cannot change your drawing. If you made any mistakes, please disregard them and continue with carrying out the task. Take your time, and please let me know when you are finished.” The trajectories of the drawings were recorded on the X-Y digital tablet at a sampling frequency of 60 Hz, and the x- and y-axes were horizontal and vertical planes, respectively.

**Data Processing in Normalized Cartesian Coordinates**

The digital pen-touch point responses were recorded by the X-Y digital tablet as Cartesian coordinates in pixel units based on placement on the screen, movement, and removal from the screen over time. The range of positions was (0, 0) to (2160, 1440), which corresponded to the range of display in pixels. We normalized the position from a range of –1 to 1 with respect to the origin (0, 0) at the center of the display. The vertical ranges of perceptual and working spaces corresponded to 0 to 1 and –1 to 0, respectively. To consider the robustness of the automatic evaluation, we focused on analyzing parameters such as pen stroke, occupied drawing area (drawing boundary), and copying results (similarity between the original figure).

We analyzed 3 features: (1) digital pen stroke, which was defined as continuous movement of the digital pen while maintaining contact with the writing tablet; (2) drawing boundary, defined as the extremum coordinates; and (3) copying results (similarity of the drawing to the original). These features were selected based on their robustness to automatic evaluation.

**Analysis of Pen Strokes**

Pen stroke was referred to as a trajectory created based on continuous contact of the digital pen. Specifically, pen stroke was defined as pen movements recorded from the moment the pen touched the screen to the moment the pen was lifted off the screen. To analyze stroke behaviors, the number, length, and speed were assessed. We also analyzed data after classifying strokes as long or short lines (Figure 2).

---

**Figure 2.** Pen stroke analysis. Clinical interpretation of copying performance in the Rey-Osterrieth Complex Figure Test (RCFT) was partly based on how an individual draws the image based on consecutive line creations. The number, length, and speed of strokes were analyzed. (A) Long (blue)/short (red) strokes are classified by k-means clustering; (B-D) number of strokes; (E-F) length of strokes; (G-I) speed of strokes. One and two asterisks show significant differences at $P<.05$ and $P<.01$ levels, respectively. EOAD: early-onset Alzheimer disease; LOAD: late-onset Alzheimer disease; NC: normal control.
Analysis of Drawing Areas (Spatial Arrangement of Drawings)

To evaluate the space occupancy of drawings and possible signs of unilateral neglect of space, we defined the boundary of the drawing region and measured its area and lateralization. To compare the space occupancy for all items with that of the global items (large square with diagonal axes), we defined 2 boundaries of whole area, which contained the whole drawing, and skeleton area, of that within the rectangle border (Figure 3). For ease of calculation, we defined the area as a square. The entire area included all input drawings and was determined by 4 extremums along the horizontal and vertical axes. By definition, the skeleton area was the boundary of the square created by minimizing the area following consideration of all global features. To perform automatic calculations, we determined the skeleton area using the following steps: (1) the input frequency was determined at each subregion in which the working space was divided into 10x10 subregions, (2) inputs in subregions with frequencies lower than 1 out of 4 were excluded, and (3) the extremums were obtained with the remaining inputs and defined as the skeleton area. After detection of boundaries, we obtained the center, vertex, and edge lengths of the regions. We further calculated the center of mass, using the following equation:

\[ m = 1 \text{ if there is input at the } i \text{th pixel at or 0 if not.} \]

Figure 3. Spatial arrangement. (A) We defined the bounded area that contains the whole drawing as the whole area (blue box) and a boundary that contains only the area inside the skeleton rectangle as the skeleton area (red box). (B) An example of the ratio of input in perceptual space: input (blue)/total input (blue + red). (C-D) Center of the whole area. (E-F) Center of mass of the whole area. (G-H) Top and bottom edge of the whole area. (I-J) Top and bottom edges of the skeletal area. (K) Closing-in phenomenon. One, two, and three asterisks show significant differences at \( P < .05 \), \( P < .01 \), and \( P < .001 \) levels, respectively. EOAD: early-onset Alzheimer disease; LOAD: late-onset Alzheimer disease; NC: normal control; RCFT: Rey-Osterrieth Complex Figure Test.

Analysis of Copying Similarity

To evaluate the accuracy of copying, we performed a 2-dimensional (2D) cross-correlation analysis Figure 4. In this analysis, the input function \( m \) was scanned over the perceptual and working spaces with respect to the stimulus function \( M \), with a value of 0 or 1 in the absence or presence of input.
respectively. The amplitude distribution of the 2D cross-correlation function, $\mu_M$ and $\mu_m$ were the means of stimulus and input signals, respectively. The SD was computed as follows:

$$\sigma_M = \sqrt{\sum_{m=1}^{M} (m - \mu_M)^2}$$

$$\sigma_m = \sqrt{\sum_{m=1}^{M} (m - \mu_m)^2}$$

Figure 4. Shape similarity between the target and the pictures drawn by the participants. (A) The Pearson correlation coefficient was used to assess cross-correlation for all possible overlap. (B) We applied 2D cross-correlation analysis and calculated its coefficient and shift in space. (C) For both AD groups, pattern matching was significantly poorer than that of the normal control (NC) group (pairwise Mann-Whitney U test: $P=.004$ for early-onset Alzheimer disease [EOAD] vs NCs and $P=.002$ for late-onset Alzheimer disease [LOAD] vs NCs). There was no statistical significance between the EOAD and LOAD groups ($P=.86$). (D) Although the amount of difference was reduced, the similarity was significantly lower for the LOAD group even after rescaling the image size ($P=.04$). There was no statistical significance for the EOAD group even after adjusting for image size. One and two asterisks show significant differences at $P<.05$ and $P<.01$ levels, respectively. RCFT: Rey-Osterrieth Complex Figure Test.

Statistical Analysis

For statistical analysis of the demographic and cognitive profile data, the Kolmogorov-Smirnov test was used to conduct normality tests. The Kruskal-Wallis test was used to examine the statistical significance between groups at a significance level of $P=.05$ because variables did not follow a normal distribution. We performed post hoc comparisons using the pairwise Mann-Whitney U test with Bonferroni correction. We used the chi-square test or Fisher exact test for categorical variables, followed by a Bonferroni post hoc analysis. To validate the simplified Rey figures, we used Pearson correlation to compare conventional RCFT scores and simplified RCFT scores.

For statistical analysis of digital pen data, the Lilliefors test was used to assess the normality and the Kruskal-Wallis test was again used to examine the statistical significance between groups at a confidence level of $P=.05$. We performed post hoc comparisons using the pairwise Mann-Whitney U test with a Dunn-Sidák correction by adjusting the $P$ value of each pairwise test as $P=1-(1-P)^3$, where 3 reflects the number of groups. We compared the immediate/recall/recognition scores of the original RCFT and our digital metrics from the simplified RCFT using Pearson correlation to determine whether there are any data linked to memory function. All hypothesis tests were two-tailed. MATLAB R2018b was used for the calculations.
Demographics and Cognitive Profiles

The demographic and cognitive profiles of the participants are summarized in Table 1. Age ($P<.001$) and education ($P=.10$) differed significantly among NCs and participants with EOAD and LOAD. The prevalence of apolipoprotein E4 carriers among NCs (0/13, 0%) was significantly lower than that among patients with EOAD (10/16, 63%) or LOAD (9/20, 45%). To investigate differences in neuropsychological scores among the 3 groups, we used Z scores based on age- and education-adjusted norms. Both patients with EOAD and LOAD showed poor performance in attention, language, visuospatial function, memory, and frontal/executive functions compared with NCs (Table 1).

Before the analysis, digital data were reviewed carefully, and data that were not appropriate were excluded from the analysis. A total of 3 participants were excluded because of mismatched digital pen data between attach/detach and movement pairs; 8 participants were excluded because of missing attach movements in coordinate data; 6 participants were excluded because of mismatched digital pen data between result image and pen movement. Digital data from a total of 11 NCs, 11 patients with EOAD, and 16 patients with LOAD were analyzed.
Table 1. Clinical characteristics.

<table>
<thead>
<tr>
<th>Demographics and cognitive profiles</th>
<th>NC&lt;sup&gt;a&lt;/sup&gt; (n=17)</th>
<th>EOAD&lt;sup&gt;b&lt;/sup&gt; (n=17)</th>
<th>LOAD&lt;sup&gt;c&lt;/sup&gt; (n=21)</th>
<th>Post hoc Bonferroni test (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NC vs EOAD</td>
</tr>
<tr>
<td>Age (years), n (IQR)</td>
<td>73 (65.5-77.0)</td>
<td>65 (58.5-68.0)</td>
<td>78 (74.0-81.5)</td>
<td>.011&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Education (years), n (IQR)</td>
<td>16 (10.5-16.0)</td>
<td>12 (9.0-13.0)</td>
<td>12 (11.0-16.0)</td>
<td>.12</td>
</tr>
<tr>
<td>APOE4&lt;sup&gt;e&lt;/sup&gt; carrier&lt;sup&gt;f&lt;/sup&gt;, n (%)</td>
<td>0&lt;sup&gt;g&lt;/sup&gt; (0)</td>
<td>10&lt;sup&gt;h&lt;/sup&gt;/16 (63)</td>
<td>9/20 (45)</td>
<td>.001</td>
</tr>
<tr>
<td>Amyloid PET&lt;sup&gt;i&lt;/sup&gt; positive&lt;sup&gt;j&lt;/sup&gt;, n</td>
<td>0</td>
<td>15</td>
<td>8</td>
<td>.004</td>
</tr>
<tr>
<td>Attention, span (IQR)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Forward digit span</td>
<td>0.06 (–0.43 to 1.08)</td>
<td>0.12 (–1.50 to 20.99)</td>
<td>–0.15 (–0.59 to 0.83)</td>
<td>.86</td>
</tr>
<tr>
<td>Backward digit span</td>
<td>–0.16 (–0.55 to 1.19)</td>
<td>–0.82 (–1.66 to –0.03)</td>
<td>–0.13 (–1.07 to 0.80)</td>
<td>.04</td>
</tr>
<tr>
<td>Language, score (IQR)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>K-BNT&lt;sup&gt;k&lt;/sup&gt;</td>
<td>0.27 (–1.90 to 0.86)</td>
<td>–0.92 (–2.52 to –0.08)</td>
<td>–2.60 (–3.38 to –1.61)</td>
<td>.002</td>
</tr>
<tr>
<td>Calculation</td>
<td>12 (12-12)</td>
<td>10 (7-12)</td>
<td>10 (8-12)</td>
<td>.003</td>
</tr>
<tr>
<td>Visuospatial function, score (IQR)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>RCFT&lt;sup&gt;m&lt;/sup&gt;: copying</td>
<td>0.55 (–0.70 to 0.93)</td>
<td>–1.72 (–7.61 to 0.00)</td>
<td>–1.02 (–7.78 to 0.12)</td>
<td>.008</td>
</tr>
<tr>
<td>Memory, score (IQR)</td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SVLT&lt;sup&gt;n&lt;/sup&gt;: immediate recall</td>
<td>0.83 (0.24-1.48)</td>
<td>–2.25 (–2.85 to –0.95)</td>
<td>–1.79 (–2.45 to –0.87)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>SVLT: delayed recall</td>
<td>0.88 (0.34-1.22)</td>
<td>–2.96 (–3.18 to –2.53)</td>
<td>–2.51 (–2.74 to –2.09)</td>
<td>.008</td>
</tr>
<tr>
<td>SVLT: recognition</td>
<td>0.89 (0.61-1.10)</td>
<td>–2.23 (–3.93 to –1.94)</td>
<td>–2.66 (–3.26 to –1.51)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>RCFT: immediate recall</td>
<td>0.86 (0.61-1.10)</td>
<td>–2.23 (–3.93 to –1.94)</td>
<td>–2.66 (–3.26 to –1.51)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>RCFT: delayed recall</td>
<td>1.36 (0.05-1.76)</td>
<td>–2.11 (–2.55 to –1.82)</td>
<td>–2.17 (–2.45 to –1.65)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>RCFT: recognition</td>
<td>1.01 (0.04-1.47)</td>
<td>–2.48 (–2.75 to –2.16)</td>
<td>–2.36 (–2.58 to –1.97)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Frontal/executive functions, score (IQR)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>COWAT&lt;sup&gt;o&lt;/sup&gt; animal</td>
<td>0.23 (–0.30 to 0.98)</td>
<td>–2.21 (–3.14 to –1.89)</td>
<td>–2.36 (–2.96 to –1.17)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>COWAT supermarket</td>
<td>0.23 (–0.78 to 1.00)</td>
<td>–1.60 (–2.06 to –1.32)</td>
<td>–1.73 (–1.99 to –1.04)</td>
<td>.001</td>
</tr>
<tr>
<td>COWAT phonemic</td>
<td>0.70 (0.00-1.59)</td>
<td>–1.37 (–1.61 to –0.47)</td>
<td>–0.85 (–1.68 to 0.28)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Stroop test: color</td>
<td>0.56 (–0.17 to 1.03)</td>
<td>–3.22 (–3.89 to –0.75)</td>
<td>–1.93 (–2.86 to –0.48)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>MMSE&lt;sup&gt;p&lt;/sup&gt;</td>
<td>29 (28-30)</td>
<td>22 (15-25)</td>
<td>20 (17-22)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CDR&lt;sup=q&lt;/sup&gt;</td>
<td>0.5 (0.5-0.5)</td>
<td>1.0 (0.5-1.0)</td>
<td>1.0 (0.75-1.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>CDR sum of box</td>
<td>0.5 (0.5-0.75)</td>
<td>5.0 (4.25-6.25)</td>
<td>4.5 (4.0-8.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GDS&lt;sup&gt;r&lt;/sup&gt;</td>
<td>1.0 (0.0-4.0)</td>
<td>2.0 (1.0-5.0)</td>
<td>1.0 (0.5-7.0)</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>
Comparison Between Original and Simplified Rey-Osterrieth Complex Figure Test Scores

Table 2 shows the median and interquartile range raw copy scores of the original and simplified RCFT results from NCs, patients with EOAD, and patients with LOAD. The NCs showed significantly higher scores than the 2 AD groups in both the simplified (EOAD: \( P < .001 \); LOAD: \( P < .001 \)) and original RCFT tests (EOAD: \( P < .001 \); LOAD: \( P < .001 \)). There was no significant difference between patients with EOAD and patients with LOAD in the simplified or original RCFT. There was a significant linear relationship between the conventional RCFT and the simplified RCFT score (\( r = 0.884; P < .001 \); Figure 5).

Table 2. Raw copy scores for the original and simplified Rey-Osterrieth Complex Figure Tests.

<table>
<thead>
<tr>
<th>Types of copy scores</th>
<th>NC(^a) (n=17)</th>
<th>EOAD(^b) (n=17)</th>
<th>LOAD(^c) (n=21)</th>
<th>Post hoc Bonferroni test (( P ) value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NC vs EOAD</td>
</tr>
<tr>
<td>Simplified RCFT(^d) (0, 16; IQR)</td>
<td>15.5 (15-16)</td>
<td>12.5 (3.8-14.4)</td>
<td>13 (7.8-15)</td>
<td>( &lt; .001 ) (^e)</td>
</tr>
<tr>
<td>Original RCFT (0, 36; IQR)</td>
<td>35 (33-35)</td>
<td>28 (10-32)</td>
<td>30 (8-31)</td>
<td>( &lt; .001 ) (^e)</td>
</tr>
</tbody>
</table>

\(^a\)NC: normal control.
\(^b\)EOAD: early-onset Alzheimer disease.
\(^c\)LOAD: late-onset Alzheimer disease.
\(^d\)RCFT: Rey-Osterrieth Complex Figure Test.
\(^e\)Italicization show significant differences at \( P < .001 \).
Figure 5. Correlation between original and simplified Rey-Osterrieth Complex Figure Test (RCFT) scores. All participants performed both original and simplified RCFTs. The simplified RCFT was manually scored separately in terms of both accuracy and placement, and it complied with the Meyers and Meyers' standardized scoring of the original RCFT. Raw scores ranging from 0.0 to 16.0 can be obtained. There was a significant linear relationship between the conventional and simplified RCFT scores ($r=0.889; P<.001$).

**Comparison Between Original Rey-Osterrieth Complex Figure Test Scores and Digital Metrics From Simplified Rey-Osterrieth Complex Figure Test**

We compared the immediate/recall/recognition scores of the original RCFT and the digital data acquired from our simplified RCFT to examine whether any of our digital data could be associated with memory function using Pearson correlation. A positive correlation ($r=0.353; P=.04$) was observed between immediate recall scores of the original RCFT and the coefficients of shape similarity. In addition, immediate recall scores of the original RCFT and vertical positions of the simplified RCFT on the y-axis negatively correlated as follows: vertical position of the center of the whole area ($r=-0.341; P=.045$), vertical position of the center of the skeletal area ($r=-0.336; P=.048$), vertical position of the center of the mass ($r=-0.339; P=.047$), vertical position of the top edge of the whole area ($r=-0.343; P=.04$), and location of the top edge of the skeleton area ($r=-0.350; P=.04$). However, there were no significant correlations between recall/recognition scores of the original RCFT and the digital data from the simplified RCFT.

**Analysis of Copying Sequences**

The organizing abilities of the participants were evaluated by analyzing the copying sequences. We converted the original drawing of the simplified Rey figure to pseudocolored images coded by a series of colors in the order of strokes (Multimedia Appendices 1-3). Specifically, the total number of strokes made by each participant was broken down into segments according to the order of strokes, and each segment was coded with a series of colors ranging from red to blue. For instance, when an individual made 40 strokes in total, the first 4 strokes that accounted for the first 10% (4/40) were assigned a red color and the next 10% (4/40) as yellow and so on. Most of the participants drew the global features first and then added the local features, as exemplified in Figure 6. However, some patients started drawing local features such as the double circle or the triangles, as shown in the representative figures (Figure 6) during the middle of drawing global features. In addition, 1 patient with EOAD (number 5 in Multimedia Appendix 2) completed the global structure last. Nonetheless, the tendency of drawing global elements in the beginning was preserved across all subjects. In the unorganized copy as well, participants started with the large box (Figure 6) and then moved onto the local elements.
Pen Stroke Analysis

Clinical interpretation of copying performance in the RCFT was partly based on individual performance in copying. Therefore, we assessed the number, length, and speed of sequential line strokes (Table 3).
Table 3. Digital data of simplified Rey-Osterrieth Complex Figure Tests.

<table>
<thead>
<tr>
<th>Type of digital data analysis</th>
<th>NC(^a) (n=11)</th>
<th>EOAD(^b) (n=11)</th>
<th>LOAD(^c) (n=16)</th>
<th>Post hoc Dunn-Šidák test (P value)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>NC vs EOAD</td>
</tr>
<tr>
<td>Pen stroke analysis, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Total number of strokes</td>
<td>24 (7)</td>
<td>26 (16)</td>
<td>23 (4)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Number of long strokes</td>
<td>14 (4)</td>
<td>18 (12)</td>
<td>16 (4)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Number of short strokes</td>
<td>8 (1)</td>
<td>9 (7)</td>
<td>7 (3)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Length of strokes (cm)</td>
<td>4.58 (0.71)</td>
<td>3.99 (1.48)</td>
<td>3.50 (0.86)</td>
<td>.34</td>
</tr>
<tr>
<td>First 5 stroke ratios</td>
<td>0.91 (0.16)</td>
<td>0.69 (0.23)</td>
<td>0.68 (0.28)</td>
<td>.04</td>
</tr>
<tr>
<td>Speed of the longest stroke (cm/s)</td>
<td>6.31 (1.86)</td>
<td>4.41 (2.76)</td>
<td>4.08 (1.41)</td>
<td>.09</td>
</tr>
<tr>
<td>Transition time (second)</td>
<td>1.39 (0.60)</td>
<td>2.95 (1.83)</td>
<td>6.23 (7.54)</td>
<td>.045</td>
</tr>
<tr>
<td>Elapsed time of 5 early long strokes (second)</td>
<td>14.43 (4.62)</td>
<td>34.86 (19.39)</td>
<td>23.65 (14.16)</td>
<td>.012</td>
</tr>
<tr>
<td>Spatial arrangement, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Whole area (cm(^2))</td>
<td>84.17 (10.88)</td>
<td>108.51 (58.81)</td>
<td>84.01 (33.93)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Skeleton area (cm(^2))</td>
<td>58.40 (8.79)</td>
<td>56.34 (20.78)</td>
<td>55.29 (18.93)</td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Horizontal center of the whole area</td>
<td>0.42 (0.31)</td>
<td>0.25 (0.67)</td>
<td>-0.23 (0.40)</td>
<td>.60</td>
</tr>
<tr>
<td>Vertical center of the whole area</td>
<td>-3.70 (0.69)</td>
<td>-1.22 (1.84)</td>
<td>-1.61 (2.36)</td>
<td>.005</td>
</tr>
<tr>
<td>Horizontal position of center of mass</td>
<td>0.28 (0.34)</td>
<td>0.46 (0.64)</td>
<td>-0.35 (0.59)</td>
<td>.74</td>
</tr>
<tr>
<td>Vertical position of center of mass</td>
<td>-3.96 (0.83)</td>
<td>-2.05 (1.68)</td>
<td>1.90 (2.12)</td>
<td>.02</td>
</tr>
<tr>
<td>Top edge of the whole area</td>
<td>0.25 (0.62)</td>
<td>-3.98 (3.59)</td>
<td>2.37 (3.23)</td>
<td>.004</td>
</tr>
<tr>
<td>Bottom edge of the whole area</td>
<td>-7.64 (1.00)</td>
<td>-6.44 (1.97)</td>
<td>-5.59 (1.85)</td>
<td>.21</td>
</tr>
<tr>
<td>Top edge of the skeleton area</td>
<td>-1.14 (0.62)</td>
<td>0.89 (2.45)</td>
<td>1.10 (3.46)</td>
<td>.03</td>
</tr>
<tr>
<td>Bottom edge of the skeleton area</td>
<td>-7.64 (1.00)</td>
<td>-6.44 (1.97)</td>
<td>-5.59 (1.85)</td>
<td>.008</td>
</tr>
<tr>
<td>Ratio of input</td>
<td>0.01 (0.02)</td>
<td>0.25 (0.26)</td>
<td>0.18 (0.27)</td>
<td>.005</td>
</tr>
<tr>
<td>Shape similarity, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td>&gt;.99</td>
</tr>
<tr>
<td>Cross-correlation maximum value</td>
<td>0.25 (0.02)</td>
<td>0.19 (0.05)</td>
<td>0.20 (0.04)</td>
<td>.004</td>
</tr>
<tr>
<td>Size-rescaled cross-correlation maximum value</td>
<td>0.14 (0.04)</td>
<td>0.11 (0.05)</td>
<td>0.09 (0.05)</td>
<td>.38</td>
</tr>
</tbody>
</table>

\(^a\)NC: normal control.  
\(^b\)EOAD: early-onset Alzheimer disease.  
\(^c\)LOAD: late-onset Alzheimer disease.  
\(^d\)Italicization show significant differences at \(P<0.05\).

**Number of Pen Strokes**  
The average number of strokes was 24 (SD 7) in NC individuals, 26 (SD 16) in patients with EOAD, and 23 (SD 4) in patients with LOAD. The total number of strokes did not differ across groups (Figure 2; Kruskal-Wallis test: \(P=.56\)).

**Length of Pen Strokes**  
We used a union of 2 separate stroke sets with x- and y-projected lengths. The average length of the strokes was 4.58 (SD 0.71) cm for NCs, 3.99 (SD 1.48) cm for patients with EOAD, and 3.50 (SD 0.86) cm for patients with LOAD. The average length of strokes was significantly shorter in patients with LOAD than NC individuals (Figure 2; pairwise Mann-Whitney U test: \(P=.007\)). Extensive variation in the length of long strokes was noted in patients with EOAD.

*When drawing figures, the length of strokes may be related to the constructional strategy. Longer strokes are more likely to be associated with a focus on global structure, whereas shorter lines are more likely to be associated with a focus on local features. Thus, the strokes were operationally defined as long or short using a 1-dimensional k-means++ algorithm (Figure 2). The average centroids of each long and short stroke cluster were 1.30 cm and 8.85 cm, respectively, for the x-projected length and 0.85 cm and 5.34 cm, respectively, for the y-projected length. The average ratios between the longest short stroke and the shortest long stroke were 2.20 (SD 0.60) cm for the x-projected length and 1.73 (SD 0.42) cm for the y-projected length.*  
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length. The average number of long strokes was 14 (SD 4) for NCs, 18 (SD 12) for patients with EOAD, and 16 (SD 4) for patients with LOAD. The average number of short strokes was 8 (SD 1) for NCs, 9 (SD 7) for patients with EOAD, and 7 (SD 3) for patients with LOAD. The number of long or short strokes did not differ across the 3 groups (Figure 2; Kruskal-Wallis test: \( P=.58 \) for long strokes and \( P=.57 \) for short strokes). The first 5 strokes were defined as the beginning of the task. Most long strokes were drawn at the beginning of the task, but the ratio was significantly lower in patients with EOAD compared with that of NC individuals (Figure 2; pairwise Mann-Whitney U test: \( P=.04 \)).

**Speed of Pen Strokes**

The longest line was used to calculate the drawing speed because it is most likely used to construct the skeleton of the figure, which is indicative of executive function. The average speed of the longest stroke was 6.31 (SD 1.86) cm/s for NCs, 4.41 (SD 2.76) cm/s for patients with EOAD, and 4.08 (SD 1.41) cm/s for patients with LOAD. Patients with LOAD were significantly slower in drawing longer lines compared with NC individuals (Figure 2; pairwise Mann-Whitney U test: \( P=.01 \)).

When completing the task, we noticed that some patients with AD were hesitant in drawing global components. Thus, we first calculated the transition time for drawing a long line after a short line, followed by the elapsed time for the early long strokes. Transition time was defined as the time to initiate a long stroke after drawing a short stroke in all short-long sequences. The average pause time was 19.69 (SD 60.71) seconds for NCs, 14.03 (SD 26.67) seconds for patients with EOAD, and 25.35 (SD 83.81) seconds for patients with LOAD. Excluding the outlier over 60 seconds, the average pause time was 1.3 (SD 0.60) seconds for NCs, 6.23 (SD 7.54) seconds for patients with EOAD, and 2.95 (SD 1.83) seconds for patients with LOAD. Both patients with EOAD and LOAD took longer to initiate long strokes compared with NCs (Figure 2; pairwise Mann-Whitney U test: \( P=.045 \) for NC vs EOAD: \( P=.01 \) for NC vs LOAD), whereas the NC individuals showed a relatively consistent pause time. Second, the elapsed time was calculated for 5 early long strokes. Usually, it takes 5 strokes to draw the square and horizontal/vertical/diagonal lines inside the square. The average elapsed time of the 5 strokes was significantly longer for both patients with AD compared with the NC individuals (14.43, SD 4.62 seconds for NCs; 34.86, SD 19.39 seconds for patients with EOAD; and 23.65, SD 14.16 seconds for patients with LOAD). In addition, both patients with AD spent more time drawing global features compared with the NC participants (Figure 2; pairwise Mann-Whitney U test: \( P=.01 \) for NC vs EOAD: \( P=.04 \) for NC vs LOAD). None of the parameters stated above differed between patients with EOAD and LOAD.

**Spatial Arrangement**

**Drawing Area**

The working space or the drawing area may reflect the spatial arrangement abilities of the participants. We created a boundary that contained the whole drawing and defined it as the whole area, and another boundary that contained only the area inside the skeleton rectangle was defined as the skeleton area (Figure 3). The size and location of the whole area and skeletal area were analyzed for each group (Table 3). The average whole area was 84.17 (SD 10.88) cm² for the NCs, 108.51 (SD 58.81) cm² for patients with EOAD, and 84.01 (SD 33.93) cm² for patients with LOAD. The average skeleton area was 58.40 (SD 8.79) cm² for NCs, 56.34 (SD 20.78) cm² for patients with EOAD, and 55.29 (SD 18.93) cm² for patients with LOAD. The whole and skeletal areas did not differ among the 3 groups (Kruskal-Wallis test: \( P=.485 \) for the external boundary and \( P=.36 \) for the internal boundary). Significant differences were also noted in the ratios between the whole and skeleton areas (Figure 3; Kruskal-Wallis test: \( P=.21 \)).

**Center of the Whole Area**

Negative values represent a leftward or downward deviation from the center of the working space, whereas positive values represent a rightward or upward deviation from the center of the working space (Table 3). The average horizontal position of the center of the whole area was 0.42 (SD 0.31) cm for NCs, 0.25 (SD 0.67) cm for patients with EOAD, and –0.23 (SD 0.40) cm for patients with LOAD. For the horizontal position, patients with LOAD showed a significant left bias compared with NCs (Figure 3; pairwise Mann-Whitney U test: \( P=.005 \) for NC vs LOAD and \( P=.01 \) for NC vs EOAD). The position of the center of the skeleton area did not differ among the 3 groups.

**Center of Mass of the Inputs**

We analyzed the center of mass to determine whether the local features were skewed toward 1 side of the drawing (Figure 3). Again, negative numbers denoted leftward and downward deviations, whereas positive numbers indicated rightward and upward deviations from the center of the working space (Table 3). The average horizontal position of the center of mass was 0.28 (SD 0.34) cm for NCs, 0.46 (SD 0.64) cm for patients with EOAD, and –0.35 (SD 0.59) cm for patients with LOAD. With respect to the center of mass in the horizontal dimension, a significant left bias in patients with LOAD was observed compared with NCs and patients with EOAD (Figure 3; pairwise Mann-Whitney U test: \( P=.004 \) for LOAD vs NCs, \( P=.01 \) for LOAD vs EOAD). The average vertical position of the center of mass was –3.96 (SD 0.83) cm for NCs, –2.05 (SD 1.68) cm for patients with EOAD, and –1.90 (SD 2.12) cm for patients with LOAD. Compared with the NC individuals, the center of mass in the vertical direction was higher for both AD groups (Figure 3; pairwise Mann-Whitney U test: \( P=.02 \) for NC vs EOAD and \( P=.007 \) for NC vs LOAD).

**Edge of the Whole and Skeleton Area**

The invasion of the drawing into the perceptual space was assessed by analyzing the whole area of the top edge (Figure 3; Table 3). The average top edge of the whole area was 0.25 (SD 0.62) cm for NCs, –3.98 (SD 3.59) cm for patients with EOAD,
and 2.37 (SD 3.23) cm for patients with LOAD. Negative numbers denoted downward deviations, whereas positive numbers indicated upward deviations from the center of the working space. The patients with EOAD presented a significantly higher value of invasion compared with the NCs, whereas the difference between patients with LOAD and NC was not significant (Figure 3; pairwise Mann-Whitney U test: \( P=0.04 \) for NC vs EOAD and \( P=0.19 \) for NC vs LOAD). Regarding the bottom edge of the whole area, the patients with LOAD showed a significant upward bias compared with NCs, whereas the difference between patients with EOAD and NCs was not significant (Figure 3; pairwise Mann-Whitney U test: \( P=0.21 \) for NC vs EOAD and \( P=0.005 \) for NC vs LOAD).

The average top edge of the skeleton area was –1.14 (SD 0.62) cm for NCs, 0.89 (SD 2.45) cm for patients with EOAD, and 1.10 (SD 3.46) cm for patients with LOAD. Both AD groups showed a significantly higher value of invasion toward the perceptual space compared with that of NC individuals (Figure 3; pairwise Mann-Whitney U test: \( P=0.03 \) for NC vs EOAD, \( P=0.045 \) for NC vs LOAD). In addition, for the bottom edge of the skeleton area, both AD groups showed a significant upward bias compared with NC individuals (Figure 3; pairwise Mann-Whitney U test: \( P=0.008 \) for NC vs EOAD and \( P=0.005 \) for NC vs LOAD).

**Closing-In Phenomenon**

The closing-in phenomenon is the tendency to draw near or on the target when copying the image and is common in patients with AD or vascular dementia [19]. An upward deviation from the center and edge of the whole area may also represent the closing-in phenomenon. To achieve greater accuracy, we assessed the ratio of input in the perceptual space to measure the distance the drawing invaded into the perceptual space (Figure 3). Here, the term the ratio of input refers to the ratio of data points in the perceptual space to the total data points drawn by the participants. Figure 3 shows an example of the ratio of input in the perceptual space. Patients with EOAD (0.25, SD 0.26) showed a significant amount of invasion compared with NCs (0.01, SD 0.02), whereas the difference between patients with LOAD (0.18, SD 0.27) and NCs (0.01, SD 0.02) was not significant (Figure 3; pairwise Mann-Whitney U test: \( P=0.005 \) for NC vs EOAD and \( P=0.12 \) for NC vs LOAD; Table 3).

**Shape Similarities Between the Target and Drawings Made by Participants**

To scale the similarity between the original and copied figures, we applied a 2D cross-correlation analysis and calculated its coefficients and shifts in space. Although the conventional rating evaluates the accuracy of the shape and spatial arrangement of parts, the coefficient signifies the overall similarity between the 2 images (Table 3). To check the validity of this new similarity coefficient, we used Pearson correlation to compare the visual rating scores of the simplified RCFT and the similarity coefficients. According to the analysis, the coefficients of the shape similarity positively correlated to the visual rating (\( r=0.779; \ P<0.001 \)).

For both AD groups, the coefficient representing pattern matching was significantly lower than that of NC individuals (pairwise Mann-Whitney U test: \( P=0.004 \) for EOAD vs NCs and \( P=0.002 \) for LOAD vs NCs; Figure 4). However, there was no statistically significant difference between patients with EOAD and patients with LOAD (\( P=0.86 \)). Compared with the target stimulus, several participants drew images that were larger or smaller in size; thus, we normalized the copied figures and then performed a 2D cross-coefficient analysis. We found that the similarity was significantly lower in the patients with LOAD compared with that of the NC individuals even after rescaling the image sizes (\( P=0.04 \)). However, the significance of the difference between the patients with EOAD and the NC individuals disappeared after adjusting for image size (Figure 4).

**Discussion**

**Principal Findings**

This study introduced a novel analytic method that uses a digital pen and tablet to evaluate a completed drawing and movement kinetics involved in the drawing process to compare the visuoconstructional abilities of patients with AD and NC individuals. First, we created a simplified RCFT and compared the scores of the simplified Rey figure with those of the original to validate our simplified RCFT. We then compared the 2 AD groups with the NC individuals in terms of the simplified RCFT-derived digital metrics that were analyzed based on 3 aspects: (1) the number, speed, length, and sequence of pen strokes; (2) the spatial arrangement of the drawing; and (3) the similarity between the target picture and the drawing of the participants. Significant differences were noted between the NC and the 2 AD groups. Taken together, our findings suggest that movement kinetics in the drawing process and scores acquired from the finished drawings can serve as useful biomarkers to investigate visuoconstructional dysfunction in AD [20].

**Validation of Simplified Rey-Osterrieth Complex Figure Test**

We created a simplified RCFT to reduce drawing time and the number of strokes required to complete the picture. In the limited space, reducing the number of strokes makes it easier for the strokes to be identified by the digital device. Compared with the original, a high correlation in the simplified RCFT score was observed in both the whole and the separate groups (NC and the 2 AD groups; Figure 5; Table 2). In line with previous studies that reported strong correlations between simpler and original RCFT in normal adults [21] and patients with AD [22], our findings suggest that the simplified and original RCFTs may be comparable in evaluating visuoconstructional dysfunction in patients with AD. It was interesting to note that there were outliers among those with lower original RCFT scores: scores of 0 to 10 on the original yielded various scores of 1 to 14 on the simplified version (Figure 5). This could have occurred because patients with substantial visuospatial impairment may become overwhelmed when encountering a complex figure so that they eventually become less motivated to complete a figure. However, the same individuals would be relatively more willing to complete a figure if it was less...
complicated. These findings may also have implications that our simplified figure may be more appropriate for individuals with mild to moderate than severe impairment of cognition or visuospatial abilities.

Analysis of Pen Stroke Data and Copying Sequences

Regarding the digital pen stroke data analysis, we first compared the 2 AD groups (EOAD and LOAD) with the NC individuals in terms of temporal appearance of long strokes. Overall, the AD groups used fewer long strokes than the NC group. In addition, both the AD groups drew long strokes later in the drawing process compared with that of the NC group. This suggested that the AD groups tended to draw local features earlier and used shorter strokes to finish a figure than the NC individuals. A previous study reported that more than half of the NC individuals first drew the global features of RCFT and then the details or local features subsequently [23]. Other studies suggest that piecemeal approaches in drawing are indicative of brain disease and that they also reflect the inability of an individual to process global information equivalent to that of NC individuals [18].

Additionally, our digital device enabled us to track the sequences of the drawing by color coding the strokes. In the pencil and paper version of the RCFT, neuropsychologists often track copying sequences by giving the patients a series of color pencils. For example, the red color pencil for the first 10 seconds and the yellow pencil for the next 10 seconds, and so on [2]. Similarly, in our digitized images, we assigned colors to the strokes in a certain order. We found that all NC individuals maintained a similar sequence of drawing, starting with the large box and then drawing the diagonal or orthogonal axes. Most patients who successfully copied all the elements also followed the sequence of the NC individuals. Unconventional approaches to drawing, such as drawing details before finishing the global structure or completing the global structure at the end, were identified from some of the patients. Such behavior, however, was not characterized as unimodal features but rather as a portrayal of an individual’s drawing process. Color coding strokes following the completion of a test may be advantageous over using color pencils because switching color pencils will interrupt the drawing process and thus affect the overall memory processing of the participants.

The first and second methods employed in the pen stroke analysis, as described earlier, suggest that analysis using a digital device can allow quantification of the global versus the local nature of drawing in patients with AD. Regarding the anatomical substrates of global and local processing, it is known that the left hemisphere is more specialized in processing local rather than global features, and vice versa for the right hemisphere. This construct, however, is not consistent with our findings as typical AD involves the bilateral temporoparietal area in a symmetrical fashion. Rather, the global element first and local element later strategy may be related to the organizing abilities of individuals that can be mediated by prefrontal cortices, which is one of the brain regions affected in the early stage of AD. Another explanation could be the visual perception hypothesis. Previous studies have reported that the visual perception of normal individuals is a sequential process in which global features are perceived before local features. Another study also had patients with AD read Navon figures (large global digits composed of smaller local digits) and found that patients showed impairment in reading global figures [24]. Therefore, the preference for drawing local features from the AD groups in our study may indicate a mild form of simultanagnosia, which is part of the Balint syndrome.

Another feature we noticed from our pen stroke analysis was that not only the average length of strokes was significantly shorter in patients with LOAD compared with NC individuals, but the average speed of the longest stroke was also significantly slower in patients with LOAD compared with NC individuals (Figure 2). Age-related changes could have contributed to the results because the older the group was, the longer it took for the participants to complete a stroke (shortest to longest in time: EOAD<NC<LOAD). Statistically significant differences were only identified when comparing the NC and LOAD groups. However, we observed another movement kinetics finding that was inconsistent with our age account. Both patients with EOAD and patients with LOAD had longer pause and elapsed times to initiate long strokes compared with the time that NC individuals took (Figure 2). Therefore, decreased length/speed and increased transition and pause time might be related to Parkinsonism or psychomotor speed slowing in both groups of patients with AD. Unfortunately, we did not evaluate the Unified Parkinson’s Disease Rating Scale (UPDRS) score. Therefore, although we excluded patients with Parkinsonism or degenerative disorders that accompany Parkinsonism, such as progressive supranuclear palsy or Lewy body dementia, while enrolling participants, we cannot eliminate the possibility of the Parkinsonism factored in our data.

Spatial Arrangement and Closing-In Phenomenon

On the basis of our analysis of the position of the drawing area, patients with AD tended to draw the figures closer toward the perception space containing the target figure. This upward deviation is indicative of the closing-in phenomenon. Previous studies have analyzed copied figures of the alternating square and triangle task and showed that as patients drew from left to right, the drawing approached the target, resulting in a sloping image. The angle of the slope was steeper in patients with AD and vascular dementia in comparison with that of NCs [25,26]. Other studies used the RCFT to analyze the closing-in phenomenon but relied on visual rating rather than quantification [27,28]. To the best of our knowledge, this is the first study to quantify the closing-in phenomenon using the RCFT. We analyzed the x and y coordinates of the drawing area and the input data ratio of the drawing to quantify the closing-in phenomenon (Figure 3). We have successfully demonstrated the difference between patients with AD and normal individuals. The underlying mechanisms of the closing-in phenomenon have not been fully elucidated. Previous studies have explained that the closing-in phenomenon is a part of constructional apraxia or primitive behaviors [26]. Another study analyzed the severity of closing-in as a function of figure complexity and suggested that the closing-in phenomenon is related to the patients’ compensatory strategies to overcome visuospatial dysfunction or visuospatial working memory deficits [19,29,30]. The higher immediate recall scores of the original RCFT associated with
higher vertical positions of the simplified RCFT observed in this study also strongly support that the closing-in phenomenon is related to the visuospatial working memory deficit. Overall, the results of this study provide supporting evidence that using a digital device enables quantification of the closing-in phenomenon.

Shape Similarities

Our 2D cross-correlation analysis calculated a coefficient reflecting the overall similarity between the target picture and the drawings of the participants. The coefficient of both AD groups was significantly lower compared with that of the NCs, although the significance of the difference between the patients with EOAD and the NC individuals disappeared after adjusting the image size. Furthermore, there was a significant correlation between the similarity coefficients and the visual rating scores of the simplified RCFT. Therefore, automatic evaluation of similarity indices, which is not possible when using pen and paper, is another advantage of our analytic method that involves a digital device.

Early-Onset Alzheimer Disease Versus Late-Onset Alzheimer Disease

Contrary to our expectations, there was no significant difference between patients with LOAD and patients with EOAD, except that unlike patients with LOAD, patients with EOAD showed signs of leftward deviation when drawing the entire figure. Clinically, visuospatial dysfunction and apraxia are more prominent in patients with EOAD than in patients with LOAD [11,12]. A previous study also showed that 33% of patients with EOAD showed nonmemory symptoms, whereas only 6% of the patients with LOAD showed these symptoms [12]. These nonmemory symptoms included language and executive and visuoconstructual functions [31]. Another study that used RCFT to assess visuoconstructional abilities showed that the EOAD group was significantly more impaired than the LOAD group [11]. In contrast to these previous studies, there was no difference between the EOAD and the LOAD groups when analyzing various visuospatial parameters, except the horizontal position of the entire figure. The large variation in the EOAD group could have accounted for the lack of statistical significance.

Representing Cognitive Domains and Limitation

Thus far, we have addressed 3 aspects of digital metrics derived from the simplified RCFT. It is known that there are several components in human visuospatial function such as visuoperceptual, visuoconstructual, or visuospatial working memory abilities [30,32,33]. Therefore, it may be important to discuss which visuospatial abilities are related to our digital metrics. First, pen stroke data may be linked to motor skills and strategies for the construction of visual components [33]. Second, analysis of the position of the drawing area may be related to the closing-in phenomenon, which reflects visuoperceptual or visuospatial working memory deficits [30]. Third, a 2D cross-correlation analysis may be associated with general visuospatial abilities that include both perception and construction attributes of visuospatial function [32]. Additionally, the positive correlation observed between the immediate recall scores of the original RCFT and the coefficients of the shape similarity from our digital version also support the working memory deficit hypothesis.

One limitation of this study is the sample size. The relatively small sample size of the participants may restrict the validity and reliability of our results. However, to overcome this limitation, we enrolled participants who had undergone imaging and neuropsychological battery tests. The small sample size may also explain the lack of difference in visuoconstructional dysfunctions between patients with EOAD and patients with LOAD.

Conclusions

We performed an analysis using a simplified RCFT that encompassed not only the quantification of the final figure but also the drawing process, such as pen strokes, spatial arrangement, and similarities, by using digital drawing data. Analyzing the drawing sequences of global and local elements as well as the number, length, and speed of strokes may only be possible through digital devices. Furthermore, our digitized version enabled automatic quantification of the degree of similarity and position of the drawing with respect to the target picture. Therefore, our digital metrics can complement the conventional visual rating of RCFT, which has been administered via pen and paper. Future standardization studies involving many patients and NCs are warranted to investigate whether our digitized, simplified RCFT would be useful in clinical and research settings.
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Abstract

Background: The objective structured clinical examination (OSCE) is a test used throughout Spain to evaluate the clinical competencies, decision making, problem solving, and other skills of sixth-year medical students.

Objective: The main goal of this study is to explore the possible applications and utility of portable eye-tracking systems in the setting of the OSCE, particularly questions associated with attention and engagement.

Methods: We used a portable Tobii Glasses 2 eye tracker, which allows real-time monitoring of where the students were looking and records the voice and ambient sounds. We then performed a qualitative and a quantitative analysis of the fields of vision and gaze points attracting attention as well as the visual itinerary.

Results: Eye-tracking technology was used in the OSCE with no major issues. This portable system was of the greatest value in the patient simulators and mannequin stations, where interaction with the simulated patient or areas of interest in the mannequin can be quantified. This technology proved useful to better identify the areas of interest in the medical images provided.

Conclusions: Portable eye trackers offer the opportunity to improve the objective evaluation of candidates and the self-evaluation of the stations used as well as medical simulations by examiners. We suggest that this technology has enough resolution to identify where a student is looking at and could be useful for developing new approaches for evaluating specific aspects of clinical competencies.

(J Med Internet Res 2020;22(8):e17719) doi:10.2196/17719
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Introduction

The objective structured clinical examination (OSCE) is an evaluation of medical students that aims to assess candidates’ skills and attitudes in certain clinical situations. This goal is different from that of typical written exams, which primarily evaluate knowledge. Basically, evaluating clinical competencies entails objective measurement of whether a candidate has correctly used and applied theoretical knowledge [1]. The exam is used not only for undergraduate students but also in the graduate context [2,3] and in different medical specialties [4,5]. These tests have been in use since the 1970s and have proven to be a reliable and valid tool for evaluation, even when using the same stations [6]. The OSCE is particularly important for evaluating and teaching semiology skills and training the clinical eye of students [7].

The OSCE incorporates diverse evaluation instruments, which are arranged in successive stations that simulate real clinical situations [8]. The strength of this format lies in the mixed-methods evaluation, which allows examiners to explore
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three of the four levels of Miller’s pyramid: to know, to know how, and to show how [3]. The number of stations ranges from 5 to 20, according to the objectives being evaluated [9].

In Spain, various medical schools have not implemented this testing method uniformly, with universities in Catalonia—as with many medical schools worldwide [10]—gaining the most experience in the more than 20 years since they began using the OSCE [11].

Recently, the National Deans Conference in Spain approved a 20-station OSCE that all sixth-year medical students must take. The general characteristics of the test are practical character; oriented toward evaluating the professional competencies of the candidate relative to the specific competencies of the medical degree, established by the Order ECI/332/2008 (published in the Official State Gazette on February 15, 2008); performed through the resolution of clinical cases; and having the objective of demonstrating clinical skills.

The OSCE explores diverse areas of evaluation through a range of methodologies. The stations include simulated and standardized patients, mannequins, short-answer questions, performance of complementary examinations adjusted to the particular case, clinical report writing, structured oral examinations (SOEs), skills and procedures, computer functions, and simulators. The OSCE entails a considerable collective effort both for candidates and examiners; however, several studies have also reported good cost-effectiveness [12] compared to traditional testing [9].

Video recording for clinical training purposes is already used successfully, including to evaluate procedures, techniques, or diagnostic tests [13,14]. However, the technique proposed in this study is different from these recordings and has substantial implications for teachers [15]. Using an eye tracker, we can view and analyze candidates through their own unique perspective, similarly to how this technology is used for training in gastroscopy or locoregional anesthesia, alone or in conjunction with conventional video [16], or in the field of radiology [17,18]. Consequently, this device makes it possible to perform a qualitative analysis of the test (also allowing examiners to self-evaluate their station) and to objectively analyze those elements that, due to the test design, may introduce subjectivity in the examination, such as the relationship with different speakers or the dynamics of evaluating complementary medical tests [19].

With this in mind, we designed a feasibility study to assess the real possibilities of eye tracking as a tool for teaching and evaluation in the OSCE, according to each station model. To the best of our knowledge, this is the first study to use eye-tracking glasses in each of the 20 OSCE stations. Our main goal is to identify whether this technology can be used in an examination as extensive as the OSCE. In addition, we analyzed the opportunities for evaluating students according to the type of station, the usefulness perceived by the teachers, and the teaching opportunities for students. The hypothesis was that this technology is useful in teaching, specifically in the OSCE.

Methods

This is a descriptive study on the use of eye-tracking glasses during the OSCE. We carried out an OSCE of 117 sixth-year medical students at the Medical School of Miguel Hernández University Spain in June 2017. The OSCE consisted of a circuit of 20 stations or situations, and the candidates had to move consecutively through all of them, spending 9 minutes on each, with 2-minute rest periods between each new station. The stations and the skill areas included were history taking, physical examination, doctor-patient communication, clinical report writing, clinical judgement, technical skills, preventive activities, and ethical-legal issues (Table 1). The students had completed a shorter OSCE in the third year.

The exam was carried out in parallel rounds of 23 candidates each. All rounds were conducted on the same day. Two rounds were held in the morning and three rounds in the afternoon (one with 25 students). Forty consultation areas were prepared in line with the needs of the specific stations, each equipped with a computer program created for candidate evaluation. The simulated patient or examiner completed a checklist of evaluation items for the skill area being assessed. Exams were continuous, with rotations communicated through a computer program with speakers. The exams lasted 4.5 hours. Candidates were not permitted to have any electronic items with them (including mobile phones or watches), and all had a white coat, stethoscope, pencil or pen, and two blank sheets of paper.

The portable eye trackers used were the Tobii Glasses 2 [13,16] (Figure 1). The system was calibrated upon start up for each wearer. This device weighs 45 g and has a 160° field of vision, with minimal vision loss with extreme eye movements. Both image and sound were recorded simultaneously. The recordings were saved on memory cards for subsequent analysis and transmitted through a wireless network to a projector or computer for real-time visualization by the teachers (recording delay of 1 second via Tobii Glasses Controller). Some of the research questions were can users recognize the purpose of each specific station; if not, what are the obstacles; what was the main focus of attention in each station; were the medical images provided easy to read and understand?

The videos for each station were edited to eliminate the waiting periods and to include only the time period from which the participants read the case being evaluated prior to entering the consultation area. The audio recordings at each station were also homogenized so that the volume levels were approximately the same for all stations.
### Table 1. Station, type of station, and skills map for the objective structured clinical examination.

<table>
<thead>
<tr>
<th>Station number</th>
<th>Station</th>
<th>Type</th>
<th>HT(^a)</th>
<th>CE(^b)</th>
<th>TSP(^c)</th>
<th>CS(^d)</th>
<th>CJ(^e)</th>
<th>DP(^f)</th>
<th>IR(^g)</th>
<th>EL(^h)</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MSP of the digestive tract</td>
<td>SP(^i)</td>
<td>65.5</td>
<td>24.1</td>
<td>0.0</td>
<td>10.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>MSP of the digestive tract</td>
<td>Report</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>34.8</td>
<td>65.3</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>3</td>
<td>Infectious disease pathology</td>
<td>SOE(^k)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>90.0</td>
<td>10.0</td>
</tr>
<tr>
<td>4</td>
<td>Emergency medicine</td>
<td>M-P(^j)</td>
<td>0.0</td>
<td>35.0</td>
<td>55.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>10.0</td>
</tr>
<tr>
<td>5</td>
<td>Legal medicine</td>
<td>Report</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>38.1</td>
<td>61.9</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>Emergency</td>
<td>SP</td>
<td>0.0</td>
<td>96.8</td>
<td>0.0</td>
<td>3.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>MSP of the nephrourinary system</td>
<td>M-P(^l)</td>
<td>0.0</td>
<td>0.0</td>
<td>55.0</td>
<td>0.0</td>
<td>35.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>10.0</td>
</tr>
<tr>
<td>8</td>
<td>Psychiatry</td>
<td>SP</td>
<td>22.6</td>
<td>35.5</td>
<td>0.0</td>
<td>12.9</td>
<td>29.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>MSP of the musculoskeletal system</td>
<td>M-P(^m)</td>
<td>0.0</td>
<td>57.2</td>
<td>28.6</td>
<td>0.0</td>
<td>14.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>10</td>
<td>Pediatrics</td>
<td>SOE(^n)</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>42.1</td>
<td>0.0</td>
<td>47.4</td>
<td>0.0</td>
<td>10.5</td>
</tr>
<tr>
<td>11</td>
<td>Infectious disease pathology</td>
<td>SP</td>
<td>43.3</td>
<td>13.3</td>
<td>0.0</td>
<td>10</td>
<td>33.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>12</td>
<td>MSP of the endocrine system</td>
<td>SOE(^o)</td>
<td>20.0</td>
<td>0.0</td>
<td>30.0</td>
<td>0.0</td>
<td>10</td>
<td>0.0</td>
<td>40.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>13</td>
<td>Surgery</td>
<td>M-P(^p)</td>
<td>0.0</td>
<td>0.0</td>
<td>83.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>12.5</td>
<td>4.2</td>
<td>100</td>
</tr>
<tr>
<td>14</td>
<td>Gynecology and obstetrics</td>
<td>SP</td>
<td>50.0</td>
<td>0.0</td>
<td>0.0</td>
<td>15.0</td>
<td>25.0</td>
<td>0.0</td>
<td>10.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>15</td>
<td>Gynecology and obstetrics</td>
<td>M-P(^q)</td>
<td>0.0</td>
<td>15.8</td>
<td>26.3</td>
<td>0.0</td>
<td>47.4</td>
<td>0.0</td>
<td>10.5</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>16</td>
<td>Pediatrics</td>
<td>SP</td>
<td>38.5</td>
<td>30.8</td>
<td>0.0</td>
<td>11.5</td>
<td>11.5</td>
<td>0.0</td>
<td>7.7</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>17</td>
<td>MSP of the respiratory system</td>
<td>Report</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>70.0</td>
<td>0.0</td>
<td>30.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>18</td>
<td>MSP of the cardiovascular system</td>
<td>SP</td>
<td>44.0</td>
<td>36.0</td>
<td>0.0</td>
<td>12.0</td>
<td>8.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>19</td>
<td>MSP of the cardiovascular system</td>
<td>Report</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>100</td>
</tr>
<tr>
<td>20</td>
<td>Microbiology and legal medicine</td>
<td>Report</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>38.9</td>
<td>0.0</td>
<td>22.2</td>
<td>38.9</td>
<td>100</td>
</tr>
</tbody>
</table>

\(^{a}\)HT: history taking.  
\(^{b}\)CE: clinical examination.  
\(^{c}\)TSP: technical skills and procedures.  
\(^{d}\)CS: communication skills.  
\(^{e}\)CJ: clinical judgement, diagnostic and therapeutic management plan.  
\(^{f}\)DP: disease prevention and health promotion.  
\(^{g}\)IR: interprofessional relationships.  
\(^{h}\)EL: ethical issues—legality and professionalism.  
\(^{i}\)MSP: medical and surgical pathology.  
\(^{j}\)SP: standardized patients.  
\(^{k}\)SOE: structured oral examination.  
\(^{l}\)M-P: mannequin-procedure.

The analysis was performed using Tobii Glasses Analysis Software and included a quantitative study of gaze points and the order that they appeared for each subject. We also used heat maps for visualization of eye tracking. Thus, we identified the areas of interest in each station and the percentage of the total area that they occupied within the image as a whole. Using these percentages, we calculated the participants’ most frequent gaze locations, the number of gazes, and the visual itinerary (ie, the order that the gazes occurred). We also measured pupil dilation, but we found that it was extremely difficult to control luminance and maintain stable lighting conditions in our 20 different experimental conditions. Hence, we discovered that this particular measure was not appropriate for this type of study. Results were exported to Excel (Microsoft Corp) for statistical analysis.
Finally, each of the station examiners (N=30) viewed the videos and completed a questionnaire to assess the usefulness of the eye tracker for each type of station in the visualization and interpretation of complementary tests, the assessment of the attitude of simulated patients and examiners, the evaluation of the candidate, the characterization of empathy and eye contact, the assessment of the design of the physical space where the exam was performed, the stimulation of ideas on training possibilities for examiners, and the external evaluation of the exam. Each of these questions was scored according to the usefulness of the device as follows: 0 not at all useful, 1 a little useful, 2 somewhat useful, and 3 very useful.

The Research Ethics Committee of Miguel Hernandez University approved this study (DMC.JRR.01.17). Verbal consent was obtained from the study participants.

Results

The OSCE consisted of 7 stations with simulated patients, 5 testing technical skills and procedures with or without mannequins, 5 testing candidates’ abilities to draft a clinical report, and 3 SOEs on practical clinical situations. Of the 20 stations, we obtained useful recordings of 16 (80%). No recordings were made for 3 of the stations because the specific tasks involved writing reports (stations 5, 19, and 20). Furthermore, we encountered technical problems in the recordings associated with station 7 (possibly due to the battery); therefore, we discarded these data.

Eye Tracking in Stations With Simulated Patients

We evaluated 7 stations with simulated patients (stations 1, 6, 8, 11, 14, 16, and 18). The mean time for history taking was 242 (SD 28.4) seconds. In this group of stations, the eye-tracking device provided a wealth of usable data, demonstrating the extent to which the candidate connected on a visual level with the simulated patient. In this case, the candidate looked mainly at the patient’s eyes and mouth (83.3% of the time).

In station 16, this pattern was of special interest, as it involved a simulated mother with a pediatric mannequin. The areas of visual interest were the faces of the mother and the infant (Figure 2). Of the entire image, the area of the mother’s face was 12.1% of the total, while the infant’s face corresponded to 5.6%. Figure 2 shows a heat map of the areas of interest (in blue and purple) for a given participant. The quantitative result for the time spent looking at both areas was 84.4%: 76.5% for the mother and 7.8% for the mannequin. Thus, of the 220 total gazes, 173 (86.5%) were focused on the mother’s face, 25 (11.3%) on the infant’s face, and 22 (10.0%) on other locations. Moreover, the length of the gazes on other locations was shorter than for the two main areas of interest.
Eye Tracking in Technical Skills With or Without Mannequins

We evaluated 5 stations (1, 4, 7, 9, and 15) associated with the assessment of technical skills. Given that the students were constantly moving in these stations, for example, in the station associated with cardiopulmonary resuscitation (CPR) or in the station to evaluate suturing skills, it was difficult to analyze the results. Analysis of these data, therefore, required manual coding of the video to quantify the steadiness of the gaze [19], which was overly complex and outside of this research’s scope. The subjective evaluation allowed us to observe the order used by the student in CPR and how, before each action, the student’s gaze was fixed on the next task. We also identified the elements of the station that were not visualized by the student.

Eye Tracking in Image-Based Clinical Reports

In drafting clinical reports, for example, on electrocardiograms, x-rays, or other images, the eye tracker was not useful, as it only showed the candidate writing. However, in the stations evaluating a diagnostic test (for example, a chest x-ray), we were able to measure the time the candidates spent evaluating the image and the potential relationships between the focus of attention and the student’s interpretation of the clinical case.

Figure 3 shows a representative example for station 19, dealing with a clinical report based on an image prompt (chest x-ray). The time spent by the medical student looking at the chest x-ray for this particular subject was 27.61 seconds. The area of interest, the hila, comprised 15.9% of the total area of the image, and the student spent 34% (9.5 seconds) of the time on this particular area (the initial gazes focused on the upper left zone). Furthermore, of the 59 total gazes, 26 were on the hila, and these gazes were also the longest.

Figure 3. The time spent and location of the gaze by the medical student looking at chest x-ray.
Figure 4 illustrates a different finding for station 11, which involved a simulated patient and an image of skin lesions on a lower limb. The mean time looking at this image was 17.8 seconds. In this case, we found no apparent areas of interest or systematic approach in the order of the gazes. Eye tracking was also useful for assessing the elements of the station not looked at by the candidates.

Figure 4. The time spent and location of gaze by the medical student looking at an image of skin lesions on a lower limb.

Evaluating the Usefulness of Eye Trackers According to the Station

Table 2 shows the mean subjective perceptions of the examiners regarding the potential value of a portable eye tracker in the evaluation of OSCEs. The usefulness of eye tracking appeared to be virtually nonexistent in all domains for the reports, while it was somewhat useful for the SOE, the evaluation of the simulated patient and examiner, and the preparation of the candidates. We did not find it useful for other areas of interest.

Table 2. Usefulness of portable eye-tracking devices in the OSCE by type of station for 30 station examiners.

<table>
<thead>
<tr>
<th>Opportunities for eye tracking</th>
<th>Type of station, mode&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Mannequin/procedure</th>
<th>Report</th>
<th>SOE&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation of complementary tests</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Evaluation of simulated patient/examiner</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>2</td>
</tr>
<tr>
<td>Re-evaluation of candidate</td>
<td>2</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Empathy/eye contact</td>
<td>3</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Design of OSCE&lt;sup&gt;c&lt;/sup&gt; consultation area</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Candidate preparation for OSCE</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>External evaluation of OSCE</td>
<td>3</td>
<td>3</td>
<td>0</td>
<td>2</td>
</tr>
</tbody>
</table>

<sup>a</sup>Likert scale: 0 not at all useful, 1 a little useful, 2 somewhat useful, 3 very useful.

<sup>b</sup>SOE: structured oral examination.

<sup>c</sup>OSCE: objective structured clinical examination.

In contrast, the eye tracker was very useful for stations with standardized patient and mannequin procedures. This was true in practically every domain (with the exception of the evaluation of complementary tests and in the mannequin procedures to measure empathy or eye contact). Furthermore, portable eye tracking appeared to be of particular interest in the re-evaluation
of the candidates and in candidate preparation for the mannequin procedures. In addition, these videos have subsequently been used in teaching to provide future students of the test an insight into OSCE assessments.

**Discussion**

Our study shows that portable eye-tracking is an applicable and useful tool in the OSCE. In the standardized patient stations, mannequins or pictograms of the procedure were useful in many aspects. Herein is where teachers see more possibilities for their use. In contrast, in the stations where the students had to write reports, the eye tracking was not particularly useful. In addition, since this was the first time this technology was implemented in a complete OSCE, we found that preparation of batteries sufficient for the entire test is essential (recording of one station was lost due to battery issues).

OSCE testing has now been implemented in all the medical schools in Spain, with some programs dating back more than 20 years [11]. The effectiveness of the OSCE has also been demonstrated in various studies [6,9,12]; although, the exams being evaluated are heterogeneous in terms of design, number of stations, length, appropriateness of the simulated patients, the number of elements for assessment in each station, and the scales used to grade candidates’ behavior or attitudes [6,16]. Students value more practical teaching, which includes the OSCE [20].

The use of portable eye-tracking technology has been introduced in medicine more recently [13,15,16,21-24], and many unanswered questions remain, particularly in the field of medical teaching and evaluation. In this context, research using eye tracking is widespread, but research on the use of eye tracking for assessing student performance is scarce. To our knowledge, this is the first study to be undertaken in this field.

Our preliminary results show a wide range of possibilities for future research. The technology may help evaluators to objectively measure the empathy shown by the candidate in the stations with simulated patients by characterizing the features of the candidate’s gaze (eg, establishment of eye contact or steadiness). Although the OSCE is intended as an objective test, some elements are assessed with a certain degree of subjectivity, such as the scores associated with the candidate’s treatment of patients, nonverbal communication, and conversation and empathy [25,26]. The eye tracker with recording represents an improvement over external video recording in that it enables us to evaluate this item. Furthermore, the video is highly useful to professors, allowing them to evaluate the performance of the simulated patient (adherence to the script) and to obtain a comprehensive vision of the station from the candidate’s perspective. This functionality also allows teaching staff to visualize which elements are used in the station, as some are not seen by the candidates due to the object’s location.

Until now, in the stations assessing candidates’ interpretation of image prompts (electrocardiogram, x-ray, photos, etc), we could not know whether candidates responded correctly to the questions as a result of an adequate systematic approach that included a revision of all relevant points or whether their responses were due to chance or previous knowledge of the answer [27]. However, using the eye tracker and the subsequent analysis, we have a better idea of the approach candidates use to reach their conclusion and the basis of their response in the image provided. In this case, studies on eye trackers have evaluated candidates’ interpretation of an electrocardiogram [24] or other medical images [22,23]. However, further research should bear in mind that gaze does not necessarily have a direct correlation with a complex cognitive process.

The usefulness of eye tracking varied according to the station, whether these dealt with image-based clinical reports, images shown to the candidate, simulated patients (as a method to quantify doctor-patient empathy), or procedures or mannequins in the re-evaluation of the candidate. Thus, in the stations using images, we believe that it may be more practical to use optical tracking by means of a device placed directly on the monitor showing the image. As in other studies [17,18], this would allow a more accurate and straightforward quantitative analysis, in which more participants could take part.

On the other hand, the OSCE is stressful for medical students. To help them to prepare this evaluation, universities have created a study guide [28]. In our case, the videos obtained from the eye-tracking glasses were helpful to prepare the OSCE for future students.

We are fully aware that this is a proof-of-concept study and has important limitations. Furthermore, we were not able to compare the results of several students, as eye tracking is an expensive technology, and we only had a few devices available. Nevertheless, our preliminary results suggest that portable eye-tracking devices offer a number of opportunities in the field of OSCE evaluation, including the design, set up, and self-evaluation of the examiners at each station. Moreover, these devices may also provide insight into methods to improve the evaluation of candidates during the exams, particularly in the stations assessing subjective elements. Nevertheless, further studies are still needed.
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Abstract

Background: Evidence-based practice refers to building clinical decisions on credible research evidence, professional experience, and patient preferences. However, there is a growing concern that evidence in the context of electronic health (eHealth) is not sufficiently used when forming policies and practice of health care. In this context, using evaluation and research evidence in clinical or policy decisions dominates the discourse. However, the use of additional types of evidence, such as professional experience, is underexplored. Moreover, there might be other ways of using evidence than in clinical or policy decisions.

Objective: This study aimed to analyze how different types of evidence (such as evaluation outcomes [including patient preferences], professional experiences, and existing scientific evidence from other research) obtained within the development and evaluation of an eHealth trial are used by diverse stakeholders. An additional aim was to identify barriers to the use of evidence and ways to support its use.

Methods: This study was built on a case of an eHealth trial funded by the European Union. The project included 4 care centers, 2 research and development companies that provided the web-based physical exercise program and an activity monitoring device, and 2 science institutions. The qualitative data collection included 9 semistructured interviews conducted 8 months after the evaluation was concluded. The data analysis concerned (1) activities and decisions that were made based on evidence after the project ended, (2) evidence used for those activities and decisions, (3) in what way the evidence was used, and (4) barriers to the use of evidence.

Results: Evidence generated from eHealth trials can be used by various stakeholders for decisions regarding clinical integration of eHealth solutions, policy making, scientific publishing, research funding applications, eHealth technology, and teaching. Evaluation evidence has less value than professional experiences to local decision making regarding eHealth integration into clinical practice. Professional experiences constitute the evidence that is valuable to the highest variety of activities and decisions in relation to eHealth trials. When using existing scientific evidence related to eHealth trials, it is important to consider contextual relevance, such as location or disease. To support the use of evidence, it is suggested to create possibilities for health care professionals to gain experience, assess a few rather than a large number of variables, and design for shorter iterative cycles of evaluation.

Conclusions: Initiatives to support and standardize evidence-based practice in the context of eHealth should consider the complexities in how the evidence is used in order to achieve better uptake of evidence in practice. However, one should be aware that the assumption of fact-based decision making in organizations is misleading. In order to create better chances that the evidence produced would be used, this should be addressed through the design of eHealth trials.

(J Med Internet Res 2020;22(8):e17718) doi:10.2196/17718
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Introduction

Evidence-based medicine has taken a central role in health care, aiming to increase the quality of clinical practice. In the medical domain, it is conceptualized as building clinical decisions on credible research evidence, professional experience and judgement, and patient preferences [1-3]. This trend has also risen in the evaluation and implementation of information and communication technologies (ICT) in health care (electronic health [eHealth]) [4,5]. Similar to conventional medicine, decision making in the implementations of eHealth solutions should “rely on explicit evidence derived from rigorous studies on what makes systems clinically acceptable, safe, and effective – not on basic science or experts alone” [6]. Hence, evidence should have utility in these decisions (ie, it should be usable and used). However, there is a growing concern that scientific evidence on whether eHealth works and is safe to use is not sufficiently used when forming health care policies and practice [4,7-11].

Evidence produced by evaluations dominates the discourse related to the evidence-based practice of eHealth implementations [7,12,13]. This emphasis and the strategies to support the use of this type of evidence can be seen through the scholarly discussions and sound methodological base developed in the form of evaluation guidelines, standard measures, and evaluation frameworks [7,13,14]. However, evidence-based practice includes additional types of evidence, such as professional experience and judgement, existing scientific evidence from other research, and patient preferences [1,2,7]. The use of these types of evidence generated through testing and implementing eHealth solutions is underexplored, leading to a lack of supporting strategies.

When the expectation is to use the evaluation evidence in making decisions regarding clinical implementations of eHealth [5], it refers to instrumental use, which is the direct use of the information in decision making and taking action, in order to change existing practice [15-19]. When evidence is not used instrumentally, it is referred to as a waste of resources and efforts contributing to the phenomenon of “pilotism” (remaining in a pilot state and not taken to integration) [20,21]. However, previous research has identified a number of other ways of evidence use [15,17-19,22,23]. Conceptual use refers to a nondirect use of information and perspectives to enhance understanding. Strategic or symbolic use happens when the evidence is brought up to support or confront an existing idea or decision. To the best of our knowledge, the different ways of evidence use (instrumental, conceptual, or symbolic) in the context of eHealth have not been addressed by previous research. Discussions limited to instrumental use potentially provide a too narrow view of actual evidence use in practice.

Furthermore, the considered users of evidence in the context of eHealth are usually limited to policy makers or health care professionals. However, eHealth is a multi–disciplinary field [14], and there might be more beneficiaries of the evidence. Exploring the types of evidence and the ways different actors use it can be worthwhile to support the uptake of evidence in the context of eHealth.

The purpose of this study was to analyze how different types of evidence (such as evaluation outcomes [including patient preferences], professional experiences obtained within the development and evaluation of an eHealth trial, and existing scientific evidence from other research) are used by diverse stakeholders. An additional aim was to identify barriers to the use of evidence and ways to support its use.

Methods

Context

This study was built on a case of a multinational and interdisciplinary European Union–funded project (for anonymity reasons, called “Alpha” in this paper). It was a nonpharmacological eHealth trial aimed at improving quality of life and increasing the independence of elderly with mild cognitive impairment and mild dementia. The Alpha trial introduced a case manager role and an ICT platform that consisted of web-based physical and cognitive exercise programs and an activity monitoring device to be used at home. As such, innovations were introduced on both the service model and technological levels.

The Alpha approach was implemented and tested in 4 countries. The project involved 8 partners: 4 care centers (in the aforementioned countries), 2 research and development companies that provided the eHealth solutions, and 2 science institutions. The trial lasted for 6 months. The evaluation included a number of variables, such as clinical efficacy, quality of life, patient adherence to technology, patient and health care professional’s satisfaction, process effectiveness, and a cost-benefit analysis. Clinical professionals were asked to collect patient data using a number of standardized and custom-made questionnaires, as well as to register some data in the registries in Excel files. The evaluation was performed at the end of the project and was finalized in June 2018. During the evaluation, several project partners were charged analyzing the different variables. As it frequently happens in multinational projects, the evaluation had to overcome several practical circumstances such as ethical approvals and systems integration issues that delayed patient recruitment and the start of the trial. This created a situation in which the trial time had to be shortened for some patients, resulting in a smaller dataset than planned.

Data Collection

The evidence considered in this study included evaluation results (including patient preferences) and professional experiences from the Alpha trial as well as existing scientific evidence from other research. Data were collected through 9 semistructured interviews with all the partners involved in the Alpha project (4 care centers, 2 research and development companies that provided the eHealth solutions, and 2 science institutions) that were conducted 8 months after the evaluation was concluded. The stakeholders were delimited to the partners of the Alpha project, since they had deep knowledge and experience from the trial and they were the primary candidates to consider using the evidence developed. However, the funding institution did not require the project partners to use evidence from the Alpha project.
The interviewee selection followed the principles of purposive sampling [24] and involved the key members of the Alpha teams in every country (see Table 1). At least one interview per partner was conducted. The interviewees were in a position to either use the evidence directly in making decisions that change practice (clinical, technological, scientific) or to decide whether the evidence is worthy of suggesting or presenting to the decision makers in the organizations. The positions of the interviewees and the industry of their work are presented in Table 1. All the interviews lasted one hour, were conducted via Skype, were recorded, and were transcribed.

Table 1. Interview respondents.

<table>
<thead>
<tr>
<th>Stakeholders</th>
<th>Interviewee occupation</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Care centers</strong></td>
<td></td>
</tr>
<tr>
<td>Care center 1</td>
<td>Clinical neuropsychologist</td>
</tr>
<tr>
<td>Care center 2</td>
<td>Quality director</td>
</tr>
<tr>
<td>Care center 2</td>
<td>Senior physician</td>
</tr>
<tr>
<td>Care center 3</td>
<td>Head of eHealtha research</td>
</tr>
<tr>
<td>Care center 4</td>
<td>Project manager</td>
</tr>
<tr>
<td><strong>Research and development companies</strong></td>
<td></td>
</tr>
<tr>
<td>Research and development company 1</td>
<td>Coordinator of the eHealth group</td>
</tr>
<tr>
<td>Research and development company 2</td>
<td>Project manager and scientific coordinator</td>
</tr>
<tr>
<td><strong>Science institutions</strong></td>
<td></td>
</tr>
<tr>
<td>Science institution 1</td>
<td>Director of the research center</td>
</tr>
<tr>
<td>Science institution 2</td>
<td>Scientific coordinator</td>
</tr>
</tbody>
</table>

a eHealth: electronic health.

The interviews followed a guide structured around the components of evidence use [18,19,25], such as evidence users, types of impact, evidence already used (and useful) depending on the agenda of the stakeholder, agenda or purpose, quality of research, methodological credibility, relevance and timing for the organization to use the evidence, presentation of the results, and future plans in relation to the evidence.

Data Analysis

For every stakeholder, we analyzed the following: (1) the types of activities and decisions that were made after the Alpha project ended; (2) the types of evidence (evaluation results from the trial [including patient preferences], professional experiences, or existing scientific evidence from other research) that were used for those activities and decisions, based on the definitions of evidence [1]; (3) in what way the evidence was used (instrumental, conceptual, symbolic) [15,17-19,22]; and (4) barriers to the use of evidence. Instrumental use of evidence was assumed if the evidence obtained from the trial had a direct impact on practice decisions. Conceptual use of evidence was assumed if the evidence obtained from the trial had a direct impact on practice decisions. Conceptual use of evidence was assumed if the evidence obtained from the trial had a direct impact on practice decisions. Symbolic use of evidence was concluded when the stakeholder had used evidence in confirming previous decisions. If necessary, the data were validated with professionals from the Alpha partners.

The findings were grouped by the types of activities and decisions made by the stakeholders using evidence from Alpha. For each activity or decision, the use of evidence is discussed.

Results

At 8 months after the Alpha project ended, partners in the project (stakeholders) used evidence in the following decisions and activities: (1) integrating or abandoning the Alpha approach in clinical practice, (2) publishing results from the Alpha study, (3) applying for new research funding, (4) supporting regional policymaking, (5) improving technology, and (6) teaching students and health care professionals. Next, the ways that evidence were used by the stakeholders in every decision and activity are explained.

Integrating the Alpha Approach Into Clinical Practice

At the time of this study, 2 of the 4 care centers had decided to integrate the Alpha approach into clinical practice (care centers 1 and 2). In these care centers, the decision was mainly informed by the evidence from professional experiences. The health care professionals decided to adopt the Alpha approach based on their experiences with usability and adherence to the technology, as well as on patient satisfaction with the service. At the time of the decision, the evaluation results were not available yet. However, the professionals relied on their experience and the existing scientific evidence from other research that demonstrated that technologies and care models similar to Alpha can be beneficial for the patients targeted. The existing research was quite explicit on the benefits of physical and cognitive exercise (with and without the help of technology) for patients with cognitive impairments.

Specific clinical data are not a reason to not try to implement this model. Existing research can provide us such information. <…> Data related to adherence
are enough to be interpreted as a useful model for these patients. [Care center 1, clinical neuropsychologist]

The decisions to adopt the Alpha approach in care centers 1 and 2 were facilitated by the fact that resources for implementation were available from regional policies supporting and financing care models like Alpha. Care centers 1 and 2 planned to perform deeper statistical analyses on the clinical outcomes, cost, and savings. If a positive effect was found, the results would be disseminated, which would support their decision to integrate the Alpha approach in practice. Hence, in the case of care centers 1 and 2, professional experiences and existing scientific evidence from other research were used instrumentally (directly in decision making and action), while evaluation evidence was used symbolically (to strengthen the already taken decision).

When the decision was made, we didn’t have any results yet. … Our experience and preliminary data showed that this model is quite good. … Managers trusted our previous evaluations of similar models and thought that it will be the same. … We have to redo the economic evaluation to see how much it actually costs and how much we save. [Care center 2, quality director]

Care center 3 planned to use the evaluation results to make a decision regarding adopting the Alpha approach in its clinical practice. The organization planned to present the evaluation results to the board and express a need for an eHealth solution like that tested in the Alpha project. Once approval from the board is obtained, the technology can be purchased and integrated in clinical practice. In this case, using the evaluation results in decision making for practice improvement indicates instrumental use.

Once we demonstrate that the results are OK, we are in a position to escalate it to decision makers, and we are able to incorporate it in our organization. [Care center 3, Head of eHealth research]

Care center 4 decided to abandon the Alpha approach. Professional experiences were the primary influence on this decision. The concept was abandoned when the staff realized, over the course of the trial, how many resources the new model requires when applying it within the context of care center 4. It was deemed not the right time for the concept to be adopted in the organization. After the project finished, staff’s experiences in the care process of Alpha were presented to management. In the case of care center 4, professional experiences were used instrumentally (directly in decision making and action).

We didn’t pay so much attention to the results of the evaluation. We looked at what does it mean to work with patients in a situation like that. … For management, the descriptive conclusions were more interesting than the analysis. [Care center 4, project manager]

Publishing Results of the Alpha Project

Publishing the results from the Alpha project in scientific outlets was initiated by almost all the partners of Alpha (except care center 4). The care centers used the clinical outcomes, quality of life, patient and employee satisfaction, and cost data in the scientific publications. The research and development companies used the adherence data and the feedback from patients and health care professionals related to their specific technology. Publishing the evaluation results helped these companies strengthen their image by demonstrating a case of the technology application in a real setting. In addition to the evaluation results, the partners used the existing scientific evidence from other research to build a case for research.

Since scientific publishing did not directly relate to decision making in practice, such use of evaluation evidence and existing evidence from other research was deemed conceptual.

Applying for New Research Funding

Most of the partners (care centers 1, 2, and 3; science institutions; and research and development companies) used Alpha evaluation results and professional experiences when applying for further research funding. Evaluation outcomes, experiences, and lessons learned in Alpha provided the basis for the case and allowed ideas to be built that could be applied in the next project. In such a case, Alpha evaluation results and professional experiences did not change local practices but increased the knowledge and understanding of the partners that subsequently helped to develop better research ideas and improve the design of the future studies. Hence, such use of evaluation evidence and professional experiences was deemed conceptual.

Supporting Regional Policy

Science institutions 1 and 2 and care centers 1, 2, and 3 presented Alpha results in regional policymaking activities as a concrete local example of an eHealth-supported care model within their regions. For this purpose, science institution 2 used the managerial and economic evidence from the evaluation of Alpha to demonstrate the possible impact of the eHealth solution on the local care facility. In addition, science institutions 1 and 2 used the health care professionals’ feedback and perceptions on working with Alpha in their local contexts to demonstrate local applicability. Since the Alpha case served as an example and was not meant to make decisions based on its results, such use of evaluation evidence and professional experiences in policymaking was deemed conceptual.

When you discuss a real case here in <region>, these messages are stronger than to discuss cases in <another country> or to say that literature says these things are useful. [Science institution 2, scientific coordinator]

Improving eHealth Technology

The evaluation results of Alpha helped research and development company 2 in making decisions to improve its technology. The company focused on the patients’ and health care professionals’ feedback and preferences in relation to its technology and initiated actions to improve it. Since the evaluation evidence was used directly for decisions and action, we classified such use of evidence as instrumental.
Teaching Students and Health Care Professionals

Professional experiences with Alpha were used by science institution 1 in teaching students and health care professionals. Science institution 1 relied on the professionals' feedback and perceptions on working with Alpha in their local contexts, as it demonstrates local applicability. Since the Alpha case served as an example and decisions were not meant to be made based on its results, such use of professional experiences in teaching was deemed conceptual.

We used the experience with the care models as an example in our courses. […] We use it for practitioners as a subject to discuss and reflect upon. [Science institution 1, director of the research center]

Table 2 describes situations of using the evidence 8 months after the project ended.

<table>
<thead>
<tr>
<th>Decisions taken and activities</th>
<th>Use of different types of evidence in making the decision or performing the activity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alpha evaluation results</td>
</tr>
<tr>
<td>Care center 1</td>
<td>Adopt Alpha approach</td>
</tr>
<tr>
<td></td>
<td>Publish results</td>
</tr>
<tr>
<td></td>
<td>Support regional policy</td>
</tr>
<tr>
<td>Care center 2</td>
<td>Adopt Alpha approach</td>
</tr>
<tr>
<td></td>
<td>Publish results</td>
</tr>
<tr>
<td></td>
<td>Apply for research funding</td>
</tr>
<tr>
<td></td>
<td>Support regional policy</td>
</tr>
<tr>
<td>Care center 3</td>
<td>Present Alpha approach to decision makers for full implementation</td>
</tr>
<tr>
<td></td>
<td>Publish results</td>
</tr>
<tr>
<td></td>
<td>Apply for research funding</td>
</tr>
<tr>
<td></td>
<td>Support regional policy</td>
</tr>
<tr>
<td>Care center 4</td>
<td>Abandon Alpha approach</td>
</tr>
<tr>
<td>Science institution 1</td>
<td>Publish results</td>
</tr>
<tr>
<td></td>
<td>Teach students and health care professionals</td>
</tr>
<tr>
<td></td>
<td>Support regional policy</td>
</tr>
<tr>
<td></td>
<td>Apply for research funding</td>
</tr>
<tr>
<td>Science institution 2</td>
<td>Support regional policy</td>
</tr>
<tr>
<td></td>
<td>Apply for research funding</td>
</tr>
<tr>
<td></td>
<td>Publish results</td>
</tr>
<tr>
<td>Research and development company 1</td>
<td>Publish results</td>
</tr>
<tr>
<td></td>
<td>Apply for research funding</td>
</tr>
<tr>
<td>Research and development company 2</td>
<td>Improve technology</td>
</tr>
<tr>
<td></td>
<td>Publish results</td>
</tr>
</tbody>
</table>
Barriers to the Use of Evidence From the Alpha Trial

The first barrier to the use of evidence was related to the number of variables included in the Alpha evaluation. In most of the project locations, the scope of evaluation was deemed too extensive (it included several variables related to clinical efficacy, quality of life, patient adherence to technology, patient and health care professionals’ satisfaction, a number of variables to assess process effectiveness, and a cost-benefit analysis). The interviewees indicated that the time needed to collect this amount of data for every patient was too long. The clinicians had to fit the data collection into their routine work during meetings with the patients. Consequently, the clinicians were making choices about which data to collect at a particular time. Such trade-offs between data collection for the project and time spent with a patient affected the completeness of data collected and consequently the quality of evidence produced in the evaluation.

When you want to monitor a lot of variables, it is directly related to the time you need to spend with the patients. <…> The target should be to optimize how we collect the variables and information using not that much time. [Care center 3, Head of eHealth research]

The second barrier to the use of evidence was related to the Alpha evaluation design when comparing before-after situations. Some of the interviewees with a clinical background disagreed that eHealth integration decisions can be purely based on hard facts and not on evidence from the evaluation when making such a decision. According to these respondents, novel eHealth-supported care models tested during trials are complex dynamic systems within the local context that vary, have differences in culture, and are affected by social interaction. Since these care models cannot be assumed as stable controlled systems, the assumption of stability in the traditional before-after measurement design of an eHealth trial provides less valuable information for eHealth integration decisions to improve practice. Additionally, such an evaluation design comparing before-after situations does not maximize the potential to enhance local learning. The interviewees suggested that people’s experiences with an eHealth solution and process measures, both captured continuously, could lead to iterative adaptation and adjustment between the eHealth solution and the context. Such iterative evaluation would provide higher value in these eHealth integration decisions to improve practice.

If we own the evaluation, we would take repeated measurements for improvement efforts and enhanced learning, rather than traditional approaches. [Care center 2, quality director]

Discussion

Principal Findings

In this study, we analyzed how different types of evidence, generated through the development and evaluation of an eHealth trial, are used by diverse stakeholders. This work demonstrated that evidence from eHealth trials is used in more ways than decision making regarding clinical integration or policymaking. In addition, different stakeholders can use the evidence for scientific publishing and dissemination, eHealth technology improvement, research funding applications, and teaching.

We found that professional experiences seem to have more influence over decisions regarding eHealth integration into clinical practice than formal evaluations and research. Learning whether and how an eHealth solution could fit within the local context provides key information for local decision making. If the design of an eHealth trial fails to create conditions for professionals to gain experiences, it might prevent learning and obtaining evidence that are crucial to increase the success rate of eHealth trials in their post-pilot phase and reduce “pilotism” [5,20]. Moreover, professional experiences from eHealth trials provide evidence that is valuable for the greatest variety of activities that include disseminating knowledge in various formats, policymaking, teaching, and providing feedback for technology improvement. Evaluation evidence might mostly be valuable for scientific publishing. Existing scientific evidence from other research is another type of evidence that can help to make decisions when it comes to integrating eHealth solutions into clinical practice. However, contextual relevance (eg, location, disease) matters.

To support the use of evaluation evidence, one could consider assessing a few, rather than a large number of, variables during an evaluation. It can help ensure the quality of data collected, preventing from making trade-offs between the time required and quality of the data. Additionally, shorter iterative cycles of evaluation could create better possibilities for health care professionals to gain more experience and use it as evidence in decision making regarding integration of eHealth solutions. Professional experiences could enhance evidence when relevant professionals are included and accumulate experience during eHealth trials. Such an approach could increase the degree of learning and chances that the eHealth solution would be integrated into practice and reach sustainability. Existing scientific evidence collected from previously conducted projects or initiatives in the same location as an eHealth solution is implemented can support decisions regarding eHealth integrations better than scientific evidence obtained from other locations. Research evidence produced in other contexts can be problematic for direct translation into making such decisions. However, it has value for scientific dissemination.

Limitations

The findings of this study were based on a specific innovation research project funded by the European Union. The interviewee sample was delimited to the partners of the project, since they had deep knowledge of the project and its results and were in the favorable position to use the evidence obtained. However, perspectives of the funding agency, industry, or governments could be a valuable avenue for further research. Similarly, evidence produced in other settings and study designs could provide a different view of the use of evidence. Furthermore, the study captured the situation 8 months after the Alpha project was finished. However, the use of evidence might be more extensive in later stages due to the so-called ”gestation period” [25].
Comparison With Prior Work

Previous research on evidence-based practice usually described clinical implementations and policymaking [5,7] as evidence use in the context of eHealth. By focusing on a wider ecosystem of stakeholders than the traditional focus on health care providers and policymakers, our work identifies more uses of evidence, such as scientific publishing and dissemination, eHealth product and service improvement, applying for research funding, and teaching. Furthermore, we analyzed the use of additional types of evidence [1] such as professional experiences in addition to the traditional focus on evidence generated by evaluations and research [7,12,13].

Our study shows that the typical discourse on the instrumental use (in making decisions) of evidence (and lack of it) [3] does not sufficiently reflect the actual use of evidence in the context of eHealth. Evidence also serves the stakeholders conceptually (increasing knowledge and understanding) and symbolically (supporting already taken decisions) [15,17,19,22]. This suggests that evidence created through eHealth trials can have utility beyond decision making in clinical implementations of eHealth solutions or policymaking. Therefore, evidence that is not used instrumentally might not be a waste of resources and effort (the problem of so-called “pilotism”), as frequently judged by scholars [5,20]. Viewing the use of evidence through different users and the ways of using it can reveal the actual ways in which evidence from a trial is used, help commissioning bodies have realistic expectations on the influence trials can have, and help to design better trials.

Our study indicates that experiences in eHealth trials matter more than facts when it comes to how evidence is used for eHealth integration. The reason for this could be that “hard facts” from evaluation are difficult to straightforwardly implement in a complex health care reality [26,27]. Although it is attractive to think about organizations as rationale organisms and systems [5,28], organizations are rather characterized by decisions and actions that are far from rational. Instead, personal incentives, organizational culture, and other more subjective fields come into play when explaining how decisions are made and organizations develop [27,29,30]. Hence, we believe that the designers of eHealth trials could benefit from understanding how learning and continuous improvement are created and how knowledge development occurs in contemporary health care organizations. In other words, these fields could explain why opinions and subjective knowledge are more important than “hard facts” from an evaluation.

We identified a number of strategies to support the use of evidence in practice in the context of eHealth trials. First, we suggest focusing on a smaller number of variables during evaluation, to ensure the quality of collected data. Such a strategy is contradictory to the ever-expanding evaluation frameworks that include a growing number of variables (eg, [31,32]) and arguments that evaluations should aim to capture as wide an array of outcomes as possible [13]. Second, alternative designs to eHealth evaluation have been discussed in prior research (eg, [14,33]). Our study showed that such designs leading to shorter cycles of evaluation and enabling learning, iteration, and forming experiences that can support decisions could be more beneficial in improving the practice of different stakeholders [34-36]. Failure to produce timely results for decision making is among the barriers to the use of evidence identified by previous research [26].

Conclusions

We conclude that various stakeholders (such as care centers, research and development companies, science institutions) benefit from evidence differently. Therefore, the delimited focus of research on decision making in clinical settings or policymaking does not capture the actual beneficiaries and realities of evidence use. In addition, when making decisions regarding improving practice, stakeholders do not necessarily rely on the factual evidence produced by evaluations. We conclude that, in the context of eHealth, professional experiences seem to have more influence over decisions than formal evaluations and research. Hence, we suggest that scientific and practical discussions around evidence-based practice in the context of eHealth should include all sorts of evidence (evaluation evidence, professional experiences, existing scientific evidence from other research, and patient preferences). Additionally, it could be beneficial to have an in-depth view on how the evidence is used. This could help expand the conventional focus on clinical settings or policymaking and the direct use of evidence produced by research or evaluation when making decisions. Initiatives to support and standardize evidence-based practice in the context of eHealth should take these complexities into consideration to achieve better uptake of evidence in practice.
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Abstract

Background: Heart age calculators are used worldwide to engage the public in cardiovascular disease (CVD) prevention. Experimental studies with small samples have found mixed effects of these tools, and previous reports of population samples that used web-based heart age tools have not evaluated psychological and behavioral outcomes.

Objective: This study aims to report on national users of the Australian heart age calculator and the follow-up of a sample of users.

Methods: The heart age calculator was launched in 2019 by the National Heart Foundation of Australia. Heart age results were calculated for all users and recorded for those who signed up for a heart age report and an email follow-up over 10 weeks, after which a survey was conducted. CVD risk factors, heart age results, and psychological and behavioral questions were analyzed using descriptive statistics and chi-square tests. Open responses were thematically coded.

Results: There were 361,044 anonymous users over 5 months, of which 30,279 signed up to receive a heart age report and 1303 completed the survey. There were more women (19,840/30,279, 65.52%), with an average age of 55.67 (SD 11.43) years, and most users knew blood pressure levels (20,279/30,279, 66.97%) but not cholesterol levels (12,267/30,279, 40.51%). The average heart age result was 4.61 (SD 4.71) years older than the current age, including (23,840/30,279, 78.73%) with an older heart age. For the survey, most users recalled their heart age category (892/1303, 68.46%), and many reported lifestyle improvements (diet 821/1303, 63.01% and physical activity 809/1303, 62.09%). People with an older heart age result were more likely to report a doctor visit (538/1055, 51.00%). Participants indicated strong emotional responses to heart age, both positive and negative.

Conclusions: Most Australian users received an older heart age as per international and UK heart age tools. Heart age reports with follow-up over 10 weeks prompted strong emotional responses, high recall rates, and self-reported lifestyle changes and clinical checks for more than half of the survey respondents. These findings are based on a more engaged user sample than previous research, who were more likely to know blood pressure and cholesterol values. Further research is needed to determine which aspects are most effective in initiating and maintaining lifestyle changes. The results confirm high public interest in heart age tools, but additional support is needed to help users understand the results and take appropriate action.

(J Med Internet Res 2020;22(8):e19028) doi:10.2196/19028
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**Introduction**

Heart age calculators are increasingly popular worldwide as a way to engage the public in cardiovascular disease (CVD) risk assessment [1]. Methods vary but heart age is generally calculated by comparing a person’s absolute risk of a heart attack or stroke in the next 5-10 years with a person with *ideal* risk factor levels, such as a nonsmoker with 120 mm Hg systolic blood pressure. If any risk factor is higher than ideal (eg, 140 mm Hg systolic blood pressure), then the result is an older heart age [2]. Some calculators also allow younger heart age if risk factors are below the ideal threshold (eg, 110 mm Hg systolic blood pressure).

Heart age calculators are often used as motivational tools to raise personal awareness about CVD risk factors and prompt follow-up action. Millions of people have used web-based heart age calculators. An international Unilever campaign engaged 2.7 million users from 13 countries in 2009 to 2011 using a Framingham model–based heart age calculator [3], and a more recent UK version based on QRISK reached 1.4 million hits with almost 600,000 complete users over 5 months [4]. In New Zealand, a 5-year Framingham version was used to promote clinical guidelines [2], and health organizations in the United States and China have released population estimates of heart age [5,6]. Australia launched a heart age calculator as part of a national consumer awareness campaign in February 2019, which engaged approximately 1.6 million users over 16 months.

With an increasing number of heart age calculators becoming available on the web, it is important to note that the same person can get a very different heart age result depending on which calculator is used [1]. This depends on the underlying absolute risk model (eg, Framingham vs QRISK), the ideal thresholds set for risk factors (eg, systolic blood pressure 120 mm Hg), and restrictions in the way that absolute risk is converted to heart age (eg, allowing younger heart age or not). It is important to note that an older heart age is not the same as high absolute risk where clinical guidelines would recommend medication; it is an alternative risk communication format that indicates at least one elevated risk factor compared with the ideal levels set. It is therefore possible to have a low absolute risk but an older heart age, for example, a young woman with cholesterol levels above the ideal level.

With so much variability in the way these calculators are set up, heart age is not recommended as a clinical assessment tool for medication decisions [1]. However, they may engage users to consider the personal relevance of risk factors and lifestyle changes or to seek a more accurate risk assessment with their doctor [7]. Particularly in younger adults, low absolute risk may conceal a high relative risk of developing CVD, and heart age calculators can be useful in communicating the long-term consequences of an individual’s lifestyle and associated risk factors [8]. Some trials have found that using a heart age tool improves risk factor control compared with standard care [9], and direct comparisons of heart age with absolute risk in the same interactive format have found greater emotional responses to heart age, but this may not necessarily translate into behavior change [10-12]. Therefore, additional support is needed to help users understand the results and take appropriate action based on heart age calculators.

Existing research on the effect of heart age calculators is divided into small experimental samples that were randomized (which show mixed results overall) [13] and large population samples where users have been simply described. This study aimed to draw these 2 areas together by reporting on the users of a new Australian heart age calculator, followed by lifestyle change outcomes in a smaller sample of users who signed up to receive a report and further support by email. Previous reports describing the general population’s use of heart age calculators have not evaluated behavioral outcomes and include repeated or less serious uses of the tool (eg, just testing the tool or trying it out for someone else).

**Methods**

**Materials**

After conducting an environmental scan of international heart age calculators, the National Heart Foundation of Australia (NHFA) created the Australian version based on Framingham model algorithms. The calculator was developed with funding from an unrestricted and unconditional grant from Amgen, who did not contribute in any way to the development. Some adjustments were made in line with Australian guidelines (eg, ideal levels set at 120 mm Hg for systolic blood pressure and <4 mmol/L for total cholesterol), which resulted in some changes to the weightings for some gender or age groups in the published model. These were tested and discussed with a committee including general practitioners (GPs) and cardiologists to ensure that the calculator would not potentially lead to treatment based on single risk factors. A pop-up message prompted users to see a doctor if the blood pressure or cholesterol level was plausible but considered high risk in accordance with Australian guidelines, for example, “Total cholesterol above 7.5 mmol/L puts you at high risk of having a heart attack or stroke. Please see your doctor as soon as possible about your cholesterol.” Implausible values prompted a different message about the range required, for example, “Please enter a number between 2 and 10.5.” Heart age was calculated once a plausible value was entered. No adjustments were made to account for higher risk populations (eg, Aboriginal and Torres Strait Islander Peoples) because of a lack of clear evidence. The minimum reported heart age was set at <35 years and the maximum at ≥85 years. If blood pressure or cholesterol levels were not known, a population average was used based on the relevant 5-year age group in the National Health Survey data from 2011 to 2012 [14].

The resulting web-based heart age calculator was intended for people aged 35 to 75 years without existing CVD. The following information was collected: age, sex, family history of premature heart disease, smoking status, height, weight, diabetes status, blood pressure, cholesterol, and whether or not users were taking medication for high blood pressure. Users who did not know their blood pressure or cholesterol were informed that a population average would be used. The result was presented as the user’s heart age and whether it was younger, the same as, or older than their current age. Users were encouraged to provide
their email address to obtain a more detailed report and those in the target age group were recommended to see a doctor for a heart health check for absolute risk assessment. The tool is available on the NHFA website [15]. Figure 1 shows example screenshots, and Figure 2 shows example reports.

**Figure 1.** Example screenshots from heart age calculator (eg, 54 year old male smoker, family history, diabetes and average blood pressure/cholesterol).
Figure 2. Example heart age calculator report (eg, 54 year old male smoker, family history, diabetes, and average blood pressure/cholesterol).

Procedure

The Australian heart age calculator was launched in February 2019 as part of an NHFA consumer awareness campaign involving mass marketing and media interventions. This Serial Killer campaign aimed to boost public awareness around heart disease as Australia’s leading cause of death and sought to increase the personal relevance of the condition to all Australian adults. Other campaign objectives included advocating for a range of Heart Foundation federal election requests, including Medicare-funded heart health checks. The web-based heart age calculator URL was included as a call to action for this campaign. After completing the heart age calculator, users were prompted to sign up to receive a detailed report via email, further explaining their heart age results (Figure 2). Users were then automatically signed up to a 10-week email journey consisting of fortnightly emails prompting eligible patients to see their GP for a heart health check and providing general advice on healthy
eating, exercise, and heart health (Figure 3). The email journey included various behavior change techniques [16], namely: credible source, prompts/cues, goal setting, information about health consequences, salience of consequences, instruction on how to perform the behavior, social support, and material incentive (reward for completing a lifestyle challenge via an app). At 10 weeks, users were asked to participate in a follow-up survey to evaluate psychological and behavioral outcomes, including recall, positive and negative emotional responses, information seeking, lifestyle change, and clinical checks. Survey respondents entered a draw to win 1 of 3 gift cards. An open response question was also included to evaluate general reactions to heart age. Multimedia Appendix 1 provides all survey questions.

Figure 3. Heart age calculator email journey flowchart.

Participants
The calculator could be completed by Australians aged 35-75 years without CVD, in accordance with the target group for CVD risk assessment in Australia.

Analysis
User data were cleaned to remove duplicates based on internet protocol addresses or email addresses, and users who completed the heart age calculator between February 19 and July 31, 2019, were included in the final data set. CVD risk factors (for all anonymous users), heart age results (for those who requested a report by email), and psychological and behavioral questions (for survey respondents) were linked to the original heart age calculator results. Statistical analysis was performed using IBM SPSS Statistics version 26 (IBM Corp) statistical software package (TB). Descriptive statistics are reported with numbers and percentages for the 3 samples, and exploratory comparisons between age, gender, and heart age category groups in the survey sample were performed using chi-square tests, where a value of \( P < 0.05 \) was considered statistically significant. Free text responses to the heart age result were coded using a framework analysis approach where themes were first identified from the data using an inductive approach (C Batcup and C Bonner). We then applied a theoretical framework deductively to organize the themes (C Bonner), before all data were coded under the categories of expectation, experience, risk perception, evaluation, and action (C Batcup). The framework was developed in a previous qualitative study using think-aloud methods to understand how participants use and react to heart age calculators [7]. A sample of 10% was double coded, and discrepancies were resolved through discussion (C Batcup and C Bonner). All authors contributed to the interpretation of the results.

Ethical Approval
An exemption letter was provided by the University of Sydney Human Research Ethics Committee, as the study involved an analysis of existing anonymized data, originally obtained by the NHFA for internal evaluation purposes.

Results
CVD Risk Factors for Anonymous Users, Those Who Requested a Report, and Survey Respondents
Overall, data were obtained from 361,044 anonymous heart age calculator users (CVD risk factors only), 30,279 users who provided email addresses to request a report (heart age results) and 1303 survey respondents (psychological and behavioral questions). Figure 4 shows a sample flowchart, and Table 1 provides a summary of risk factors for the 3 samples. The anonymous user sample was younger (mean 49.37, SD 11.79 years) with a higher proportion of smokers (35,503/361,044, 9.83%), and fewer knew their blood pressure level.
(178,281/361,044, 49.38%) and cholesterol level (59,013/361,044, 16.35%), were on blood pressure–lowering medication (64,464/361,044, 17.85%), and reported a family history (123,680/361,044, 34.26%). Of those who provided their email to receive the report and follow-up, there were 19,840 (19,840/30,279, 65.52%) women and 10,439 (10,439/30,279, 34.48%) men, with 80.40% (24,348/30,279) in the target age for heart health checks for the general population (45-75 years), and a mean age of 55.67 (SD 11.43) years. In terms of modifiable risk factors, 6.46% (1957/30,279) of users reported smoking, 40.51% (12,267/30,279) knew their cholesterol level, 66.97% (20,279/30,279) knew their blood pressure level, and 26.26% (7950/30,279) were taking blood pressure–lowering medication. Less than half of the users (12,844/30,279, 42.42%) reported a family history of heart disease, and only 7.56% (2290/30,279) of users reported having a diagnosis of diabetes. The survey respondent sample was older (mean age 60.43, SD 10.15 years), with a lower proportion of smokers (39/1303, 2.99%); and more knew their blood pressure level (961/1303, 73.75%), knew their cholesterol level (585/1303, 44.90%), were on blood pressure–lowering medication (413/1303, 31.70%), and reported a family history (587/1303, 45.04%).

**Figure 4.** Sample flowchart.

**Table 1.** Risk factors by heart age calculator user sample.

<table>
<thead>
<tr>
<th>CVD&lt;sup&gt;a&lt;/sup&gt; risk factors</th>
<th>Anonymous users (n=361,044)</th>
<th>Report requested (n=30,279)</th>
<th>Survey respondents (n=1303)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>221,278 (61.29)</td>
<td>19,840 (65.52)</td>
<td>867 (66.54)</td>
</tr>
<tr>
<td>Male</td>
<td>139,766 (38.71)</td>
<td>10,439 (34.48)</td>
<td>436 (33.46)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>49.37 (11.79)</td>
<td>55.67 (11.43)</td>
<td>60.43 (10.15)</td>
</tr>
<tr>
<td><strong>Range, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>35-44</td>
<td>144,430 (40.00)</td>
<td>5931 (19.59)</td>
<td>112 (8.60)</td>
</tr>
<tr>
<td>45-54</td>
<td>88,945 (24.63)</td>
<td>7015 (23.17)</td>
<td>216 (16.58)</td>
</tr>
<tr>
<td>55-64</td>
<td>83,313 (23.08)</td>
<td>9809 (32.40)</td>
<td>469 (35.99)</td>
</tr>
<tr>
<td>65-75</td>
<td>44,356 (12.29)</td>
<td>7524 (24.85)</td>
<td>506 (38.83)</td>
</tr>
<tr>
<td>Smoker, n (%)</td>
<td>35,503 (9.83)</td>
<td>1957 (6.46)</td>
<td>39 (2.99)</td>
</tr>
<tr>
<td>Family history of CVD, n (%)</td>
<td>123,680 (34.26)</td>
<td>12,844 (42.42)</td>
<td>587 (45.04)</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>20,606 (5.71)</td>
<td>2290 (7.56)</td>
<td>89 (6.83)</td>
</tr>
<tr>
<td>Taking BP&lt;sup&gt;b&lt;/sup&gt; medication, n (%)</td>
<td>64,464 (17.85)</td>
<td>7950 (26.26)</td>
<td>413 (31.70)</td>
</tr>
<tr>
<td>Know BP level, n (%)</td>
<td>178,281 (49.38)</td>
<td>20,279 (66.97)</td>
<td>961 (73.75)</td>
</tr>
<tr>
<td>Know cholesterol level, n (%)</td>
<td>59,013 (16.35)</td>
<td>12,267 (40.51)</td>
<td>585 (44.90)</td>
</tr>
</tbody>
</table>

<sup>a</sup>CVD: cardiovascular disease.
<sup>b</sup>BP: blood pressure.
Heart Age Results for Users Who Requested a Report

Overall, heart age was on average 4.61 years older than current age, including 78.73% (23,840/30,279) with older heart age and 13.75% (4163/30,279) with younger heart age. Heart age results were significantly different by age group (χ² = 1601.1; P < .001) and gender (χ² = 445.2; P < .001). Those aged 44-54 years were the most likely group to receive a younger heart age for both women (1380/4640, 29.74%) and men (266/2375, 11.20%), whereas those aged 64-75 years were the most likely group to receive an older heart age result for women (4442/4812, 92.31%) and men (2440/2712, 89.97%). Women were almost twice as likely to receive a younger heart age result than men overall (3242/19,840, 16.34% vs 921/10,439, 8.82%).

Psychological and Behavioral Outcomes for the Survey Respondent Sample

Compared with the total sample that requested a report, survey respondents had a slightly higher proportion of people with an older heart age result (1055/1303, 80.97% vs 23,840/30,279, 78.73%) and a slightly lower proportion of people with a younger heart age result (155/1303, 11.90% vs 4163/30,279, 13.75%), but the rates were similar.

Table 2 summarizes the psychological and behavioral outcomes for the survey respondent sample. Of those who completed the survey 10 weeks after their initial result, most (892/1303, 68.46%) were able to correctly recall their heart age category as being younger, equal to, or older than their current age. This was similar for younger (104/155, 67.09%) and older (735/1055, 69.67%) heart age results, but significantly lower for equal heart age results (53/93, 56.99%; χ² = 6.5; P = .04). More than one-fourth of users reported feeling a strong positive emotional response (507/1303, 38.91% very motivated and 324/1303, 24.87% very optimistic), and a lower proportion reported strong negative emotions (167/1303, 12.82% very anxious and 160/1303, 12.28% very worried). Compared with those with a younger/equal heart age, users who received an older heart age report were more likely to feel very anxious (159/1055, 15.07% vs 8/248, 3.2% reporting a great deal or a lot; χ² = 25.2; P < .001) or worried (151/1055, 14.31% vs 9/248, 3.63%; χ² = 21.3; P < .001). They were less likely to feel optimistic about their result (229/1055, 21.71% vs 95/248, 38.3%; χ² = 29.6; P < .001), but motivation levels were similar (406/1055, 38.48% vs 101/248, 40.7%; χ² = 0.4; P = .52).

In terms of lifestyle behavior, more than half of the survey respondents reported improvements in their diet (821/1303, 63.01%) and physical activity (809/1303, 62.09%), with just under half reporting weight loss (643/1303, 49.35%). Almost one-third of users reported reducing stress (412/1303, 31.62%) and alcohol intake (406/1303, 31.16%). Of those who smoked, 48% (19/39) reported reductions. Some lifestyle change behaviors were reported at higher rates for those with older compared with younger/equal heart age, including diet (680/1055, 64.45% vs 141/248, 56.8%; χ² = 5.0; P = .03) and weight loss (537/1055, 50.90% vs 106/248, 42.7%; χ² = 5.4; P = .02).

For outcomes relating to clinical risk assessment, almost half of the users had already seen their GP (621/1303, 47.66%), and one-fourth reported receiving a heart health check (362/1303, 27.78%) in the 10 weeks since receiving their heart age report. Higher proportions had obtained specific clinical tests, with three-fourths of the users checking blood pressure level and more than half obtaining blood tests for cholesterol (737/1303, 56.56%) and diabetes or sugar levels (697/1303, 53.49%). People with an older heart age result were more likely to have visited their doctor (538/1055, 51.00% vs 83/248, 33.4%; χ² = 10.8; P < .001) or had a heart health check (314/1055, 29.76% vs 48/248, 19.3%; χ² = 10.8; P < .001), compared with those with a younger or equal heart age.
Table 2. Heart age calculator user outcomes after 10 weeks for survey respondents.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>All survey respondents (n=1303), n (%)</th>
<th>Older heart age (n=1055), n (%)</th>
<th>Younger or equal heart age (n=248), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Psychological</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recall of correct heart age category</td>
<td>892 (68.4)</td>
<td>735 (69.6)</td>
<td>157 (63.3)</td>
</tr>
<tr>
<td>Very motivated (a great deal/a lot)</td>
<td>507 (38.9)</td>
<td>406 (38.4)</td>
<td>101 (40.7)</td>
</tr>
<tr>
<td>Very optimistic (a great deal/a lot)</td>
<td>324 (24.8)</td>
<td>229 (21.7)</td>
<td>95 (38.3)</td>
</tr>
<tr>
<td>Very anxious (a great deal/a lot)</td>
<td>167 (12.8)</td>
<td>159 (15.0)</td>
<td>8 (3.2)</td>
</tr>
<tr>
<td>Very worried (a great deal/a lot)</td>
<td>160 (12.2)</td>
<td>151 (14.3)</td>
<td>9 (3.6)</td>
</tr>
<tr>
<td>Spoke to family about familial history</td>
<td>555 (42.5)</td>
<td>466 (44.1)</td>
<td>89 (35.8)</td>
</tr>
<tr>
<td>Found out more information</td>
<td>787 (60.4)</td>
<td>669 (63.4)</td>
<td>118 (47.5)</td>
</tr>
<tr>
<td>Told others about the calculator</td>
<td>492 (37.7)</td>
<td>397 (37.6)</td>
<td>95 (38.3)</td>
</tr>
<tr>
<td><strong>Lifestyle change</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased physical activity</td>
<td>809 (62.0)</td>
<td>668 (63.3)</td>
<td>141 (56.8)</td>
</tr>
<tr>
<td>Lost weight</td>
<td>643 (49.3)</td>
<td>537 (50.9)</td>
<td>106 (42.7)</td>
</tr>
<tr>
<td>Improved diet</td>
<td>821 (63.0)</td>
<td>680 (64.4)</td>
<td>141 (56.8)</td>
</tr>
<tr>
<td>Reduced or quit smoking</td>
<td>19 (48.7)</td>
<td>19 (48.7)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td>Reduced stress</td>
<td>412 (31.6)</td>
<td>333 (31.56)</td>
<td>79 (31.85)</td>
</tr>
<tr>
<td>Limited alcohol intake</td>
<td>406 (31.1)</td>
<td>332 (31.4)</td>
<td>74 (29.8)</td>
</tr>
<tr>
<td><strong>Clinical risk assessment</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saw general practitioner</td>
<td>621 (47.6)</td>
<td>538 (51.0)</td>
<td>83 (33.4)</td>
</tr>
<tr>
<td>Had a heart health check up</td>
<td>362 (27.7)</td>
<td>314 (29.7)</td>
<td>48 (19.3)</td>
</tr>
<tr>
<td>Had a blood pressure check</td>
<td>976 (74.9)</td>
<td>809 (76.6)</td>
<td>167 (67.3)</td>
</tr>
<tr>
<td>Had a blood test for cholesterol</td>
<td>737 (56.5)</td>
<td>619 (58.6)</td>
<td>118 (47.5)</td>
</tr>
<tr>
<td>Had a test for diabetes or sugar levels</td>
<td>697 (53.4)</td>
<td>587 (55.6)</td>
<td>110 (44.3)</td>
</tr>
</tbody>
</table>

Qualitative Responses to Heart Age for the Survey Respondent Sample

The 1077 open response comments were coded and organized into 5 themes from a previous qualitative study on the process of heart age calculator use [7]: (1) participants’ expectations of what the result would show, (2) their experience of seeing the result, (3) what they understood about their risk based on the results, (4) their evaluation of the result as a credible source of information, and (5) actions they were prompted to take. These themes and their subthemes are shown in Table 3, along with sample quotes. Those with older heart age tended to show more concern about the result and considered it as an indication of ill health or a need for change, although some thought it was not a problem or disregarded the result. Those with younger or equal heart age described feeling happier about their result and considered their health to be good whereas some wanted it to be lower. Many participants also provided reasons for why they received their result, citing a variety of factors such as fitness levels, genetics, and poor overall health. Common actions prompted by the heart age calculator included arranging a GP consultation, changing diet, or increasing physical activity.
<table>
<thead>
<tr>
<th>Themes and subthemes</th>
<th>Example quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Expectations</strong></td>
<td></td>
</tr>
<tr>
<td>Perception of lifestyle</td>
<td>• “I'm a bit unsure why as I exercise regularly, don't smoke only drink occasionally, within normal weight range”</td>
</tr>
<tr>
<td>Information from doctor</td>
<td>• “I had only just had an appointment with my cardiologist and he said my heart is very good”</td>
</tr>
<tr>
<td><strong>Experience</strong></td>
<td></td>
</tr>
<tr>
<td>Happy or fine with result</td>
<td>• “I'm on the right track”</td>
</tr>
<tr>
<td>Surprise at result</td>
<td>• “Surprised and puzzled as to true meaning”</td>
</tr>
<tr>
<td>Concerned or disappointed</td>
<td>• “I was quite shocked and worried”</td>
</tr>
<tr>
<td>Defensive at result</td>
<td>• “How is it possible as I had the best possible score therefore everybody must be above”</td>
</tr>
<tr>
<td>Focus on age or being old</td>
<td>• “It still feels old!”</td>
</tr>
<tr>
<td>No impression</td>
<td>• “I didn't think that it had any relevance to me”</td>
</tr>
<tr>
<td><strong>Risk perception</strong></td>
<td></td>
</tr>
<tr>
<td>Indicates good health</td>
<td>• “I assumed it meant that my heart was probably in good condition for my age”</td>
</tr>
<tr>
<td>Indicates health issues</td>
<td>• “I have a higher than average chance of having a heart attack or a stroke”</td>
</tr>
<tr>
<td>Unsure of meaning</td>
<td>• “Don’t really know”</td>
</tr>
<tr>
<td>Inconsistent with heart age category</td>
<td>• “That I am healthier than average (older heart age result).”</td>
</tr>
<tr>
<td></td>
<td>• “I am unhealthy (younger heart age result)”</td>
</tr>
<tr>
<td>Interpretation reflects heart age category</td>
<td>• “Heart is older than my age (older heart age result).”</td>
</tr>
<tr>
<td></td>
<td>• “My heart is in better health than it's [sic] actual age (younger heart age result)”</td>
</tr>
<tr>
<td>Current or heart age discrepancy</td>
<td>• “79 was extremely scary for a 67 year old (older heart age result).”</td>
</tr>
<tr>
<td></td>
<td>• “It was only one year younger, so it was good, but not great (younger heart age result)”</td>
</tr>
<tr>
<td><strong>Evaluation</strong></td>
<td></td>
</tr>
<tr>
<td>Incorrect or mistrust result</td>
<td>• “The assessment tool was too simplistic to be reliable”</td>
</tr>
<tr>
<td>Expected result</td>
<td>• “I was aware that this would probably be the case”</td>
</tr>
<tr>
<td>Risk factors too limited</td>
<td>• “I was annoyed as the questions were quite limited and did not take account lifestyle and medications”</td>
</tr>
<tr>
<td>Family history or genetics</td>
<td>• “I thought it was elevated because of my family history because I otherwise take good care of my health”</td>
</tr>
<tr>
<td>Explain result</td>
<td>• “I was not eating properly and exercising enough”</td>
</tr>
<tr>
<td><strong>Action</strong></td>
<td></td>
</tr>
<tr>
<td>No motivation to change</td>
<td>• “I’m on track with my general health”</td>
</tr>
<tr>
<td>Need to change</td>
<td>• “I thought it meant I had to do some work to get it back to my right age or lower”</td>
</tr>
<tr>
<td>See a doctor</td>
<td>• “That I needed to see a doctor”</td>
</tr>
<tr>
<td>Reflection on life</td>
<td>• “An aged heart that hasn’t been well taken care of. A wake up call to nurture [sic] it and the rest of me”</td>
</tr>
</tbody>
</table>
Discussion

Principal Findings

This paper is the first report of a national Australian sample of heart age calculator users. It contributes to the broader heart age outcomes literature with a larger sample of population users, who requested a report with follow-up to support behavior change over a 10-week period. In line with other tools used internationally and in the United Kingdom [3,4], the majority of users who requested a heart age report received an older heart age, but many people did not know their cholesterol or blood pressure levels; therefore, the risk assessment was often based on the population average. More than half of the survey respondents reported lifestyle changes after using the heart age calculator, and many reported seeking further information, including clinical checks to receive a more reliable risk assessment, particularly if they received an older heart age. Interestingly, changes were also reported by those who received younger and equal heart age results. This aligns with prior qualitative research, showing that the process of receiving heart age calculators can prompt the consideration of lifestyle changes regardless of the actual result [7]. This finding could be because of the process of receiving a heart age result regardless of its value or alternatively the survey sample could have been more motivated in general, that is, they were interested in lifestyle changes before the heart age result. However, a previous randomized study found psychological differences between the heart age and control groups that were similar for younger and older heart age results, suggesting that there is something about receiving this risk format that does prompt different reactions regardless of the result itself [10].

The Australian heart age calculator website has been accessed by a large number of people, with 1.3 million users engaged in the first year (internal figures from the NHFA). This paper shows that older people, those more likely to know their risk factors and/or take medication and nonsmokers, were more likely to engage further in health promotion activities via a digital follow-up report. This points to the need for additional strategies to engage people with unknown risk factors and some high-risk groups. Alternative biological age concepts such as lung age may be more effective for engaging specific groups, such as younger smokers [17]. The high prevalence of web-based health risk calculators (eg, CVD, diabetes, and cancer [18-20]) shows that this is a popular marketing strategy or call to action, which may be effective if targeted to the right audience and backed up with behavior change support programs. Systematic reviews show that risk communication can increase intentions to change health-related behavior, and effects on behavior can be enhanced by addressing several aspects of risk perception and repeated communication [21,22]. However, additional behavior change techniques may be needed to bridge the intention-behavior gap and maintain changes over time, such as action plans that incorporate implementation intentions [23,24].

As found in previous experiments comparing heart age to absolute risk [10,11], this sample reported high recall of the heart age result category and strong emotional responses to concepts such as worry about older heart age or optimism. Those who received equal heart age were less likely to remember this, suggesting that positive responses to young heart age or negative responses to older heart age may reinforce the result and aid recall. Previous research has also raised the issue of credibility [7,10], which was reflected in the thematic analysis of open responses. Users had many questions about the role of additional risk factors, conflicting information from health professionals, and the reliability of the web-based assessment, particularly when the result was unexpected. This led some participants to question the usefulness of the heart age calculator but prompted others to seek clinical assessments or lifestyle changes. For heart age calculator developers, it may be important to explain how and why different risk factors are used for those who want more explanation and to clearly state the need to see a doctor for a more accurate risk assessment.

The launch of the Australian heart age calculator was part of a broader campaign to address barriers to absolute CVD risk assessment, including lobbying for federal government funding of clinical heart health checks. More than half of the survey respondents reported having seen their GP in the 10 weeks since finding out their heart age, and one-fourth of users reported receiving a heart health check. Most users were eligible for a full CVD risk assessment with their GP in line with clinical guidelines targeting those aged 45-74 years. The barriers to engage otherwise healthy adults in preventive health checks are complex, covering all 3 broad determinants of behavior change: capability (eg, lack of knowledge and awareness), opportunity (eg, time and access constraints), and motivation (eg, aversion to preventive medicine) [25,26]. Heart age calculators may be particularly useful for addressing awareness issues and motivating people to see their doctor for a more accurate clinical assessment, but this needs to be supported by the broader health system to address opportunity barriers. In Australia, a combination of strategies has led to more than 100,000 Australians receiving a heart health check from their GP under the Medicare Benefits Scheme in the 12 months since this heart age calculator was launched [27].

Further research is needed to determine whether the behavioral outcomes of heart age calculators can be improved by linking it to additional behavior change strategies known to improve lifestyle change (eg, action planning) [16] and whether absolute risk formats used in clinical practice can be equally engaging [28]. There is very little research comparing different labels for the general concept of biological age, but one study has found differences in the way that young people interpret heart age compared with fitness age even when the same numerical age result is used [29]. Different target populations may respond best to different labels, and it is important to consider potential harms from misunderstandings as well as the potential for positive behavior changes. Further investigation is also needed to address the information needs of people with lower health literacy, who have fewer skills required to access, understand, and act on health information [30]. Different interactive tools may be needed for different patient populations to enable informed consent about CVD management options, such as patient decision aids with actionable values clarification.
exercises to help people weigh lifestyle approaches compared with medication recommended by a doctor [31].

**Strengths and Limitations**

The main strength of this study is the analysis of a more engaged sample than other national/international heart age user reports (excluding repeat and nonserious users), but the survey respondents are likely biased in terms of motivation and have different characteristics to the broader samples in this study. As there was no randomization, we could not determine causation or efficacy of heart age over other risk communication methods or the length of follow-up required for sustained lifestyle change.

The descriptive data available could not be used to determine whether the heart age result itself caused behavior change or whether it simply promoted engagement with further behavior change strategies.

In conclusion, the results confirm high public interest in heart age tools as a way to engage people in the target age for CVD risk assessment and prevention activities, with the potential to prompt clinical risk assessments and lifestyle changes for many users. Supporting the initial heart age result with more detailed reports to explain the results and evidence-based behavior change techniques may improve the effectiveness of these tools.
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Abstract

Background: Uncertainty is integral to evidence-informed decision making and is of particular importance for preference-sensitive decisions. Communicating uncertainty to patients and the public has long been identified as a goal in the informed and shared decision-making movement. Despite this, there is little quantitative research on how uncertainty in health information is perceived by readers.

Objective: The aim of this study was to examine the impact of different uncertainty descriptions regarding the evidence for a treatment effect in a written research summary for the public.

Methods: We developed 8 versions of a research summary on a fictitious drug for tinnitus with varying degrees (Q1), sources (Q2), and magnitudes of uncertainty (Q3). We recruited 2099 members of the German public from a web-based research panel. Of these, 1727 fulfilled the inclusion criteria and were randomly presented with one of these research summaries. Randomization was conducted by using a centralized computer with a random number generator. Web-based recruitment and data collection were fully automated. Participants were not aware of the purpose of the study and alternative presentations. We measured the following outcomes: perception of the treatment effectiveness (primary), certainty in the judgement of treatment effectiveness, perception of the body of evidence, text quality, and intended decision. The outcomes were self-assessed.

Results: For the primary outcome, we did not find a global effect for Q1 and Q2 ($P=.25$ and $P=.73$), but we found a global effect for Q3 ($P=.048$). Pairwise comparisons showed a weaker perception of treatment effectiveness for the research summary with 3 sources of uncertainty compared to the version with 2 sources of uncertainty ($P=.04$). Specifically, the proportion of the participants in the group with 3 sources of uncertainty that perceived the drug as possibly beneficial was 9% lower than that of the participants in the group with 2 sources of uncertainty (92/195, 47.2% vs 111/197, 56.3%, respectively). The proportion of the participants in the group with 3 sources of uncertainty that considered the drug to be of unclear benefit was 8% higher than that of the participants in the group with 2 sources of uncertainty (72/195, 36.9% vs 57/197, 28.9%, respectively). However, there was no significant difference compared to the version with 1 source of uncertainty ($P=.31$). We did not find any meaningful differences between the research summaries for the secondary outcomes.

Conclusions: Communicating even a large magnitude of uncertainty for a treatment effect had little impact on the perceived effectiveness. Efforts to improve public understanding of research are needed to improve the understanding of evidence-based health information.

Trial Registration: German Clinical Trials Register DRKS00015911, https://www.drks.de/drks_web/navigate.do?navigationId=trial.HTML&TRIAL_ID=DRKS00015911

International Registered Report Identifier (IRRID): RR2-10.2196/13425
uncertainty; consumer health information; decision making

Introduction

Uncertainty pervades health care and is integral to evidence-informed decision making. Helping patients and consumers to understand and deal with uncertainty has been identified as one of the goals of the shared decision making and informed choices movement [1]. Understanding uncertainty is of particular importance for preference-sensitive decisions, that is, when there is a close trade-off between benefits and harms and patient values and preferences are highly variable. However, there are many difficulties in communicating uncertainty. Information providers often have to decide which of the many sources of uncertainty are the most relevant to patients. Examples include risk of bias, statistical uncertainty (imprecision), and lack of generalizability (indirectness). Selection is required to prevent information overload, which can prompt people to base their decisions on heuristics rather than on evidence [2]. Furthermore, communication of uncertainty may also have detrimental effects, for example, by hampering understanding or decreasing the credibility of the information provider [3,4].

Quantitative research on how to communicate uncertainty regarding the benefits and harms of treatments to patients and the public is limited. A systematic review by the Agency for Healthcare Research and Quality identified 8 controlled studies with 9 comparisons, including 6 randomized trials [5]. Four of these studies examined quantification of statistical uncertainty, 4 studied different ways of communicating net benefit, and 1 addressed uncertainty arising from the use of a surrogate outcome. These studies were very heterogeneous in terms of the context (cancer screening, treatment decision making, etc), interventions (written information, drug fact boxes, multifaceted interventions etc), and outcomes (risk perception, decision making, etc).

From our experience in providing evidence-based health information to the German public, enabling informed decisions often requires providing information on other types of uncertainty. For example, a patient with subacromial pain syndrome may wonder whether surgery using subacromial decompression may help with his/her condition. Two randomized, sham-controlled studies have shown no benefit of this treatment. However, few people in these trials had a hooked type III acromion. Thus, there is uncertainty whether this subgroup of patients may benefit from such a treatment. Whether such information is presented or not may impact readers in different ways and affect their choices. We are not aware of any studies investigating whether the perception of treatment effectiveness depends on the degree, type, and magnitude of uncertainty presented in written health information.

In order to test the main way in which we communicate uncertainty, we conducted a study addressing the following 3 questions.

Q1. Degree of uncertainty: Do members of the public perceive treatment effects differently depending on the certainty of the treatment effect (higher versus lower), which are expressed by different wordings (“studies show” or “studies indicate”)?

Q2. Type of uncertainty: Do members of the public interpret uncertain treatment effects differently depending on the type of uncertainty (publication bias, indirectness, imprecision)?

Q3. Number of sources of uncertainty: Is there an additive effect when multiple sources of uncertainty are presented (1-3 sources of uncertainty)?

We hypothesized that higher degrees of uncertainty expressed through different wordings or a larger magnitude of uncertainty reduce the perceived effectiveness of a treatment, the certainty in this judgement, and the intention to use the treatment. We further hypothesized that uncertainties due to vested interests/publication bias reduce perceived effectiveness to a larger extent than other sources of uncertainty. Lastly, we hypothesized that the ratings of text quality decrease with an increasing magnitude of uncertainty.

We investigated the 3 research questions by using 8 variations of a research summary for a fictitious drug for tinnitus that was set in a hypothetical treatment decision scenario. We designed the experiment as a randomized superiority study with 8 parallel groups allocated in an equal ratio (between-group design). This trial has been registered in the German Clinical Trials Register (DRKS00015911). The study protocol has been published elsewhere and includes the technical details of the study conduct [6].

Methods

Recruitment

We recruited members of the German public from a web-based research panel. Panel members were eligible if they were at least 18 years of age and able to read and write German. There were no other restrictions. We used a quota to ensure equal representation of different age groups (below and above 45 years) and sex. Once a quota cell was full, enrolment for this quota was closed.

Study Procedure

After enrolment, the participants were provided with a short introduction to the study and an informed consent sheet. Panel members who agreed to participate were asked for information on age, sex, and educational degree based on the German school system (none/basic secondary/higher secondary/general entry qualification for university/university degree). We then asked them to imagine having tinnitus and having unsuccessfully tried several treatments. Participants were then randomly presented with one of the 8 versions of the research summary. These contained brief information on the medical condition and a short summary of the evidence for a fictitious new tinnitus medication...
After the presentation of the research summaries, we collected data on the different outcomes by using a questionnaire developed for the purpose of this study. We allowed participants to refer to the research summary as needed while answering the questions. Before the conclusion of the experiment, participants were asked about their profession and history of tinnitus.

**Interventions**

We developed 8 variations of the research summary based on standards and use of language in providing evidence-based health information to consumers through Germany's statutory health website [7]. According to the objectives of the study, we systematically modified the research summary regarding the degree of uncertainty, the sources of uncertainty, and the magnitude of uncertainty. None of the other parts of the research summaries were altered between variations, including the numbers.

For Q1, we compared 3 alternative wordings for the expression of uncertainty. Version A describes a *certain* treatment effect and version B a *possible but not a certain* treatment effect (indication of effect). Version B1 was identical to B, but it included an additional statement on the *need for further research*. The wordings are based on the methods for the assessment of treatment benefits developed by the German Institute for Quality and Efficiency in Health Care (IQWiG) [8].

For Q2, we drew on the GRADE (Grading of Recommendations Assessment, Development, and Evaluation) framework to categorize different sources of uncertainty. According to GRADE, uncertainty can arise from risk of bias, (unexplained) inconsistency, indirectness (such as lack of generalizability or use of a surrogate outcome), imprecision, and other threats to validity such as publication bias or vested interests [9]. We therefore compared 3 additional research summaries describing publication bias/vested interests (B2), indirectness (B3), and imprecision (B4). We operationalized these sources of uncertainty by using everyday language (Table 1). We also included the variation B1 into this comparison.

For Q3, we compared a combination of 1, 2, or 3 sources of uncertainty (B4 vs B42 containing B4 and B2 vs B432 containing B4, B3, and B2).

This resulted in 8 variations of the research summary, 2 of which were used in 2 statistically independent comparisons (Table 1). An exemplary version of the research summary is provided in the Multimedia Appendix 1; this appendix shows the original German version that was translated into English for this publication. Multimedia Appendix 2 shows the original German version of the research summaries.
### Table 1. Variations of the research summaries used to examine the 3 overarching research questions (translated from German).

<table>
<thead>
<tr>
<th>Questions, Group identifier</th>
<th>Variations examined</th>
<th>Variations in the text</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Q1: Degree of uncertainty</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>Effect shown</td>
<td>Studies show that Oroxil can reduce tinnitus.</td>
</tr>
<tr>
<td>B</td>
<td>Indication of effect</td>
<td>Studies indicate that Oroxil may reduce tinnitus.</td>
</tr>
<tr>
<td>B1</td>
<td>Indication of effect with general explanation</td>
<td>Studies indicate that Oroxil may reduce tinnitus. (...) The pros and cons of Oroxil cannot be fully judged, however. This requires further research.</td>
</tr>
<tr>
<td><strong>Q2: Type of uncertainty</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1</td>
<td>Indication of effect with general explanation</td>
<td>As above</td>
</tr>
<tr>
<td>B2</td>
<td>Publication bias/vested interests</td>
<td>Studies indicate that Oroxil may reduce tinnitus. (...) The pros and cons of Oroxil cannot be fully judged, however. The reason for this is that the company that developed the drug has not published all of the studies on Oroxil.</td>
</tr>
<tr>
<td>B3</td>
<td>Indirectness (population)</td>
<td>Studies indicate that Oroxil may reduce tinnitus. (...) The pros and cons of Oroxil cannot be fully judged, however. The reason for this is that people who took part in the study were exposed to loud noises at work. It is uncertain whether the results also apply to other people.</td>
</tr>
<tr>
<td>B4</td>
<td>Imprecision (small sample size)</td>
<td>Studies indicate that Oroxil may reduce tinnitus. (...) The pros and cons of Oroxil cannot be fully judged, however. The reason for this is that only a small number of people took part in the studies.</td>
</tr>
<tr>
<td><strong>Q3: Number of sources of uncertainty</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4</td>
<td>Imprecision (small sample size)</td>
<td>As above</td>
</tr>
<tr>
<td>B42</td>
<td>Publication bias/vested interests and imprecision</td>
<td>Studies indicate that Oroxil may reduce tinnitus. (...) The pros and cons of Oroxil cannot be fully judged, however. The reason for this is that only a small number of people took part in the studies. Furthermore, the company that developed the drug has not published all of the studies on Oroxil.</td>
</tr>
<tr>
<td>B432</td>
<td>Publication bias/vested interests and imprecision and indirectness</td>
<td>Studies indicate that Oroxil may ease tinnitus. (...) The pros and cons of Oroxil cannot be fully judged, however. The reason for this is that the studies were small. Furthermore, people who took part in the study were exposed to loud noises at work. It is uncertain whether the results also apply to other people. Lastly, the company that developed the drug has not published all studies on Oroxil.</td>
</tr>
</tbody>
</table>

### Measurements

Our primary outcome was the perception of treatment effectiveness. Secondary outcomes were subjective certainty in the judgement of treatment effectiveness, perception of the body of evidence, intended decision, and perception of text quality. The outcomes were self-assessed through a web-based questionnaire. The outcome measures were developed and pretested by the author team if not stated otherwise.

The perception of treatment effectiveness was measured with 1 item on an ordinal scale *(How do you judge the effectiveness of Oroxil?)* with 5 possible answers: (1) it is proven that Oroxil can help, (2) Oroxil may possibly help, (3) it is unclear whether Oroxil helps, (4) Oroxil may not help, and (5) Oroxil definitely does not help.

Subjective certainty in the judgement of treatment effectiveness *(How certain do you feel in making this judgement?)* was measured on a 5-point Likert scale ranging from *not certain at all to very certain*. As this relates to the first question on the perception of treatment effectiveness, data on this item were gathered immediately after answering the first question.

The perception of the body of evidence was measured with a 6-item semantic differential scale with each item measured on a 5-point Likert scale. Participants were asked to rate the body of evidence as certain to uncertain, reliable to unreliable, valid to not valid, generalizable to not generalizable, excellent to poor, and trustworthy to untrustworthy.

The intended decision was measured using 1 item *(How would you decide?)* measured on a 5-point Likert scale with 2 poles: (1) definitely not take Oroxil and (2) definitely take Oroxil.

The perception of text quality was measured with a 9-item semantic differential scale based on previous literature [10,11]. The construct includes the following items measured on a 5-point Likert scale: interesting to uninteresting, balanced to 1-sided, comprehensible to incomprehensible, credible to
incidental, clear to unclear, well done to not well done, professional to unprofessional, appealing to not appealing, and respectable to not respectable.

For the secondary outcomes perception of the body of evidence and text quality, we combined the items of each of the scales into 1 index by averaging their values, where a higher value indicates better perception of the body of evidence or text quality, respectively. The internal consistency was good with a Cronbach alpha of .81 for both indices.

We piloted a paper-and-pencil-version of the questionnaire and 2 versions of the research summary in a convenience sample of 40 students to test and optimize the reliability of the constructs, comprehensibility of the instructions, the stimuli, and the questions and to gather data for the sample size calculation.

**Randomization and Data Collection**

Participants were recruited through a national web-based access panel run by a professional survey firm that provides incentives to participants (Bilendi). The data collection was run by the Survey Centre Bonn (uzbonn–Gesellschaft für empirische Sozialforschung und Evaluation), a spinout company of the Center for Evaluation and Methods at the University of Bonn. Unicom Intelligence survey software (formerly IBM SPSS Data Collection) was used for randomization and data collection [6]. Panel members were allocated after they had answered the demographic questions and were computer-checked for eligibility. As the experiment was web-based by using an automated and centralized computer system, the allocation sequence was concealed from the investigators and the data collectors. Participants were not aware of the purpose of the study and were not told about alternative presentations.

**Sample Size Calculation and Statistical Analysis**

We calculated the sample size for the present study based on an effect size of Cohen $f=0.15$ derived from the pretest, a significance level of 5%, a power of 90%, and adjusted for use of a nonparametric test. This resulted in 159 participants per group. To allow some dropouts, we decided to randomize 1500 participants, equaling an average of 187.5 participants per group. The details of the sample size calculations are presented in the study protocol [6].

For the statistical analysis of the primary and secondary outcomes, we conducted Kruskal-Wallis tests to test for overall differences between the groups within each of our 3 primary study questions. We chose to use a nonparametric test to account for the types of scales used (ordinal scaling or unequal distances between items). In case of a significant overall difference, we conducted a multiple testing procedure to perform pairwise comparisons between the groups by means of the Dwass-Steel-Critchlow-Fligner multiple comparison analysis, which is based on pairwise 2-sample Wilcoxon comparisons. All statistical tests were 2-sided and performed using a 5% significance level. While we used nonparametric tests, data for the primary outcomes are presented as the proportion of responders for each possible answer and as means and standard deviations for the secondary outcomes in order to be more informative. To test the robustness of the findings, we repeated all the analyses by using analysis of variance (ANOVA). For this, we scored the primary outcome as a 5-point Likert scale in line with the other outcomes.

All participants were analyzed in the originally assigned group. Because we collected outcome data immediately after the presentation of the research summaries and because panel members were required to finish the questionnaire to receive their incentive, we had no major concerns regarding missing data. Therefore, we did not plan to employ any imputation methods and conducted all analyses on the data available. The statistical analysis was conducted by a statistician from the Medical Biometry Department at IQWiG with SAS version 9.4 (SAS Institute Inc).

As the experiment was web-based and participants came from a panel that provides incentives for participation, there was a risk that some participants would only participate to collect their incentives and not provide proper answers. As a measure of quality assurance, we excluded data from participants who answered all the questions in less than 2 minutes, spent less than 20 seconds on the page displaying the research summary, and spent less than 1.5 minutes between reading the research summary and completing the questionnaire (so-called speeders). These time limits were determined by test readings. We also excluded participants who provided the answers in the same row for the matrix questions, that is, when more than 1 item was displayed on the screen (so-called straightliners). This can be considered a conservative approach to exclude data by using a high threshold for implausibility. The exclusion of data from speeders and straightliners was planned a priori. We conducted sensitivity analyses by including these data to test the robustness of the main results.

**Ethical Review**

A formal ethical approval for this study was waived by the institutional review board of the University of Erfurt owing to the negligible risk to the participants and because the study did not involve collection of identifiable data (EV-20180921). All participants gave their written informed consent to use and share their data for scientific purposes. Only anonymized nonidentifiable data that do not enable identification of the individual participants were collected and analyzed (Multimedia Appendix 3 shows the CONSORT-EHEALTH checklist).

**Results**

**Sociodemographic Data**

A total of 2099 invited panel members were assessed for eligibility: 354 participants did not qualify owing to full quotas, 18 declined to participate, and 94 were excluded after the randomization because the data were deemed invalid (93 straightliners or speeders and 1 empty questionnaire). The sociodemographic characteristics of these participants excluded from the analysis owing to implausible data are presented in Multimedia Appendix 4. There is no visible pattern of postrandomization exclusions across groups (range 3%–7%). The final sample comprised 1633 participants. Data on the primary and secondary outcomes were available for 95%–97% of these participants, depending on the outcome (Figure 1). There were no notable differences between the number of...
participants with incomplete data among the groups (range 3%-8%). The number of participants randomized to each group and their sociodemographic characteristics are presented in Table 2.

Figure 1. Study flow diagram.
Table 2. Sociodemographic characteristics of the participants.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Exclusions and missing data for the primary outcome, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excluded due to invalid datai</td>
<td>17 (7.0)</td>
<td>8 (4.1)</td>
<td>12 (5.7)</td>
<td>14 (6.5)</td>
<td>8 (3.5)</td>
<td>14 (6.7)</td>
<td>9 (4.2)</td>
<td>12 (5.7)</td>
</tr>
<tr>
<td>Missing datai</td>
<td>3 (1.2)</td>
<td>6 (3.1)</td>
<td>7 (3.3)</td>
<td>12 (5.6)</td>
<td>3 (1.3)</td>
<td>5 (2.4)</td>
<td>3 (1.4)</td>
<td>6 (2.9)</td>
</tr>
<tr>
<td>Analyzed, n (%)</td>
<td>222 (91.7)</td>
<td>181 (92.8)</td>
<td>193 (91.0)</td>
<td>190 (88.0)</td>
<td>219 (95.2)</td>
<td>191 (91.0)</td>
<td>197 (92.9)</td>
<td>195 (92.9)</td>
</tr>
<tr>
<td>Demographic characteristics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean age (years), (SD)</td>
<td>46 (13.7)</td>
<td>45 (13.5)</td>
<td>46 (13.3)</td>
<td>47 (13.5)</td>
<td>46 (13.7)</td>
<td>46 (13.9)</td>
<td>45 (13.9)</td>
<td>47 (14.2)</td>
</tr>
<tr>
<td>Men, n (%)</td>
<td>105 (46.7)</td>
<td>91 (48.7)</td>
<td>90 (45.0)</td>
<td>103 (51.0)</td>
<td>106 (47.7)</td>
<td>101 (51.5)</td>
<td>96 (48.0)</td>
<td>117 (58.2)</td>
</tr>
<tr>
<td>Women, n (%)</td>
<td>120 (53.3)</td>
<td>96 (51.3)</td>
<td>110 (55.0)</td>
<td>99 (49.0)</td>
<td>116 (52.3)</td>
<td>95 (48.5)</td>
<td>104 (52.0)</td>
<td>84 (41.8)</td>
</tr>
<tr>
<td>Educational degree, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>0 (0)</td>
<td>1 (0.5)</td>
<td>1 (0.5)</td>
<td>2 (1.0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Basic secondary</td>
<td>30 (13.3)</td>
<td>23 (12.3)</td>
<td>30 (15.0)</td>
<td>23 (11.4)</td>
<td>27 (12.2)</td>
<td>23 (11.7)</td>
<td>23 (11.5)</td>
<td>29 (13.7)</td>
</tr>
<tr>
<td>Higher secondary</td>
<td>74 (32.9)</td>
<td>73 (39.0)</td>
<td>65 (32.5)</td>
<td>82 (40.6)</td>
<td>67 (30.2)</td>
<td>63 (32.1)</td>
<td>80 (40.0)</td>
<td>68 (32.2)</td>
</tr>
<tr>
<td>General entry qualification for university</td>
<td>54 (24.0)</td>
<td>44 (23.5)</td>
<td>48 (24.0)</td>
<td>44 (21.8)</td>
<td>68 (30.6)</td>
<td>48 (24.5)</td>
<td>46 (23.0)</td>
<td>68 (32.2)</td>
</tr>
<tr>
<td>University degree</td>
<td>67 (29.8)</td>
<td>46 (24.6)</td>
<td>56 (28.0)</td>
<td>51 (25.2)</td>
<td>60 (27.0)</td>
<td>62 (31.6)</td>
<td>51 (25.5)</td>
<td>46 (21.8)</td>
</tr>
<tr>
<td>History of tinnitus, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Currently symptomatic</td>
<td>31 (14.3)</td>
<td>30 (16.9)</td>
<td>25 (13.4)</td>
<td>22 (11.8)</td>
<td>22 (10.2)</td>
<td>23 (12.2)</td>
<td>27 (14.1)</td>
<td>30 (15.7)</td>
</tr>
<tr>
<td>Previously symptomatic</td>
<td>37 (17.1)</td>
<td>21 (11.9)</td>
<td>27 (14.5)</td>
<td>37 (19.9)</td>
<td>28 (13.0)</td>
<td>33 (17.5)</td>
<td>26 (13.5)</td>
<td>24 (12.6)</td>
</tr>
<tr>
<td>No history of tinnitus</td>
<td>149 (68.7)</td>
<td>126 (71.2)</td>
<td>134 (72.0)</td>
<td>127 (68.3)</td>
<td>166 (76.9)</td>
<td>133 (70.4)</td>
<td>139 (72.4)</td>
<td>137 (71.7)</td>
</tr>
<tr>
<td>Profession, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical</td>
<td>17 (7.8)</td>
<td>13 (7.3)</td>
<td>20 (10.8)</td>
<td>19 (10.2)</td>
<td>18 (8.3)</td>
<td>18 (9.5)</td>
<td>26 (13.5)</td>
<td>18 (9.4)</td>
</tr>
<tr>
<td>Nonmedical</td>
<td>200 (92.2)</td>
<td>164 (92.7)</td>
<td>166 (89.2)</td>
<td>167 (89.8)</td>
<td>198 (91.7)</td>
<td>171 (90.5)</td>
<td>166 (86.5)</td>
<td>173 (90.6)</td>
</tr>
</tbody>
</table>

aEffect shown.
bIndication of effect.
cIndication of effect with general explanation.
dPublication bias/vested interests.
eIndirectness (population).
fImprecision (small sample size).
gPublication bias/vested interests and imprecision.
hPublication bias/vested interests and imprecision and indirectness.
iSpeeders, straightliners, and empty questionnaires.
jRegarding primary outcome.
kInformation not provided by 79 participants.

Perception of the Treatment Effectiveness (Primary Outcome)

There were no overall statistical differences between the groups for Q1 (degree of uncertainty, $P=.25$). Numerically, the data show a slightly larger proportion of participants considering the drug to be of proven benefit in group A (effect shown) compared to that in group B (indication of effect) and B1 (indication of effect and need for further research), while a slightly smaller proportion of respondents considered it to be of unlikely benefit in group A (Table 3).

There were also no overall statistical differences between the groups for Q2 (type of uncertainty, $P=.73$). Numerically, condition B3 (indirectness) shifted some participants from considering the treatment to be clearly beneficial to considering it to be possibly beneficial (Table 3).

For Q3 (magnitude of uncertainty), there was a significant global effect on the perception of treatment effectiveness ($P=.048$).
Pairwise comparisons showed a weaker perception of the effectiveness for the research summary with 3 sources of uncertainty compared to the version with 2 sources of uncertainty ($P=0.04$). This is reflected in the answers: the proportion of the participants in the group with 3 sources of uncertainty that perceived the drug as possibly beneficial was 9% lower than that of the participants in the group with 2 sources of uncertainty (92/195, 47.2% vs 111/197, 56.3%, respectively), and the proportion of the participants in the group with 3 sources of uncertainty that considered the drug to be of unclear benefit was 8% higher than that of the participants in the group with 2 sources of uncertainty (72/195, 36.9% vs 57/197, 28.9%, respectively). Furthermore, with 3.6% (7/195) of the responses, the group with 3 sources of uncertainty was the only group with a considerable number of participants perceiving the drug as being unbeneficial (Table 3). However, there was no difference between the version with 1 and the version with 3 sources of uncertainty on pairwise comparison ($P=0.31$). The results from the sensitivity analysis using ANOVA were consistent with those of the Kruskal-Wallis tests for all global comparisons. The results from the sensitivity analyses, including straightliners and speeders, were consistent with the main findings.

Table 3. Results of the primary outcome (perception of treatment effectiveness).

<table>
<thead>
<tr>
<th>Questions (Q), Group identifier</th>
<th>Proportion of respondents’ answers, n (%)</th>
<th>$P$ value$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1: Degree of uncertainty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>A$^b$, n=222</td>
<td>33 (14.9)</td>
<td>14.9%</td>
</tr>
<tr>
<td>B$^c$, n=181</td>
<td>20 (11.1)</td>
<td>11.1%</td>
</tr>
<tr>
<td>B1$^d$, n=193</td>
<td>19 (9.8)</td>
<td>9.8%</td>
</tr>
<tr>
<td>Q2: Type of uncertainty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B1, n=193</td>
<td>19 (9.8)</td>
<td>9.8%</td>
</tr>
<tr>
<td>B2$^e$, n=190</td>
<td>23 (12.1)</td>
<td>12.1%</td>
</tr>
<tr>
<td>B3$^f$, n=219</td>
<td>13 (5.9)</td>
<td>5.9%</td>
</tr>
<tr>
<td>B4$^g$, n=191</td>
<td>16 (8.4)</td>
<td>8.4%</td>
</tr>
<tr>
<td>Q3: Number of sources of uncertainty</td>
<td></td>
<td></td>
</tr>
<tr>
<td>B4, n=191</td>
<td>16 (8.4)</td>
<td>8.4%</td>
</tr>
<tr>
<td>B4$^h$, n=197</td>
<td>17 (8.6)</td>
<td>8.6%</td>
</tr>
<tr>
<td>B43$^i$, n=195</td>
<td>12 (6.2)</td>
<td>6.2%</td>
</tr>
</tbody>
</table>

$^a$Kruskal-Wallis test for global effect.

$^b$Effect shown.

$^c$Indication of effect.

$^d$Indication of effect with general explanation.

$^e$Publication bias/vested interests.

$^f$Indirectness (population).

$^g$Imprecision (small sample size).

$^h$Publication bias/vested interests and imprecision.

$^i$Publication bias/vested interests and imprecision and indirectness.

**Secondary Outcomes**

The variations of the research summary had little impact on the secondary outcomes. There was a significant overall effect of the type of uncertainty on the perception of the body of evidence ($P=0.01$). In pairwise comparison, the description for imprecision (B4) had a slightly larger effect on the perceived limitations in the body of evidence than the general statement that more research is needed (B1) ($P=0.01$). Furthermore, there was a significant global effect on the text quality ($P=0.03$). However, pairwise comparisons did not show statistical significance ($P=0.06$ for the difference between B2 [publication bias/vested interests] and B4 [imprecision]). The results of the sensitivity analysis using ANOVA were consistent with those of the Kruskal-Wallis tests for the secondary outcomes. The results of the sensitivity analyses including straightliners and speeders were consistent with the main findings. The detailed results of the secondary outcomes are presented in Table 4.
Discussion

Summary of Results

For the primary outcome (perception of effectiveness), we did not find any statistically significant differences between alternative wordings for different degrees of uncertainty (Q1) and between different sources of uncertainty (Q2). However, there was a significant effect of the number of sources of uncertainty (Q3). As the differences between the groups in Q3 were small and the $P$ value was just below the significance level, we believe that this result should still be interpreted cautiously. Furthermore, we did not see a dose-response effect of the number of sources of uncertainty on the perception of effectiveness. A possible explanation is that indirectness, which was added in the version of the research summary with 3 sources of uncertainty, is of particular importance to people. This seems plausible, as it is a tangible source of uncertainty, easy to understand, and relates to them personally. However, this type of uncertainty did not decrease the perception of treatment effectiveness in Q2 to a statistically significant degree.

The different presentations of uncertainty had no meaningful effect on the secondary outcomes, including the intention to take Oroxil. While the body of evidence was perceived as slightly more limited in the research summary describing imprecision, the difference between the groups was small and may be a result of the wordings used to measure the outcome (certain, reliable, etc).

Possible Explanations

Psychological research suggests that discounting cues (eg, referring to a study with reduced credibility) prior to the provision of information can reduce the impact of that information [12]. Thus, our results may not apply to information that presents uncertainty earlier. If positioning had an effect, 1 possible solution in written health information would be to open the evidence section with a statement on the quality of the evidence and to make this as clear as possible, instead of presenting it at the end.

The results may also be explained by the neutral choice of language in the research summaries, thereby resulting in subtle differences between some of the variations. While stronger wordings may be needed to convey the uncertainties, we do not generally recommend the use of a more partial style of language as this would counteract the aims of providing balanced information and supporting informed decision making. This said, there are exceptions to this rule, for example, in case of highly implausible treatments such as homeopathy or new high-risk treatments lacking good evidence. On a more critical note, use of words may be unsuitable to convey the quality of evidence in general. While we identified little experimental research addressing similar questions, 1 study with physicians did not show an effect of different wordings such as “might” or “suggest” on conveying the strength of the recommendation within guidelines [13].

Lastly, it is possible that in a competitive choice situation, where there are 2 treatments, uncertainty information may matter more (ceteris paribus) because it helps to discriminate drugs from each other. This may be particularly true for the outcome intended treatment decision, where, in our study, participants in all groups tended to opt for taking the drug. A possible explanation for the lack of differences between the groups is that the scenario suggested that there are no other proven treatments for tinnitus.

On an average, 52.4% (832/1588) of all the participants considered the treatment to be possibly helpful, and about 30.4% (483/1588) considered the benefit of the drug to be unclear, including the group without any expressed uncertainty (A). A possible explanation for this result is that the use of numbers to communicate the response rate for the treatment may have diluted the effects of the uncertainty descriptions. This raises the question of whether communicating certainty in the quality

### Table 4. Results of the Kruskal-Wallis tests for global effects of the secondary outcomes.

<table>
<thead>
<tr>
<th>Secondary outcome, mean (SD)</th>
<th>Q1: Degree of uncertainty</th>
<th>Q2: Type of uncertainty</th>
<th>Q3: Number of sources of uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>B&lt;sup&gt;b&lt;/sup&gt;</td>
<td>C&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Certainty in judgment</td>
<td>3.60 (0.96)</td>
<td>3.49 (0.92)</td>
<td>3.49 (0.92)</td>
</tr>
<tr>
<td>Perception of body of evidence</td>
<td>3.13 (0.76)</td>
<td>3.14 (0.77)</td>
<td>3.14 (0.77)</td>
</tr>
<tr>
<td>Intention to take Oroxil</td>
<td>3.32 (1.18)</td>
<td>3.30 (1.23)</td>
<td>3.30 (1.23)</td>
</tr>
<tr>
<td>Text quality</td>
<td>3.51 (0.75)</td>
<td>3.60 (0.80)</td>
<td>3.60 (0.80)</td>
</tr>
</tbody>
</table>

<sup>a</sup>Effect shown.
<sup>b</sup>Indication of effect.
<sup>c</sup>Indication of effect with general explanation.
<sup>d</sup>Publication bias/vested interests.
<sup>e</sup>Indirectness (population).
<sup>f</sup>Imprecision (small sample size).
<sup>g</sup>Publication bias/vested interests and imprecision.
<sup>h</sup>Publication bias/vested interests and imprecision and indirectness.
of evidence in parallel with probability information is the actual challenge for communicators rather than communicating uncertainty. The explanation seems likely since the public is still not used to such presentations and probably has difficulties in distinguishing between uncertainty from limitations in the quality of evidence (the certainty in an effect estimate) and uncertainty in terms of dealing with probabilistic outcomes (the magnitude of an effect). This has been shown in a qualitative study conducted to improve Cochrane plain language summaries [14]. Users ignored or reduced the 4 grading levels (very low to high) that were used in the plain language summaries, irrespective of the choice of words used to delineate uncertainty. An important difference between that study and ours is that we looked at uncertainties from specific sources, whereas Glenton and colleagues evaluated modified GRADE summary of findings tables without making the sources of uncertainty explicit to the users. In a follow-up randomized trial, one of the enhanced plain-language summaries appeared to improve understanding of the quality of evidence [15]. However, the format is limited to reviews using the GRADE system or requires health information developers to apply the GRADE framework. Furthermore, the way understanding was measured in this study was problematic. Specifically, the use of catchphrases in the enhanced plain language summary may have led more participants to answer correctly to the questions rather than improved understanding over the conventional format. A focus group study of a decision aid of management options for women with breast cancer and BRCA-positive gene mutations looked at ribbons to illustrate levels of evidence (4 grades from bronze to platinum). In this study, the users assumed that if data are presented using numbers and graphs, people will automatically consider them to be of sufficient quality [16]. These explanations aside, people may simply tend to focus on effectiveness when reading health information and often overestimate the benefits of treatments [17].

Possible Solutions

A possible but, in many cases, an inappropriate solution would be to avoid the use of numbers. Presenting quantitative information on treatment effects has become a standard requirement for evidence-based health information and decision aids because probabilities on the benefits and harms support realistic expectations and allow patients to weigh the pros and cons [18]. Furthermore, words have been shown to be unsuitable to express probabilities in several studies [19,20]. Instead, it might be necessary to provide readers with a clear statement on what a specific type of uncertainty means in order to aid interpretation. In a randomized trial on drug fact boxes that studied uncertainty due to the use of surrogate outcomes and unknown safety profiles for newly approved drugs, both directive and nondirective explanations on what these uncertainties mean changed the intention to take the drug [21]. However, the effects were relatively small, with an absolute change of 12% and 19%. While this appears to be a promising approach, the implications of the uncertainties arising from different populations, publication bias, and small sample sizes as tested in our study can be ambiguous and require a high level of judgement. Thus, providing such explanations may be difficult in written health information aimed at a broad range of readers in some cases.

Lastly, providers of evidence-based health information should carefully consider whether the quality of the evidence is sufficient for an effect to be presented at all. While fine-graded levels of evidence such as in the GRADE system are useful to health care professionals, they may be too nuanced for patients and the public. Instead, it may be more sensible to use a higher cut-off for presenting treatment effects (eg, at least moderate quality of evidence within GRADE) while labelling low or very low quality of evidence to be unclear. This seems reasonable as the true effect may substantially differ from the study estimate for evidence of low or very low quality according to the current definition within the GRADE system [22].

While there are many possible solutions to dealing with uncertainty, it is unlikely that one will fit all scenarios in practice. How uncertainty is presented may depend on many factors such as the format and aims of the health information, the target group, the severity of the condition, the risks of the intervention, and the availability and number of treatment options. Thus, and maybe most importantly, the judgements made in this process should be carefully reflected.

Strengths and Limitations

The main strengths of our study are the large sample population based on a sample size calculation for a conservative effect, few missing data, and a robust protocol-driven methodology. Furthermore, we used a research summary that is concordant with the current standards of evidence-based health information, including the use of probabilities to communicate benefits and harms in order to allow weighing the pros and cons. The weaknesses include the use of a hypothetical scenario and restriction to 1 (relatively benign) condition and treatment. Furthermore, the choice of the size of the presented treatment effects is debatable. We decided to use a small absolute effect since large treatment effects are rare in practice [23]. In our experience, they often range from around 0.1% to 1% risk difference for primary preventive or screening interventions (small) to about 5% (medium) to 20% (large) for symptom improvement. Thus, we believe that our information provides a good representation of what developers of evidence-based health information are confronted with in practice. A possible limitation to using simple frequencies is that readers may mistake them for sample size. We cannot exclude that this had an impact on their interpretation of the research summaries. Another limitation is that this study was conducted in Germany and these results may not be generalizable to other countries. Finally, the way the primary outcome was measured may not have been sensitive enough to capture differences and there is always a risk that participants tend to avoid more extreme answers. However, the lack of meaningful effects on secondary outcomes supports the notion that there are indeed few perceived differences between the research summaries. Thus, it seems unlikely that measuring perceived treatment effectiveness using a visual analog or Likert scale, for example, would have made a difference to the results. The downside of such measurements is that the relevance of the results is difficult to interpret. Owing
to these limitations, we cannot completely rule out that participants are insensitive to uncertainty information.

**Recommendations for Future Research**

In order for uncertainty descriptions to be useful in conveying limitations in the quality of evidence, the public has to be aware that not all research is of equal quality and that the size of an effect and the confidence in the effect are separate concepts. Therefore, it would be helpful to develop or enhance and implement interventions that explain basic research concepts and skills. A notable recent effort in this direction has been the Key Concepts for Informed Health Choices Project [24-26]. It may also be helpful to develop more radical ways of presenting uncertainty together with consumers. Future studies could also assess the effect of uncertainty information in situations wherein patients decide between several treatments. In terms of the methods, future studies could use factorial designs to study different combinations of uncertainty descriptions.

**Conclusion**

In conclusion, providers of written evidence-based health information or decision aids should not assume that consumers and patients will understand the intentions and meaning of uncertainty descriptions without further explanation or support. The most likely explanation for this is that the public does not distinguish between the concepts of quality of evidence and magnitudes of effect. The challenge in communicating uncertainty should not be used as an argument to withhold uncertainty information from patients and the public. Future research should aim to understand how the public or patients process information regarding limitations of evidences in order to understand why the degree and types of uncertainty seem to have little impact on the perceptions of effectiveness or treatment intentions.
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Abstract

Background: Most people currently use the internet to obtain information about many subjects, including health information. Thus, medical associations need to provide accurate medical information websites. Although medical associations have their own patient education pages, it is not clear if these websites actually show up in search results.

Objective: The aim of this study was to evaluate how well medical associations function as online information providers by searching for information about musculoskeletal-related pain online and determining the ranking of the websites of medical associations.

Methods: We conducted a Google search for frequently searched keywords. Keywords were extracted using Google Ads Keyword Planner associated with “pain” relevant to the musculoskeletal system from June 2016 to December 2019. The top 20 search queries were extracted and searched using the Google search engine in Japan and the United States.

Results: The number of suggested queries for “pain” provided by Google Ads Keyword Planner was 930 in the United States and 2400 in Japan. Among the top 20 musculoskeletal-related pain queries chosen, the probability that the medical associations’ websites would appear in the top 10 results was 30% in the United States and 45% in Japan. In five queries each, the associations’ websites did not appear among the top 100 results. No significant difference was found in the rank of the associations’ website search results (P=.28).

Conclusions: To provide accurate medical information to patients, it is essential to undertake effective measures for search engine optimization. For orthopedic associations, it is necessary that their websites should appear among the top search results.

(J Med Internet Res 2020;22(8):e18684) doi:10.2196/18684
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Introduction

Justification

Searching for information on the internet is now common practice. Medical information is no exception, and the term “consulting Dr. Google” has been popularized to represent searching for medical information on the internet [1]. Various studies have investigated the reliability and accuracy of medical information acquired on the internet [2-4]. However, there has been no research to specifically examine the extent to which medical information from websites supervised by medical associations is acquired from search results.
Background
As of 2018, more than 100 million people in Japan (79.8% of the total population) used the internet with various devices, including half the population aged 65–79 years [5]. Japan is an increasingly aging society, and many older people suffer from locomotive disorders [6]; thus, it can be assumed that these individuals use the internet to obtain information about their conditions. According to one survey, 21.2% of patients referred to medical information from a medical institution on the internet, and 12.1% of patients referred to the social networking services of a medical institution or the government before going to the hospital [7].

Among all currently available search engines, Google has an overwhelming market share in Japan, accounting for 91.2% of searches on computers and 99.1% of searches on mobile devices [8]. Many people with musculoskeletal pain such as lower back pain and sciatica use Google to obtain information about their conditions. In such situations, it is valuable to know the type of information that people actually obtain from internet searches. Many hospitals, companies, public interest groups, bloggers, and celebrities have posted medical information on websites. Accordingly, a substantial amount of inaccurate information about medical health has been posted globally [9]. We work in the orthopedic surgery department of a hospital and encounter many patients who are misled by inaccurate medical information about musculoskeletal-related pain. The Japan Medical Association states that it will support the health and cultural well-being of the Japanese population. Providing accurate medical information to patients is one of the missions of such medical associations, and orthopedic associations play a key role in the provision of online information about musculoskeletal-related pain.

Orthopedic associations have their own websites with patient education resources that provide information on symptoms and diseases. However, it is not known whether these websites provided by the orthopedic associations appear in the results of searches with search engines. Google Trends and Google Ads are often used to investigate what searches are actually performed on the internet. A relationship between Google’s search volume increase and the influenza epidemic was noted based on such analyses [10-12]. In this study, we used the same tools to verify actual search queries and their relationship to orthopedic associations’ website ranks. We also investigated seasonally varying varieties of musculoskeletal-related pain queries that were frequently searched. In addition, we investigated whether there is a more appropriate season for providing effective medical information for each symptom related to musculoskeletal-related pain. Based on this information, we investigated whether the associations’ websites were able to provide suitable medical information to patients.

Methods
Search Strategy for Data Extraction
We extracted research volumes for the term “pain” (Japanese: “itami”) and generated keywords using Google Ads Keywords Planner. The data were generated separately for each region: the United States (in English) and Japan (in Japanese). The data were collected in June 2020 and Google was used for all searches. The planner generated a list of proposed terms associated with “pain” and expressed the search volume for every month. The monthly search volumes for all keywords were extracted from June 2016 to December 2019. Total search volumes for the 4 years were calculated by population ratio and sorted in descending order. Among the generated keywords, two orthopedic doctors chose musculoskeletal pain–related keywords independently. The final list was refined by the senior author (EC). From this list, the top 20 search keywords were selected. Google searches were performed with the top 20 keywords and total hit websites were recorded. We employed Google Chrome without logging in to a Google account; we blocked location information and did not use the autocomplete function. We conducted the search in incognito mode. When searching, a proxy server was used. The search was performed through servers in Japan and the United States for each language. The Japanese Orthopedic Association (JOA) patient information pages [13] and the American Academy of Orthopedic Surgeons (AAOS) patient education pages [14] were selected as the association websites. The results of the searches were checked for the top 100 sites and those not displayed within the top 100 were ranked as over 100.

Statistical Analysis
All pain-related suggested searches in a 4-year period in both Japan and the United States were collected, and the number of searches per 100 people in each country was calculated. The monthly average number of musculoskeletal-related pain searches from June 2016 to December 2019 was also calculated. Among the keywords ranked within the top 20, those common to the United States and Japan were compared with seasonal variations. The Kruskal-Wallis test, Mann-Whitney U test, and Spearman rank correlation coefficient were used for statistical analysis of the search results. P values of <.05 were considered to indicate a significant difference. Statistical analyses were performed using Statistical Package for the Social Sciences (IBM Corp Released 2012, IBM SPSS Statistics for Windows, Version 21.0. Armonk, NY, USA).

Results
The total number of generated keywords from “pain” was 930 in the United States and was 2400 in Japan. In Japan, the search term was “itami,” a word that contains a Chinese character and Hiragana. In all generated queries, the average search volume ranged from 90 to 301,000 per month in the United States and from 140 to 135,000 per month in Japan. The search volume of the top 20 musculoskeletal pain–related queries ranged from 60,500 to 301,000 per month in the United States and from 22,200 to 135,000 per month in Japan. The population ratio was 0.85-4.99 per month per 100 people in the United States and was 0.88-4.94 per month per 100 people in Japan. No significant difference was found between the number of searches per population for the two countries (Mann-Whitney U test P=.67).

Regarding the association websites that appeared within the top 100, the average rank was 16.47 (1st to 35th, mean 17th) in the United States and was 24.47 (2nd to 95th, mean 7th) in Japan. Within the top 20 queries, the association websites ranked within...
the top 10 for 30% (6/20) of queries in the United States and for 45% (9/20) of queries in Japan. No significant difference was found between the number of ranked websites within the top 10 (Mann-Whitney U test \( P = .28 \)). The total search volume of the top 20 queries was 0.75 per 100 people in the United States and was 0.73 per 100 people in Japan (Table 1 and Table 2). As shown in Figure 1, the total search volume increased year after year. In the top 20 queries, the most common search queries in the United States and Japan were “sciatica,” “lower back pain,” “back pain,” “knee pain,” and “leg cramps” (Figure 2). Seasonal variation in the number of searches was found for “leg cramps,” which was significantly higher in the summer in both the United States and Japan. No significant difference was found between search volume and the number of total hit websites for the top 20 queries (Figure 3).

Table 1. Top 20 search queries in the United States.

<table>
<thead>
<tr>
<th>Search queries</th>
<th>Average search volume per month</th>
<th>Four-year total search volume (per 100 people)</th>
<th>Total hit websites</th>
<th>Association website rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>sciatica</td>
<td>301,000</td>
<td>15,491,000 (4.99)</td>
<td>35,400,000</td>
<td>35</td>
</tr>
<tr>
<td>lower back pain</td>
<td>246,000</td>
<td>11,862,000 (3.82)</td>
<td>664,000,000</td>
<td>28</td>
</tr>
<tr>
<td>herniated disc</td>
<td>165,000</td>
<td>7,957,500 (2.56)</td>
<td>5,010,000</td>
<td>7</td>
</tr>
<tr>
<td>bursitis</td>
<td>165,000</td>
<td>7,687,000 (2.48)</td>
<td>5,610,000</td>
<td>8</td>
</tr>
<tr>
<td>knee pain</td>
<td>135,000</td>
<td>6,926,000 (2.23)</td>
<td>278,000,000</td>
<td>12</td>
</tr>
<tr>
<td>shoulder pain</td>
<td>135,000</td>
<td>5,941,000 (1.91)</td>
<td>302,000,000</td>
<td>7</td>
</tr>
<tr>
<td>carpal tunnel syndrome</td>
<td>110,000</td>
<td>5,594,000 (1.80)</td>
<td>13,400,000</td>
<td>1</td>
</tr>
<tr>
<td>muscle relaxers</td>
<td>110,000</td>
<td>5,043,500 (1.62)</td>
<td>1,370,000</td>
<td>&gt;100</td>
</tr>
<tr>
<td>heel pain</td>
<td>110,000</td>
<td>4,869,000 (1.57)</td>
<td>143,000,000</td>
<td>6</td>
</tr>
<tr>
<td>back pain</td>
<td>90,500</td>
<td>4,624,000 (1.49)</td>
<td>1,510,000,000</td>
<td>27</td>
</tr>
<tr>
<td>neck pain</td>
<td>90,500</td>
<td>4,044,000 (1.30)</td>
<td>364,000,000</td>
<td>19</td>
</tr>
<tr>
<td>muscle spasm</td>
<td>90,500</td>
<td>4,038,000 (1.30)</td>
<td>11,400,000</td>
<td>25</td>
</tr>
<tr>
<td>hip pain</td>
<td>74,000</td>
<td>3,918,000 (1.26)</td>
<td>432,000,000</td>
<td>17</td>
</tr>
<tr>
<td>sciatic nerve pain</td>
<td>74,000</td>
<td>3,910,400 (1.26)</td>
<td>6,680,000</td>
<td>&gt;100</td>
</tr>
<tr>
<td>piriformis syndrome</td>
<td>74,000</td>
<td>3,680,000 (1.19)</td>
<td>1,800,000</td>
<td>&gt;100</td>
</tr>
<tr>
<td>heel spur</td>
<td>74,000</td>
<td>3,676,500 (1.18)</td>
<td>15,500,000</td>
<td>7</td>
</tr>
<tr>
<td>foot pain</td>
<td>60,500</td>
<td>3,237,000 (1.04)</td>
<td>1,440,000,000</td>
<td>&gt;100</td>
</tr>
<tr>
<td>myalgia</td>
<td>60,500</td>
<td>3,062,500 (0.99)</td>
<td>3,240,000</td>
<td>&gt;100</td>
</tr>
<tr>
<td>leg cramps</td>
<td>60,500</td>
<td>2,892,500 (0.93)</td>
<td>31,700,000</td>
<td>23</td>
</tr>
<tr>
<td>hip bursitis</td>
<td>60,500</td>
<td>2,639,600 (0.85)</td>
<td>5,910,000</td>
<td>25</td>
</tr>
</tbody>
</table>
Table 2. Top 20 search queries in Japan.

<table>
<thead>
<tr>
<th>Search queries (English translation)</th>
<th>Average search volume per month</th>
<th>Four-year total search volume (per 100 people)</th>
<th>Total hit websites</th>
<th>Association website rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>zakotsushinkeitu (sciatica)</td>
<td>135,000</td>
<td>6,250,000 (4.94)</td>
<td>5,870,000</td>
<td>13</td>
</tr>
<tr>
<td>youtuu (lower back pain)</td>
<td>90,500</td>
<td>4,737,000 (3.74)</td>
<td>83,300,000</td>
<td>2</td>
</tr>
<tr>
<td>rokkanshinkeitsu (intercostal neuralgia)</td>
<td>74,000</td>
<td>3,724,500 (2.94)</td>
<td>577,000</td>
<td>&gt;100</td>
</tr>
<tr>
<td>kensyouen (tendosynovitis)</td>
<td>74,000</td>
<td>3,307,000 (2.61)</td>
<td>8,660,000</td>
<td>3</td>
</tr>
<tr>
<td>komuragaeri (leg cramps)</td>
<td>49,500</td>
<td>2,217,300 (1.75)</td>
<td>995,000</td>
<td>&gt;100</td>
</tr>
<tr>
<td>senaka no itami (back pain)</td>
<td>40,500</td>
<td>2,120,800 (1.68)</td>
<td>26,600,000</td>
<td>91</td>
</tr>
<tr>
<td>koshi ga itai (my lower back aches)</td>
<td>40,500</td>
<td>2,103,600 (1.66)</td>
<td>35,900,000</td>
<td>88</td>
</tr>
<tr>
<td>hiza no itami (knee pain)</td>
<td>40,500</td>
<td>2,090,900 (1.65)</td>
<td>25,000,000</td>
<td>7</td>
</tr>
<tr>
<td>ashi no ura itai (sole pain)</td>
<td>40,500</td>
<td>2,081,400 (1.64)</td>
<td>26,800,000</td>
<td>95</td>
</tr>
<tr>
<td>senaka ga itai (my back aches)</td>
<td>33,100</td>
<td>1,721,300 (1.36)</td>
<td>28,000,000</td>
<td>&gt;100</td>
</tr>
<tr>
<td>hiza ga itai (my knee aches)</td>
<td>33,100</td>
<td>1,670,600 (1.32)</td>
<td>19,000,000</td>
<td>23</td>
</tr>
<tr>
<td>senaka itai (back, pain)</td>
<td>33,100</td>
<td>1,635,300 (1.29)</td>
<td>30,100,000</td>
<td>&gt;100</td>
</tr>
<tr>
<td>kubi ga itai (my neck aches)</td>
<td>33,100</td>
<td>1,580,000 (1.25)</td>
<td>38,800,000</td>
<td>7</td>
</tr>
<tr>
<td>gojukata (painful shoulder at age 50s)</td>
<td>33,100</td>
<td>1,476,200 (1.17)</td>
<td>8,650,000</td>
<td>2</td>
</tr>
<tr>
<td>henkeiseihizakansetsusho (osteoarthritis of the knee)</td>
<td>33,100</td>
<td>1,413,600 (1.12)</td>
<td>4,860,000</td>
<td>2</td>
</tr>
<tr>
<td>kokansetsu itami (hip, pain)</td>
<td>27,100</td>
<td>1,310,700 (1.04)</td>
<td>7,360,000</td>
<td>5</td>
</tr>
<tr>
<td>shinkeitai (neuralgia)</td>
<td>27,100</td>
<td>1,224,600 (0.97)</td>
<td>7,660,000</td>
<td>17</td>
</tr>
<tr>
<td>fukurahagi itai (calf, pain)</td>
<td>22,200</td>
<td>1,163,900 (0.92)</td>
<td>1,900,000</td>
<td>8</td>
</tr>
<tr>
<td>hiza itami (knee, pain)</td>
<td>22,200</td>
<td>1,139,400 (0.90)</td>
<td>26,600,000</td>
<td>4</td>
</tr>
<tr>
<td>shijukata (painful shoulder at age 40s)</td>
<td>22,200</td>
<td>1,115,300 (0.88)</td>
<td>253,000,000</td>
<td>&gt;100</td>
</tr>
</tbody>
</table>

Figure 1. Total number of musculoskeletal-related searches in the United States and Japan (total monthly search volume of the top 20 search queries). Vertical axis: Searches per 100 people.
Figure 2. Comparison of musculoskeletal pain–related searches per month for each season (2016-2019) Vertical axis: Monthly searches per 10,000 people. \(^a\)Differences between seasons (Kruskal–Wallis test); \(^b\)Differences between the United States and Japan (Mann–Whitney U test).

Figure 3. Search volumes and number of total hit websites. Vertical axis: Number of total hit websites (logarithmic scale). Horizontal axis: Four-year search volume per 100 people. No significant difference was observed in the relationship between the search volume and the number of total hit websites (Spearman rank correlation coefficient=0.13).
Discussion

This study is the first to examine how frequently the patient information pages of orthopedic associations appear when search terms related to musculoskeletal pain are entered. Based on the results of this study, we believe that there is a need for orthopedic associations to do more to provide medical information on the internet by optimizing their position in the search results for frequently searched symptom and disease-related terms.

The click-through rate for the first position in Google was 21.12%, followed by 10.65% and 7.57%. If the search result ranked 11th, the click-through rate became only 1.46% [15]. In a German study, when 289 patients searched for medical information on the internet, only 5 clicked a link on the second or subsequent search result pages [16].

In the early 2000s, over 60% of people in the United States and Australia reported that they had used the internet to search for health information and were satisfied with the resulting health information and services [17-19]. More recently, 96% of people in Australia reported searching for medical information online; of those, 63% searched using smartphones [20]. Over time, it has become increasingly common for individuals to use online search engines when they need medical or health information.

According to many reports, inaccurate websites often appear among the top 10 results and provide erroneous information [21,22]. In the United Kingdom, Wikipedia sometimes appears more often in the search results than the National Health Service’s website [23]. If members of the general public encounter websites containing incorrect information, it is difficult for them to assess its accuracy. In a US study, high school students with a science-focused education had difficulty distinguishing between reliable and unreliable medical sites, even though most of the information produced in the searches was inaccurate [24]. To solve health problems, government organizations need to work together to provide more accurate medical information on the web [9].

The algorithm used for Google searches is confidential; thus, many websites try to increase the quantity and quality of their traffic using organic search engine results. This practice is termed search engine optimization (SEO). At present, if items do not appear among search engine results, they are practically nonexistent.

In this study, we surveyed the search rankings of the patient information pages of two orthopedic associations and found that these pages are not likely to be viewed by patients seeking medical information with frequently searched queries. There was no significant difference in the number of searches per 100 people between the United States and Japan in the top 20 pages retrieved for musculoskeletal-related pain. Symptoms and illnesses are searched differently between the United States and Japan. The common query “leg cramps” was searched much more often in Japan per 100 people and was searched more often in the summer in both the United States and Japan (Figure 2). The predominance in summer suggests a link to climate. Indeed, in the United Kingdom and Australia, the volume of searches related to leg cramps increased in summer [25]. Another study found that searches related to ankle swelling also increased in midsummer [26]. Heartburn-related searches increased during winter, as did heart failure hospitalizations [10,27]. These studies indicate that an increase in the search volume for a particular condition reflects an actual increase in the number of patients affected with that condition. Thus, when the search volume increases, it may be effective for medical associations to provide medical information to patients who need accurate information using social networking sites such as Facebook and Twitter. The act of conducting medical interventions via social media (ie, social media intervention) is reported to be an effective tool for enhancing public health [28]. In the future, it will be important to increase interventions in addition to disseminating medical information via social networking sites. The AAOS has a Twitter account, whereas the JOA currently does not (as of June 2020).

On December 6, 2017, Google made an official announcement about improving the quality of search results for medical and health matters [29]. After this statement was made, information from health professionals, specialists, and medical institutions should have become more readily available, and information sources such as blogs and websites dealing with folk medicine should have been excluded from searches. However, the websites of the two associations we focused on rarely appeared among the top 10 results, indicating that no dramatic change has in fact taken place. In that announcement, Google stated that health experts should make their websites appropriate for general users by avoiding the use of technical terms. Fortunately, personal blogs and unofficial websites that may have posted incorrect medical information tended not to appear in the search results owing to Google’s corporate efforts.

The findings of our study suggest that better SEO is required to boost the ranking of medical associations’ websites. If their websites were to achieve the highest ranking, ordinary patients could more readily obtain appropriate medical information. Of course, it is also necessary to include accurate medical information on the associations’ patient information pages. An SEO strategy comprises two categories: on-page and off-page SEO. Details about this may be found in the Google Search Engine Optimization Starter Guide [30] and the Google Webmaster Guidelines [31]. Unfortunately, development of an SEO takes time. Daily updates and accurate articles need to be posted online to raise the rankings of the medical associations. In the future, a dual approach may be necessary, involving passive information transmission through companies such as Google, and active information transmission using social networking services such as Twitter and Facebook.
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Abstract

Background: Mild cognitive impairment (MCI) is often considered a transitional state between normal and pathologic (eg, dementia) cognitive aging. Although its prognosis varies largely, the diagnosis carries the risk of causing uncertainty and overtreatment of older adults with MCI who may never progress to dementia. Decision aids help people become better informed and more involved in decision making by providing evidence-based information about options and possible outcomes and by assisting them in clarifying their personal values in relation to the decision to be made.

Objective: This study aimed to incorporate features that best support values clarification and adjust the level of detail of a web-based decision aid for individuals with MCI.

Methods: We conducted a rapid review to identify options to maintain or improve cognitive functions in individuals with MCI. The evidence was structured into a novel web-based decision aid designed in collaboration with digital specialists and graphic designers. Qualitative and user-centered evaluations were used to draw on users’ knowledge, clarify values, and inform potential adoption in routine clinical practice. We invited clinicians, older adults with MCI, and their caregivers to evaluate the decision aid in 6 consecutive rounds, with new participants in each round. Quantitative data were collected using the Values Clarity and Informed subscales of the Decisional Conflict Scale, the System Usability Scale, the Ottawa Acceptability questionnaire, and a 5-point satisfaction rating scale. We verified their comprehension using a teach-back method and recorded usability issues. We recorded the audio and computer screen during the session. An inductive thematic qualitative analysis approach was used to identify and describe the issues that arose. After each round, an expert panel met to prioritize and find solutions to mitigate the issues. An integrated analysis was conducted to confirm our choices.

Results: A total of 7 clinicians (social workers, nurses, family physicians, psychologists) and 12 older (≥60 years) community-dwelling individuals with MCI, half of them women, with education levels going from none to university diploma, were recruited and completed testing. The thematic analysis revealed 3 major issues. First, the user should be guided through the decision-making process by tailoring the presentation of options to users’ priorities using the values clarification exercise. Second, its content should be simple, but not simplistic, notably by using information layering, plain language, and pictograms. Third, the interface should be intuitive and user friendly, utilize pop-up windows and information tips, avoid drop-down menus, and limit the need to scroll down. The quantitative assessments corroborated the qualitative findings.
Conclusions: This project resulted in a promising web-based decision aid that can support decision making for MCI intervention, based on the personal values and preferences of the users. Further ongoing research will allow its implementation to be tested in clinical settings.

(J Med Internet Res 2020;22(8):e17406) doi:10.2196/17406
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decision aid; mild cognitive impairment; elderly; decision support technique; aging

Introduction

Mild Cognitive Impairment
Mild cognitive impairment (MCI) is characterized by a decline in cognitive functioning that is more pronounced than normal aging but does not significantly compromise activities of daily living. The impairment can affect memory, language, problem solving, or attention, among others [1]. MCI is common in adults aged ≥60 years, with a prevalence of 6.7% among adults aged 60 to 64 years and 25.2% among adults aged 80 to 84 years [2]. MCI is often considered an early manifestation of pathologic cognitive decline, such as dementia [3]. However, as it can have several causes, its prognosis varies considerably and, although there is a clear risk of dementia, it is also possible to see stability and improvement over time [4]. A diagnosis of MCI therefore carries uncertainty and the risk of overtreatment of older adults with MCI who may never progress to dementia [4]. When worried individuals consult their physicians, they need clear information on the options available to prevent cognitive decline and on each option’s probable benefits and harms.

Decision Aids
Decision aids are standardized tools that provide this information and support decision making for the best course of action [5,6]. They help people become more informed and engaged in decision making by providing evidence-based information about all available options and their positive and negative outcomes, and by assisting them in clarifying their personal values in relation to the decisions to be made [7]. These tools help improve people's knowledge regarding options and risks, increase decisional comfort, stimulate them to participate in decision making, and improve patient-professional communication when compared with care without the use of decision aids [7]. In recent years, our team has studied the design features of printable decision aids, or decision boxes, to help health care professionals (HCPs) and patients understand evidence-based information and promote shared decision making [8-10]. However, little is known about how detailed decision aids need to be to support an evidence-informed and value-based decision [7]. Moreover, decision aids have seldom been tested with older populations [11] or in the context of MCI.

Considering the differences between the decision-making patterns of older and younger adults [12], such as the preference of older adults for fewer options than younger adults [13], lower levels of literacy and numeracy among older adults compared with younger adults [14,15], the presence of caregivers in the decision-making circles of older adults [16,17], and more frequent sensory deficits among older adults compared with younger adults [18], there is a need for a decision aid developed in a user-centered way with input from older adults, family or friend caregivers, and professionals, to empower and support this specific population in health care decision making.

Design of Web-Based Decision Aids for Older Adults With Mild Cognitive Impairment
With the internet becoming a primary source of information for consumers looking for health information and advice [19,20], web-based decision aids need to be investigated further [21]. Although several models of web-based decision aids have been tested, evidence about the best use of interactive features is still limited. A 2016 systematic review of studies conducted with adults found that the use of interactive features in web-based decision aids can help improve decision making in preference-sensitive contexts [22]. The review concluded that features that allowed users to control the order in which they viewed the content, its level of detail, and the type of evidence presented were helpful in supporting decision making. However, it also demonstrated that having too many tailoring options might cause more decisional conflict and decreased knowledge compared with decision aids without these features. The review also concluded that features such as values clarification exercises, feedback, and social support had varying effects on decision making, depending on their design, which points to a need for further studies.

Therefore, this study aimed to identify and apply features that best support values clarification and understanding of evidence in older adults with MCI, and to adjust the level of detail of a web-based decision aid inspired by the decision box template, for individuals with MCI.

Methods

Study Approach and Design
We used a user-centered approach [23] to design a web-based decision aid that improves the users’ knowledge, values clarification, and its adoption in routine clinical practice. We asked individuals with MCI, as well as HCPs, to evaluate the web-based decision aid in 6 consecutive rounds using mixed methods comprising semistructured interviews and questionnaires [24-26]. New participants were recruited for each round. We also verified the comprehension of the information using a teach-back method and recorded any usability issues. We recorded the audio and computer screen during the session. After each evaluation round, we analyzed the data and, based on the findings, tailored the web-based decision aid to improve user experience.
Prototype Conception

On the basis of a published rapid-review approach [27], we synthesized evidence on the benefits and harms of the available options to maintain or improve cognitive functions in older adults with MCI. The evidence gathered was structured into a decision box template, which is in accordance with the international patient decision aid standards and has been described in earlier publications [8,9]. To ensure that the content addressed the users’ needs and was scientifically valid, we then formed an expert advisory panel consisting of 8 clinicians (2 nurses, 2 family physicians, a neuropsychologist, a geriatrician, an occupational therapist, and a pharmacist). We invited the members of the panel to review the content, which was then adjusted to take into account their recommendations before testing with potential users.

The informational content was then inserted into a mock-up designed to support older adults with MCI in making informed and value-based decisions with their health care team. More specifically, we designed the web-based decision aid to (1) allow people to weigh the probabilities of experiencing benefits against the probabilities of experiencing harms, for all the available options; (2) allow people to clarify what is most important to them; and (3) support people in voicing their priorities to their health care team. The design process was inspired by steps 3 to 5 of the Center for eHealth and Wellbeing Research guidelines [28,29], which describe the design, operationalization, and evaluation of a tool. Development was initially informed by a review of the literature in the process of developing web-based decision aids and their features [22,30-32] and select examples of web-based evidence summaries and decision aids (eg, drug facts boxes developed by Steven Woloshin and Lisa Schwartz and used by the US Food and Drug Administration [no longer available in a web-based format], MAGICapp developed by Making Grading of Recommendations Assessment, Development, and Evaluation [GRADE] the Irresistible Choice, and option grids developed by Peter Scalia, Glyn Elwyn and Marie-Anne Durand and commercialized by EBSCO Health). Then, in a collaborative and iterative effort, we conducted several brainstorming sessions to discuss the functionality, user experience, and purpose of each of the web-based decision aid’s components. The team comprised a computer analyst, 2 graphic designers specialized in website interfaces (one of whom was EB), a researcher specialized in dementia and health literacy (EF), and the principal investigator (AG), who specializes in shared decision making and is the developer of the decision box template.

In this prototype, potential users were guided through a linear decision-making process going from a general introduction to a description of the available options to a values clarification exercise before making a decision (Figure 1). Users could then go back to change their choices as many times as they liked. Once a decision was made, they could view their profile, which summarized their priorities, decisions, and decisional comfort.

Figure 1. Navigation through the various sections of the web-based decision box as planned in the first prototype, before user testing.
Population and Sampling Strategy

Adults aged ≥60 years with MCI, their informal caregivers if they had one, and HCPs of any profession who practiced in family medicine clinics were eligible to participate. We initially invited HCPs who worked in 7 primary care clinics in the areas surrounding Quebec City. We sent them an email to explain the study and invited them to confirm their interest in participating in the study using a link to a web survey. We then asked those who agreed to participate to identify eligible individuals among their patients, who scored between 18 and 26 on the Montreal Cognitive Assessment [33] and to contact them to ask their permission for the research team to contact them. Only the contact details of people who expressed an interest in participating in the study were shared with the research team. As we experienced challenges recruiting participants with this strategy, we also invited people with MCI who were registered in a Quebec database managed by one of us (CH). A diagnostic procedure described elsewhere [34] was used to verify that these participants with MCI met the Petersen criteria for single- or multiple-domain MCI [35], which include (1) a subjective memory complaint, corroborated by an informant; (2) an objective memory impairment, based on a cut-off score of ≥1.5 SD below age-adjusted norms on at least one standardized memory test in the neuropsychological battery; (3) preserved general cognitive functioning; (4) largely intact functional activities; and (5) not demented.

Evaluations

We invited the participants to evaluate the web-based decision aid during a 60-min session, conducted either in participating clinics, the research center, or in their own homes. The duration of the session was adapted to the capacities of each participant. At the beginning of the session (pretest), all participants completed a self-report questionnaire to record their sociodemographic characteristics, and older adults completed the Values Clarity and Informed subscales of the Decisional Conflict Scale (DCS) to rate, respectively, their feeling of being clear about personal values for benefits and risks/side effects, and their feelings of being informed [36]. We reversed the DCS subscale scores to facilitate interpretation; increased scores represented increases in feelings of being clear about personal values and being informed. The research assistant was available to support the participants in completing the questionnaire as needed.

Then, they reviewed the web-based decision aid during a semistructured interview that used a think-aloud approach [37]. A trained interviewer followed an interview guide designed to evaluate the participants’ information needs and their perception of the strengths and limitations of the web-based decision aid. The guide used to interview older adults also contained questions inspired by the teach-back method to assess the users’ understanding of the information. Teach-back is used by HCPs and consists of asking patients to explain the information back to them [24,38-41]. The discussions were audio recorded, and we captured the participants’ navigation on their computer screens using the video feature.

At the end of the think-aloud evaluation of the web-based decision aid (posttest), all participants completed 5 items of the Ottawa Acceptability questionnaire [42] to assess the quality of decision aids as well as the 10-item Usability Scale (SUS) [43,44]. They also rated their satisfaction with the web-based decision aid using a single item, 5-point smiley face rating scale. In addition, the HCPs completed a number of questions to explore their willingness to adopt the decision aid in clinical settings [25]. At posttest, the participating older adults once again completed the Values Clarity and Informed subscales of the DCS.

Tailoring the Web-Based Decision Aid to Users’ Needs

After each round, a thematic qualitative analysis of the discussions highlighted the strengths and limitations of the web-based decision aid. One researcher (LB, EF, or CP) conducted the analysis, and another reviewed it (AG). The expert panel then met to prioritize the issues and find solutions to mitigate them. To this end, members of the same interdisciplinary expert panel who created the prototype met to review the qualitative findings. The experts started by prioritizing each issue using the following severity scale [45]: (1) critical flaw: if unresolved, then users will not be able to complete the task; (2) serious flaw: several users may be frustrated and give up; (3) minor flaws: users may be annoyed, but they will complete the task. They then chose solutions by considering the magnitude, frequency, and severity of these problems, and how they prevented the web-based decision aid from achieving its primary goal (supporting evidence-informed and value-based decision making).

The same evaluation and tailoring process was then used again in 5 more rounds, with new participant subsamples each time.

Integrated Analyses

In the final analysis, we integrated the findings from the 6 rounds of qualitative and quantitative evaluations into the web-based decision aid design. This triangulation process served to validate our findings [26,46,47] and to form a comprehensive picture of the web-based decision aid’s acceptability and usability and of the level of detail required to support evidence-informed and value-based decision making by older adults with MCI, their caregivers, and HCPs. We determined the level of detail based on the participants’ knowledge and action. An appropriate level of detail was interpreted from the decision aid’s potential to inform decision making and increase decisional comfort, thereby inciting the user to take action. More specifically, we considered the level of detail as appropriate if the decision aid increased decisional comfort (ie, achieved 100 or a value closer to 100 on the DCS informed subscale at posttest) and if the participants demonstrated high levels of intention to use the decision aid to make a decision following the diagnosis of MCI.

We assessed the suitability of the values clarification exercise using the participants’ responses to the DCS Values Clarity subscale and to open-ended questions about their experience with the values clarification exercise. We considered the values clarification exercise as suitable if it increased the participants’ feelings of being clear about personal values (ie, achieved 100
on the DCS *Values Clarity* subscale) and if participants (especially those in the fifth and sixth evaluation rounds) reported a positive experience using the decision aid.

**Ethical Considerations**

Ethical approval to conduct this pilot study was granted by the Integrated University Health and Social Services Center of Québec City (*CIUSSS-Capitale-Nationale*, no. 2016-2017-08).

**Results**

**Participant Characteristics**

We recruited 7 HCPs (3 social workers, 2 nurses, 1 physician, and 1 psychologist; Table 1) and 12 community-based older adults with MCI (Table 2). Out of the 12 older adults, 3 did the interview in the presence of a friend or family member, whom they did not consider to be a caregiver, and 9 did it alone with the research assistant. Of which, 2 of the persons with MCI were aged between 60 and 64 years, 6 between 65 and 74 years, 3 between 75 and 84 years, and 1 was >85 years. The participants’ education levels varied from none to university degree.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>&lt;30</td>
<td>1 (14)</td>
</tr>
<tr>
<td>30-39</td>
<td>4 (57)</td>
</tr>
<tr>
<td>50-59</td>
<td>2 (29)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>6 (86)</td>
</tr>
<tr>
<td>Male</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Profession</td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Nurse</td>
<td>2 (29)</td>
</tr>
<tr>
<td>Social worker</td>
<td>3 (43)</td>
</tr>
<tr>
<td>Psychologist</td>
<td>1 (14)</td>
</tr>
<tr>
<td>Practice experience (years)</td>
<td></td>
</tr>
<tr>
<td>0-4</td>
<td>2 (29)</td>
</tr>
<tr>
<td>5-9</td>
<td>0 (0)</td>
</tr>
<tr>
<td>10-14</td>
<td>1 (14)</td>
</tr>
<tr>
<td>15-19</td>
<td>2 (29)</td>
</tr>
<tr>
<td>20-24</td>
<td>1 (14)</td>
</tr>
<tr>
<td>25-29</td>
<td>0 (0)</td>
</tr>
<tr>
<td>30-34</td>
<td>0 (0)</td>
</tr>
<tr>
<td>35-39</td>
<td>1 (14)</td>
</tr>
</tbody>
</table>
Table 2. Description of the characteristics of the participating older adults with mild cognitive impairment (N=12).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Values, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years)</td>
<td></td>
</tr>
<tr>
<td>60-64</td>
<td>2 (17)</td>
</tr>
<tr>
<td>65-74</td>
<td>6 (50)</td>
</tr>
<tr>
<td>75-84</td>
<td>3 (25)</td>
</tr>
<tr>
<td>≥85</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Male</td>
<td>6 (50)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>12 (100)</td>
</tr>
<tr>
<td>Primary language</td>
<td></td>
</tr>
<tr>
<td>French</td>
<td>12 (100)</td>
</tr>
<tr>
<td>Marital status</td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Married or common-law relationship</td>
<td>9 (75)</td>
</tr>
<tr>
<td>Widow</td>
<td>2 (17)</td>
</tr>
<tr>
<td>Education a</td>
<td></td>
</tr>
<tr>
<td>No formal education</td>
<td>1 (8)</td>
</tr>
<tr>
<td>High school diploma</td>
<td>4 (33)</td>
</tr>
<tr>
<td>College diploma</td>
<td>3 (25)</td>
</tr>
<tr>
<td>University diploma</td>
<td>3 (25)</td>
</tr>
<tr>
<td>Place of residence</td>
<td></td>
</tr>
<tr>
<td>Home</td>
<td>12 (100)</td>
</tr>
<tr>
<td>Has a caregiver</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>2 (17)</td>
</tr>
<tr>
<td>If so, who?</td>
<td></td>
</tr>
<tr>
<td>Family member</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Friend</td>
<td>1 (8)</td>
</tr>
<tr>
<td>Lives with their caregiver</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>1 (8)</td>
</tr>
<tr>
<td>No</td>
<td>1 (8)</td>
</tr>
</tbody>
</table>

aOne of the participants had missing data for education.

We conducted 6 evaluation rounds, starting with the prototype version (V1), and then produced 5 different versions (V2-V6) before creating the final version (VF) that is currently available on the Decision Box website [48]. Of which 6 HCPs evaluated the prototype (V1) and 1 evaluated V2. Additionally, 3, 3, 2, 3, and 1 older adult with MCI evaluated versions 2, 3, 4, 5, and 6, respectively. The participating HCPs reviewed only the first and second mock-up.

Qualitative Findings

A total of 3 major issues emerged from the qualitative analysis: (1) users should be guided through the decision-making process; (2) the content should be simple, but not simplistic; and (3) the interface should be intuitive and user friendly.

Guided Decision-Making Process

As mentioned, the first prototype (V1) proposed a linear directional navigation, going from general to specific information based on users’ preferences (Figure 1). It led users to read all available options before clarifying their values and making a decision. As a result, we observed that participants often paused in the Benefits and Harms section and did not complete the next steps because they grew tired or lost focus:
Participant: Geez, this is quite something, isn’t it? You're making me work hard, you know. Where are we at now? [interviewer explains the next steps]. I don’t know whether I’m coming or going.

Interviewer: What do you mean?

Participant: Well, I...I’m tired, now.

Hence, to ensure participants would complete the values clarification exercise, we used a nondirectional navigation strategy in V2, allowing users to start either with a review of the options or with the values clarification exercise. This also helped meet the needs of HCPs who visit the web-based decision aid without their patients, to review the evidence about the available options. However, user testing revealed that this nondirectional design confused several users who wondered about the correct path:

[After the interviewer explains that they can choose whichever path they prefer] So, are we going to explore all the options or uhh…?

[Nurse #3009, V2]

The experts therefore decided to revert to a directional navigation in the next version (V3), leading users to complete the values clarification exercise before reviewing the options (Figure 2), which is in the opposite direction from V1. Once people had clarified their values, the web-based decision aid presented them with the options that matched their values. The other options were still available for review in case they wished to learn more about them.

**Figure 2.** Navigation through various sections of the web-based decision box as planned after user testing.

Moreover, V3 included clear indications of the next steps to improve usability. Despite directional navigation, the prototype still allowed users to access any page at any time, using a progression bar that we added above the menu.

After V3, the users did not report feeling fatigued, overworked, or lost as they went through the web-based decision aid. This was likely because they could read the options most relevant to them and then move on without feeling that they had missed out. This meant that they could better manage their navigation to match their energy levels and improve their likelihood of making it through all the decision-making steps. Furthermore, it helped simplify the web-based decision aid, as discussed in detail in the following section because it limited the number of options to be read before making a decision. This modification also made the web-based decision aid more patient centered, as opposed to professional centered.

**Simple but Not Simplistic**

Throughout the various versions, participants consistently asked for a simpler design. Therefore, the challenge was to simplify the web-based decision aid while retaining its informative value to ensure that users would have enough information to make informed and value-based decisions. The amount of information to read (content density) and its complexity (content clarity) were of major concern to the users.
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Content Density

Participants made frequent comments about the overwhelming nature of the information, especially in the Introduction and Options sections of V1 as shown in Multimedia Appendix 1 (Warning: this is a preliminary version and the data is not final. For a final version, please see [48]). In V1, we observed that many participants did not read all the available information in these sections:

Oh my! It’s going to take so long to read all that. [Social worker #3004, V1]

To address these concerns, we modified the information layout in the Introduction section. The information that was initially structured into columns was put into bulleted lists, in separate accordion tabs that could be expanded by clicking on a + button. In V3, we also removed the references from the text and moved them to a separate page, as shown in Multimedia Appendix 2.

To improve the Options section, we tried integrating the options to the values clarification exercise results page. This was meant to allow people to read the information most important to them first when they had the most focus. This strategy offered a more straightforward reading path, but some participants still did not read the information regarding all the options in V4:

Wow, there are a lot of things [talking about all the options]! I won’t read all that. [Older adult #1008, V4]

After 5 unsuccessful versions trying to limit the users’ burden as they read the options, we classified the options into 3 subcategories: (1) options that matched their priority, (2) options that did not match their priority, and (3) other options to consider. People could only view the subcategories related to a single priority at a time. This prevented us from having to remove information that we deemed essential to support informed, value-based decision making (which would have led to a simplistic design), while still allowing us to highlight the information most relevant to the user.

Content Clarity

Scientific Terms

Several of the HCPs who evaluated the first version found the content too scientific and potentially difficult to understand for laypeople, as pointed out by this participant:

I mean, maybe a doctor or a nurse will be able to understand, but me, I don’t have… I don’t have any medical training. I’m a social worker, so when you show me terms like that… you lose me. [Social worker #3004, V1]

Users did not like the style either, as pointed out by this participant:

It’s very scientific. I don’t identify with the text. [Older adult #1008, V4]

The content was progressively modified to use more lay terms, as demonstrated by the change of the decision aid title from Mild Cognitive Impairment to Mild Problems with Thinking and Memory in the final version.

Probabilities

Information clarity was also jeopardized by the users’ misunderstanding of the probabilities presented in the Options section (V2, V3, V4, and V6). In fact, most participants misunderstood the absolute effect sizes presented in larger font sizes, in percentages, in V1 (Figure 3; warning: this is a preliminary version and the data is not final. For a final version, please see [48]). They interpreted them as mean effect sizes (eg, a 15% increase in mental capacities) while in reality they represent the proportion of people who might benefit from the intervention (15 persons out of 100 improve their mental capacities):
Figure 3. Presentation of one of the options in prototype V2. Warning: This is a preliminary version, and the data are not final.

Cognitive training

Consists of doing activities and games that stimulate cognitive skills, such as reading, crossword puzzles or sudoku. These activities can either be done online or on paper. Some are done individually or in groups, depending on individual preferences.

- **Benefits**
  - Overall cognitive skills: Cognitive training improves the cognitive skills of 15 older adults with MCI out of 100, at least for 6 months after the end of training.
  - Computer training produces similar results.
  - Short-term memory: Cognitive training done 1.5-2 h/week during 1.9 months, improves the short-term memory of 20-47 older adults with MCI out of 100.
  - Current research does not show any effect of cognitive training on long-term memory or executive function of older adults with MCI.

- **Harms**
  - No side effect: No negative side-effects of cognitive training have been reported among older adults with MCI.
  - Anxiety to do well: Older adults may feel some anxiety to do well if cognitive training are done in a group.

It can improve by 11% compared to my… compared to now. [Older adult #1004, V3]

To minimize influence on decision making, we replaced numbers and percentages with text in the final version. For example, we replaced “↑15% improvement” with “↑ General mental capacities” in a slightly larger font size (Figure 4), and we presented the detailed proportions (for every 100 older adults, 15 improve their mental capacities) in smaller font on the right-hand side.
Participants also often misunderstood the GRADE ratings associated with each effect size in the earlier versions of the web-based decision aid (V1 and V4):

"Oh, this is high: 4 out of 4 stars! It’s like when you choose a holiday spot down south!" [Older adult #1007, V4]

Therefore, we layered the GRADE ratings, allowing easy access by the most curious users under a Learn more about the studies accordion tab placed under each option in V5 of the web-based decision aid (Figure 4).

Feedback After the Values Clarification Exercise

As mentioned earlier, the feedback provided to users after they had completed the values clarification exercise (Figure 5) required several modification rounds before it was understood. The goal was to present the options that matched the person’s values. The options were initially shown in a matrix table, which most users misunderstood (Figure 6; warning: this is a preliminary version and the data is not final. For a final version, please see [48]), as demonstrated by this participant’s comments:
**Figure 5.** First prototype version of the web-based decision aid, showing the values clarification exercise.

**Rank what is important to you, from most to least important (click and drag)**

<table>
<thead>
<tr>
<th>Preferences</th>
<th>My preferences in order of importance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improve or maintain your cognitive skills</td>
<td>#1 - Most important preference</td>
</tr>
<tr>
<td>Avoid making a change that might not have the expected impact</td>
<td></td>
</tr>
<tr>
<td>Avoid feeling helpless</td>
<td></td>
</tr>
<tr>
<td>Avoid anxiety to do well</td>
<td></td>
</tr>
<tr>
<td>Avoid muscles problems, even temporary ones</td>
<td></td>
</tr>
<tr>
<td>Avoid nausea, diarrhea or vomiting</td>
<td></td>
</tr>
<tr>
<td>Avoid cramps or headaches</td>
<td></td>
</tr>
<tr>
<td>Avoid nightmares, insomnia, or dizziness</td>
<td></td>
</tr>
</tbody>
</table>

Other important preferences to consider?

*Add a preference [x]*
Figure 6. First prototype version of the web-based decision aid, showing the feedback page after the exercise. Warning: This is a preliminary version, and the data are not final.

Summary of your preferences

For you, it is important to...

1. Improve or maintain your cognitive skills

But it is also important to...

2. Avoid anxiety to do well
3. Avoid feeling helpless
4. Avoid muscles problems, even temporary ones

Options to consider according to your preferences

<table>
<thead>
<tr>
<th>Preference #1</th>
<th>Preference #2</th>
<th>Preference #3</th>
<th>Preference #4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Improve or maintain your cognitive skills</td>
<td>Avoid anxiety to do well</td>
<td>Avoid feeling helpless</td>
<td>Avoid muscles problems, even temporary ones</td>
</tr>
<tr>
<td>Individual cognitive training</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Improvement in overall cognitive skills in 15% individuals</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cognitive training on the computer</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Improvement in overall cognitive skills in 19% individuals</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Cognitive training done in group</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Improvement in overall cognitive skills in 15% individuals</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Gingko Biloba</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Improvement in overall cognitive skills in 11% of individuals</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Other supplements of chinese origin</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Physical activity</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Interviewer: Did you think the check marks were choices you had to make?
Participant: Yeah, yeah...I thought I was the one placing the check marks. [Older adult #1006, V3]

The modifications made to the matrix table in the next round did not improve the participants’ understanding, as demonstrated by this quote:

Here, what am I supposed to do? [...] I have to make a check mark...Should I make a check mark? What is it? [...] I see there’s an X. If I click, will it give me a check mark? [Older adult #1007, V4]

Therefore, we decided to limit the feedback to its simplest form. We discarded the matrix table in V5, and instead listed the options as a series of boxes underneath each of the values (described hereafter as priorities) selected by the person, with a maximum of 3 values (Figure 7). We kept a visual connection between the values clarification exercise (Figure 8) and the feedback by using the same format in both pages for the values. We also reduced the number of values presented from 8 to 4, a decision that will be explained later in the Values Clarification Exercise section.
We initially included the option of taking cholinesterase inhibitors, as health care providers sometimes consider this medication. However, the scientific evidence described in the decision aid underscored their ineffectiveness in improving cognitive functioning, and this was more confusing than helpful for the participants. Therefore, we removed it from the options available in the subsequent versions. All options lacking evidence of benefits have been removed in the same manner.

Pictograms

Once they reached the Decision section, several participants did not recall the information related to each of the available options. We, therefore, added a pictogram representing each option every time it was discussed (eg, Figures 4 and 7). This feature was meant to improve recall, and we did indeed observe some improvements in this regard after it was added:

Participant: The definition of...umm of...the sneakers, right? [Older adult #1012, V6]
Interviewer: Yes, the physical activity.
Participant: Yes, physical activity.

Intuitive and User-Friendly Interface

Interface Features

We incorporated several modifications, at all stages, to design an intuitive and user-friendly web-based decision aid. For example, we defined more complex words in a glossary. We initially placed the glossary on a separate page at the end of the web-based decision aid, which was accessible when users clicked on a complex word. However, some users became confused when redirected to a different page; they forgot why they were there and did not know how to get back to the main activity. We therefore arranged for definitions to appear as information tips when the cursor hovers over a word, as shown in Multimedia Appendix 3. This way, users could see the definition of a word while remaining on the Introduction page.

We also had to add instructions on how to expand the accordion tabs, as participants did not understand at first (Multimedia Appendix 1):

Participant: [reading out loud] Take into account the patient’s preferences. [to the interviewer] Do I...What do I do now...? [Older adult #1005, V3]
Interviewer: Yes, here you could click, it’s a link to open a section with a bit more information about that.

To this end, we added a Learn more link next to the + sign to indicate the possibility of expanding the accordion (Multimedia Appendix 2).

Several users could not find a way to return to the previous page after clicking on an option to read more information about it (Figure 3). Thus, we showed the benefits and harms of the options in a pop-up instead of on a standalone page (Figure 4). This facilitated navigation, as users simply had to close the option to get back to the main page.

We also modified another feature related to the Decision section, where users were invited to select an option. We used a drop-down menu in V1 (Multimedia Appendix 4); however, the task was not understood by all participants. We therefore replaced the drop-down menu with checkboxes from V3 onward (Multimedia Appendix 5), which resolved the issue:

Participant: Do we do all that? [Older adult #1001, V2]

Interviewer: Have you seen the menu? There is a menu. It says you have to select the option you prefer. Participant: Oh. My goodness!

Interviewer: If you click on… [interviewer shows the participant how to use the drop-down menu].

Values Clarification Exercise

In the first version of the values clarification exercise tested by older adults, most participants needed explanations from the moderator to complete the exercise:

Participant: [Participant reads the priorities out loud] Now you want me to look at that, what do you want to know about what I’m looking at? [Older adult #1002, V2]

[Interviewer explains the exercise]

Participant: Uhh, let’s say I put one here, then two...

Caregiver: Actually, aren’t you supposed to move this here?

Interviewer: Exactly.

Several of the participating HCPs felt that there were too many priorities and that the wording was too complex, partly because they were worded negatively. Therefore, we changed the wording and reduced the number of priorities from 8 (Figure 5) to 4 (Figure 8). We also changed the format of the exercise from vertical (Figure 5) to horizontal (Figure 8), primarily to allow the content to fit most computer screens without scrolling down, but also to improve continuity with the feedback, which also displayed the selected priorities horizontally.

Figure 8. Final version of the web-based decision aid, showing the values clarification exercise.

<table>
<thead>
<tr>
<th>Priorities</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exercise to clarify your priorities</strong></td>
</tr>
<tr>
<td><strong>Rank what is important to you, from most to least important.</strong></td>
</tr>
<tr>
<td>Avoid making a change if the impacts are uncertain</td>
</tr>
<tr>
<td>Other major priorities to consider?</td>
</tr>
<tr>
<td>Add a priority!</td>
</tr>
<tr>
<td>Your priorities, in order of importance</td>
</tr>
<tr>
<td>Priority #1</td>
</tr>
<tr>
<td>First priority: The most important</td>
</tr>
</tbody>
</table>
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## Quantitative Results

### Assessments of the Web-Based Decision Aid

The limited number of participants did not allow for any statistical testing to compare the users’ assessment of the web-based decision aid, or impacts of the decision aid, between rounds, or between types of users (Table 3). There is no consistent trend, as the rounds progressed, for any of the studied variables.

### Impacts of the Web-Based Decision Aid

We did, however, have sufficient data to compare the mean of all users’ ratings on the DCS before and after using the decision aid. We observed statistically significant improvements in older adults’ feelings of being clear about personal values and being informed before and after their use of the web-based decision aid (one-tailed t-test for values clarity: $t_{11}=4.16; P<.001$ and informed: $t_{11}=1.92; P=.04$).

### Integrated Analyses

Several changes made to V1 addressed comments that the decision aid was too complex and too dense. These comments were translated to one of the lowest usability scores across all versions (Table 3).

### Table 3.

Assessments of the successive versions of a web-based decision aid by mixed samples of older adults and health care professionals and impact of the decision aid on the perception of older adults of the clarity of their values and of being well-informed before (pre) and after (post) using the decision aid.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Version 1 (n=6 HCP)</th>
<th>Version 2 (n=3 OA and 1 HCP)</th>
<th>Version 3 (n=3 OA)</th>
<th>Version 4 (n=2 OA)</th>
<th>Version 5 (n=3 OA)</th>
<th>Version 6 (n=1 OA)</th>
<th>Total (n=12 OA and 7 HCP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Willingness to use the decision aid—post, mean (SD)</td>
<td>3 (1)</td>
<td>4 (0)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>System usability scale—post, mean (SD)</td>
<td>56 (23)</td>
<td>65 (20)</td>
<td>77 (10)</td>
<td>56 (16)</td>
<td>75 (16)</td>
<td>55 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Acceptability—post, mean (SD)</td>
<td>76 (9)</td>
<td>84 (6)</td>
<td>92 (8)</td>
<td>82 (9)</td>
<td>86 (4)</td>
<td>73 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Satisfaction—post, mean (SD)</td>
<td>4 (1)</td>
<td>4 (1)</td>
<td>5 (0)</td>
<td>3 (1)</td>
<td>4 (1)</td>
<td>5 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Values clarity (DCS)—pre, mean (SD)</td>
<td>N/A</td>
<td>64 (43)</td>
<td>64 (10)</td>
<td>38 (41)</td>
<td>75 (17)</td>
<td>50 (0)</td>
<td>61 (27)</td>
</tr>
<tr>
<td>Values clarity (DCS)—post, mean (SD)</td>
<td>N/A</td>
<td>83 (8)</td>
<td>83 (14)</td>
<td>63 (30)</td>
<td>92 (8)</td>
<td>92 (0)</td>
<td>83 (16)</td>
</tr>
<tr>
<td>Pre-post mean values clarity (DCS) score increase</td>
<td>N/A</td>
<td>19</td>
<td>19</td>
<td>25</td>
<td>17</td>
<td>42</td>
<td>22</td>
</tr>
<tr>
<td>Informed (DCS)—pre, mean (SD)</td>
<td>N/A</td>
<td>61 (54)</td>
<td>61 (24)</td>
<td>54 (30)</td>
<td>72 (27)</td>
<td>67 (0)</td>
<td>63 (30)</td>
</tr>
<tr>
<td>Informed (DCS)—post, mean (SD)</td>
<td>N/A</td>
<td>69 (10)</td>
<td>92 (8)</td>
<td>79 (6)</td>
<td>92 (14)</td>
<td>67 (0)</td>
<td>82 (14)</td>
</tr>
<tr>
<td>Pre-post mean informed (DCS) score increase</td>
<td>N/A</td>
<td>8</td>
<td>31</td>
<td>25</td>
<td>20</td>
<td>0</td>
<td>19</td>
</tr>
</tbody>
</table>

*aHCP: health care practitioner.

*bOA: older adult.

*cScale from 1 to 5, with 5 indicating higher willingness. Answered only by HCP.

*dN/A: not applicable, certain measures were used only with HCP or OA.

*eScale from 0 to 100, with 100 indicating higher usability. Answered by both OA and HCP.

*fProportion of people who find the web-based decision aid acceptable. Answered by both OA and HCP.

*gScale from 1 to 5, with 5 indicating higher satisfaction. Answered by both OA and HCP.

*hDCS: decisional conflict scale.

*iScale ranging from 0 to 100, with 100 indicating higher clarity. Answered only by OA.

*jScale ranging from 0 to 100, with 100 indicating. Answered only by OA.

Comments on V2 came from 3 older adults and 1 HCP. Issues with content density were still prominent, as evidenced by one of the lowest increases in participants’ feelings of being informed before and after using the decision aid. Changes in V3 increased the postdecisional comfort score on the Informed subscale from 61.1 to 91.7, which reflects the effort put into facilitating navigation. Version 3 had the highest acceptability (92%), usability (mean 76.7, SD 10.1), and satisfaction (mean 5.0, SD 0.0) scores, which confirmed the
team’s efforts to layer the web-based decision aid to make it more manageable. The older adults still expressed misunderstanding of the values clarification exercise feedback page, which was the focus of the alterations in the next versions.

We made a final attempt at fixing the matrix table used on the VCE feedback page in V4. The older adults who evaluated this version presented relatively lower values clarity and perceptions of being informed before using the decision aid, and the qualitative comments indicated some frustration with the matrix table (the crux of the web-based decision aid). This seems to have influenced their assessments of the decision aid, as it scored the lowest in satisfaction and garnered one of the lowest usability scores.

In V5, we introduced a simpler values clarification exercise feedback format, which coincided with the highest posttest values for the Informed and Values Clarity measures, although the participants also had the highest scores in both of these subscales before using the decision aid. Nonetheless, these scores correspond to relatively high usability, acceptability, and satisfaction, and the comments appear to indicate that users understood this version of the feedback the best.

Version 6 introduced pictograms and a better classification of options to improve information recall, but it was tested with a single user only. The older adult that tested version 6 appreciated the usefulness of the pictograms. The highest increase in decisional comfort on the Values Clarity subscale was also measured in this round (mean_{pre} 50, mean_{post} 91.7), which suggests that the new feedback design achieved its goal. Usability (mean 55.0) and acceptability (mean 71.4) scores are, however, the lowest across all versions, but several comments made during data collection led us to believe that some of the SUS items may have been interpreted incorrectly. For example, to the SUS question “I think that I would need the support of a technical person to be able to use this system,” the sole participant that tested version 6 mentioned appreciating having access to technical resources in general, and thus gave a low usability score. These relatively low SUS scores also contrast with the user’s high level of satisfaction (mean 5.0) with the decision aid.

Users consistently demonstrated enthusiasm with regard to decision aid across all versions. HCPs sometimes expressed concerns about being able to integrate it into their practice, and older adults were not always sure that clinicians would care or have time to go through the whole process with them.

**Research Process**

Throughout the data collection process, several observations were made. First, asking users to review a mock-up instead of a finished product requires much more involvement from the interviewer, which prevented us from observing real user interaction with the web-based decision aid. Second, having the users communicate their difficulties was not always easy because they generally felt that they understood the content even when it was clear to the interviewer that they had not. This highlights the importance of the evaluation approaches used in this project because observations of users interacting with the decision aid and teach-back allowed more issues with the web-based decision aid to be raised, compared with direct comments from users regarding their appreciation of it. Finally, spending time with community-based users and listening to them talk about their experiences and share their stories while navigating the web-based decision aid emphasized the wealth of information available from direct contact with users. Many modifications made to the web-based decision aid were first suggested by users, such as the addition of pictograms, the use of arrow buttons at the bottom of each page, and enlargement of the font size.

**Discussion**

**Principal Findings**

This study aimed to adjust the level of detail of a web-based decision aid and to apply features that best support evidence-informed and value-based decision making for older adults with MCI. Our main findings indicate that, to achieve this goal, the web-based decision aid needs to provide a guided decision-making process, the content needs to be simple but not simplistic, and the interface and navigation should be intuitive and user friendly.

**Guided Decision-Making Process**

First, we found that a patient-centered web-based decision aid that helps adults >60 years with MCI to make a value-based decision performs better when it helps users clarify their priorities early on in the process. This allows for a tailored presentation of content that guides the user toward the most relevant options for their specific needs. Presenting fewer options at a time helps to avoid overwhelming the user with reading material about all available options, especially when there are several. Moreover, a study that was conducted with adults of various ages found that the first option presented in a decision aid was more likely to be chosen as a treatment option, especially when there were several options [49]. This suggests that it is important to present options in a way that reflects the user’s priorities, especially if their cognitive abilities may be impaired. It also coincides with the findings from a 2016 study that showed that a linear navigation had a higher success rate, lower performance time, better satisfaction ratings, and greater user preference than hypertextual navigation for elderly users [50]. In addition, it converged with studies showing that older people prefer having fewer options [13].

However, tailoring must be performed carefully to avoid removing essential information, as this could lead to bias in the decision-making process, increased decision conflict, and decreased knowledge [22]. More specifically, if a values clarification exercise is proposed to tailor information about options in a decision aid, then the aid should still allow access to information on all options as patients need sufficient knowledge of the options before being able to clarify their values [51].

Considering that web-based decision aids can also be used by HCPs and caregivers, in addition to older adults with MCI, they should remain flexible despite their general linearity, so people who prefer to either skip or read some sections exhaustively have the option to do so. In brief, the web-based decision aid...
should be directive rather than restrictive. This implies that, in the case of cognitively impaired people, the decision relies more heavily on the accuracy of the values clarification exercise, and therefore on the accurate pairing of each option with the priorities they are designed to meet.

**Simple, Not Simplistic**

Next, our team resorted to information layering to simplify the design while retaining the level of detail to support informed, shared decision making. This helped provide a straightforward layout that allowed users to understand the decision aid’s structure. The text was also modified to use clear and comprehensible wording to retain only meaningful content and remove overwhelming details. These results converge with the findings of Peters [12] that *less is more* when it comes to making informed and high-quality decisions, especially in people with lower numeracy skills. Considering that people with MCI often have episodic memory impairments [52], it is important that the information be concise, meaningful, and easy to remember. Our results indicate that the pictograms are a useful strategy to help users remember the options available and, in the process, summarize the information into a visual reminder. These findings converge with those found in literature reviews, indicating that pictograms are good for, among other things, increasing visual attention and recall [53,54].

In our streamlining efforts, we had to be careful about oversimplifying the decision aid’s content. Although users might find it easier for someone else to make the decision for them, studies show that informing them of the benefits and harms supports better outcomes [55]. Therefore, even if probabilities are hard to understand for most users, they are the very core of the decision aid, and we tried several approaches to make them clearer. The scientific literature reviews several ways of presenting risk probabilities (benefits and harms). Most agree that percentages and natural frequencies using a uniform denominator, as was done in the final version of the web-based decision aid, are the most effective way to present risks [56,57]. It has also been found that when visual aids such as icon arrays and bar graphs are added, comprehension—and retention—of the numbers increases significantly [57,58]. Nevertheless, other findings suggest that people with low graph literacy understand risks presented in numbers better, whereas people with high graphical literacy skills better understand those presented in graph form more readily [59]. It would be interesting to test a web-based decision aid that offers a graphical display of the risks in a layer for people seeking to learn more. Having said that, when an analysis was made of the participants’ perceptions of being informed and clear about their personal values before and after using the web-based decision aid, it showed that their comfort with decision making generally improved with the use of the tool.

**Intuitive and User Friendly**

Finally, we conclude from our findings that users require a seamless experience when navigating the web-based decision aid to avoid any distraction and frustration with the decision-making process. The SUS scores that we measured throughout the rounds suggest that we achieved *good* usability at best, according to Sauro’s reported average score of 68 across studies [44], despite several rounds of user testing. Some comments also suggest that the SUS items were not clearly understood, which might warrant validation in this population. These findings converge with those of Malinowsky et al [60], who found that older adults with MCI experience more difficulty using technology than those without any cognitive problems. Although further testing might help us reach greater usability, this emphasizes the importance of testing tools with the intended demographic during the design phase, to avoid creating decision aids that hinder the decision-making process instead of helping it. Our results show improved usability when the interface displays clear components that require little interaction (eg, checkboxes instead of drop-down menus) when page jumping is minimized (eg, pop-ups and information tips) and when all page content fits on a single screen, thereby eliminating the need to scroll down. This last observation converges with the results of another study on the implementation of a mobile health app, showing the value of content that is *at one’s fingertips* [45]. This is also consistent with the guidelines of the United States Department of Health and Human Services [61], which are based on Morville and Rosenfeld’s book [62] and which state that the interface should stay simple, with clear instructions and a page structure that is clear in its purpose [61].

**Limitations of the Study**

One of the limitations of the study is that the web-based decision aid shown at each round to the participants was a mock-up. This approach allowed us to minimize costs, to avoid programming several test versions of the decision aid, and is a standard approach used in website design. However, the mock-up functionality was limited and caused some unintended glitches. It is difficult to estimate the extent to which this affected the participants’ understanding of the web-based decision aid in general; however, the mock-up clearly impaired understanding of the values clarification exercise. In the mock-up, we had to predetermine values clarification exercise priorities to avoid unnecessary design work at an early stage. Knowing that older adults with MCI present deficits in their executive functions and working memory [63], it is possible that the task of planning for a fictitious case was even more difficult for them, perhaps even impossible for some. Many of the participants with MCI were confused or even frustrated at not being able to put their real priorities in the values clarification exercise. This type of reaction was also found in another study to build a web-based shared decision-making tool with older adults living with neurocognitive disorders [64]. We recommend using a fully functional values clarification exercise when testing prototypes for this type of participant.

This work is also limited by the small sample sizes of HCPs and older adults with MCI. The vulnerability of the population made it hard to recruit subjects with the help of HCPs, as they wanted to protect them from the hassles of a research project. Consequently, we had to rely on alternative strategies to recruit older adults with MCI. We could not, therefore, diversify the participants who helped at each evaluation round, for example, for levels of MCI, educational background, and technology skills. Further research projects could lead to qualitative interviews with a smaller number of participants while simultaneously asking a larger group to test the web-based...
decision aid. This would allow for the analysis of a larger amount of quantitative data while retaining the richness of the qualitative data gathered during the interviews.

Potential limitations of the quantitative data collected should also be clarified. The DCS that we used to help us tailor the decision aid measures only feelings about the decision, not the degree to which the values presented coincided with the individuals’ actual values. In addition, given that participants were face to face with their interviewers, some may have answered in a way they felt was expected of them (social desirability bias).

Conclusions

Overall, we can say that we have successfully identified and applied features that best support values clarification and understanding of evidence in older adults with MCI and have adjusted the level of detail of a web-based decision aid for individuals with MCI, although there is still room for improvement. For example, we designed this interactive decision aid for tablets and computers, whereas internet access is increasingly used via mobile devices.

In conclusion, this study resulted in a promising web-based decision aid. Further ongoing research will allow its implementation to be tested in clinical settings. This decision aid will be useful in supporting health workers who regularly interact with older adults, such as nurses, physicians, geriatricians, social workers, psychologists, community pharmacists, or volunteers from community organizations. This decision aid will allow HCPs to meaningfully engage older adults in the decision-making process, so that patient values are prioritized. It will also be useful in informing older adults with MCI of the options available to improve their cognitive abilities, allowing them to feel a greater sense of control over their condition.

Our findings support three recommendations to create web-based decision aids for older adults with MCI:

1. Although we recognize that some evidence supports understanding options before completing a values clarification exercise [5,51], our research suggests that the website should guide users in completing a values clarification exercise before presenting any options, allowing for tailoring of the presentation of options to the users’ priorities, while also allowing flexibility for those users who prefer jumping from one section to the other in no specific order.
2. Content should be simple, but not simplistic, notably by using information layering, lay language, and pictograms to represent each option.
3. The interface should be intuitive and user friendly, for example, by preferring check marks to drop-down menus, using pop-up windows and information tips, and by limiting the height of the window to avoid having to scroll down.

We also recommend that decision-aid developers consult users early on in the design process and combine observations of user interactions with the decision aid with a teach-back approach, to collect rich information from the get-go, and to ensure that they design an understandable and usable web-based decision aid for this more vulnerable population.
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Abstract

Background: Advance care planning is the process of discussing health care treatment preferences based on patients’ personal values, and it often involves the completion of advance directives. In the first months of 2020, a novel coronavirus, severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), began circulating widely in the American state of Colorado, leading to widespread diagnosis of coronavirus disease (COVID-19), hospitalizations, and deaths. In this context, the importance of technology-based, non–face-to-face methods to conduct advance care planning via patient portals has increased.

Objective: The aim of this study was to determine the rates of use of a web-based advance care planning tool through a health system–based electronic patient portal both before and in the early months of the COVID-19 pandemic.

Methods: In 2017, we implemented web-based tools through the patient portal of UHealth’s electronic health record (EHR) for patients to learn about advance care planning and complete an electronically signed medical durable power of attorney (MDPOA) to legally appoint a medical decision maker. Patients accessing the portal can complete and submit a legally valid MDPOA, which becomes part of their medical record. We collected data on the patients’ date of MDPOA completion, use of advance care planning messaging, age, sex, and geographic location during the early phase of the COVID-19 pandemic (December 29, 2019, to May 30, 2020).

Results: Over a 5-month period that includes the early phase of the COVID-19 pandemic in Colorado, total monthly use of the advance care planning portal tool increased from 418 users in January to 1037 users in April and then decreased slightly to 815 users in May. The number of MDPOA forms submitted per week increased 2.4-fold after the stay-at-home order was issued in Colorado on March 26, 2020 (P<.001). The mean age of the advance care planning portal users was 47.7 years (SD 16.1), and 2206/3292 (67.0%) were female. Women were more likely than men to complete an MDPOA, particularly in younger age groups (P<.001). The primary use of the advance care planning portal tools was the completion of an MDPOA (3138/3292, 95.3%), compared to sending an electronic message (148/3292, 4.5%). Over 50% of patients who completed an MDPOA did not have a prior agent in the EHR.

Conclusions: Use of a web-based patient portal to complete an MDPOA increased substantially during the first months of the COVID-19 pandemic in Colorado. There was an increase in advance care planning that corresponded with state government shelter-in-place orders as well as public health reports of increased numbers of COVID-19 cases and deaths. Patient portals are an important tool for providing advance care planning resources and documenting medical decision makers during the pandemic to ensure that medical treatment aligns with patient goals and values.
Portz et al
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Introduction

On March 11, 2020, the World Health Organization characterized coronavirus disease (COVID-19) as a pandemic. At that time, approximately 118,000 cases had been reported in 114 countries, and 4291 people had died worldwide due to COVID-19. As of June 2020, the fatality rates for COVID-19 have been estimated to be between 0.6% and 5%; these rates are highest among older adults and people with chronic conditions [1,2]. In the United States, the Centers for Disease Control and Prevention reports that 14% of patients with COVID-19 are hospitalized and 2% are admitted to an intensive care unit (ICU) [2]. In these cases, invasive procedures such as mechanical ventilation and extracorporeal membrane oxygenation may be used to treat seriously ill patients with COVID-19. As such, there is a need to discuss goals of care and desired treatments with patients, ideally before they become critically ill.

Advance care planning is the process of discussing medical treatment preferences based on personal values, and it often involves the completion of advance directives [3,4]. In the United States, advance directives are state-specific documents that include medical durable powers of attorney (MDPOAs) and living wills [5]. Advance care planning is associated with increased advance directive documentation, completion of medical orders for life-sustaining treatment preferences, and positive health outcomes, including reduced end-of-life hospitalizations, enhanced patient-provider communication, prevention of unwanted treatment, and improved family experience [6,7].

COVID-19 has stimulated advance care planning in emergency departments and ICUs, indicating a need to provide advance care planning interventions and resources prior to hospital admission [8]. Telehealth is the use of electronic information or telecommunication technologies to promote health and health services [9]. With increased social distancing and patient concerns about in-person clinic visits [8,10,11], telehealth use has rapidly increased. Centers for Medicare & Medicaid Services reimbursement has rapidly expanded to cover telehealth services such as nonemergent clinical visits, screening for COVID-19, and advance care planning counseling [12]. Telehealth has potential to provide health care services and applicable advance care planning tools during the pandemic and beyond [13,14]. Telehealth-based advance care planning programs are feasible to deliver and effective in improving advance care planning knowledge, communication, and advance directive documentation [15].

Patient portals provide patients with secure access to personal health information contained in their electronic health record [16]. In addition to the ability to view health information, patient portals support patient-initiated entry of health information and electronic interactions between patients and providers; this promotes engagement in care, including advance care planning [17-19]. Portals thus offer a particularly accessible platform for patients and care partners to learn about COVID-19 treatment options and communicate goals of care with their providers. Over the last 5 years, our research team has partnered with health care system information technology experts, patients, caregivers, and providers to develop, test, and implement patient portal advance care planning strategies [20-24]. Specifically, the UCHHealth patient portal offers patients the ability to learn more about advance care planning through web-based resources and provides the ability to create an electronically signed MDPOA form to choose a medical decision maker. The objective of this study is to examine advance care planning patient portal usage during the early stages of the COVID-19 pandemic.

Methods

This retrospective observational study examined advance care planning by patients using web-based advance care planning tools available through the UCHHealth patient portal that enable the completion of legally valid MDPOA forms. UCHHealth is a regional health care system serving Colorado (including metropolitan Denver, Colorado Springs, and Northern Colorado), southern Wyoming, and western Nebraska. In 2019, 1.9 million patients received care in 12 UCHHealth hospitals and 800 outpatient clinics. My Health Connection is the UCHHealth patient portal integrated within the Epic electronic health record (Epic Systems, version 2017); as of May 2020, approximately 735,000 patients had a My Health Connection account. The Colorado Multiple Institutional Review Board approved this project as an evaluation of a clinical initiative.

Patient Portal–Based Advance Care Planning Tools

We previously developed and tested tools to conduct advance care planning using the My Health Connection patient portal [22,23]. Briefly, since July 2017, the advance care planning portal tools has provided patients with access to evidence-based resources, the ability to send web-based messages with questions about advance care planning, and the ability to complete a legally valid state-specific electronic MDPOA form to choose a medical decision maker. Colorado law allows patients to create an electronic MDPOA with a valid patient signature (including electronic signatures) and does not require witnesses or notary signatures. To complete the MDPOA form (Figure 1), a patient-initiated questionnaire provides information about appointing a medical decision maker, shows the exact language of the legal MDPOA form, automatically provides the name of any previously charted medical decision maker from the EHR (“orally appointed” or from a pre-existing MDPOA), and then allows the patient to name a decision maker and add up to two alternative decision makers. In this process, a printable MDPOA form is created with an electronic signature and date/time stamp.

http://www.jmir.org/2020/8/e21385/
The decision maker information is displayed in a specific area of the EHR that is accessed by clinical teams. The advance care planning support team is notified when an electronic MDPOA form is submitted, briefly reviews the patient’s problem list and relevant clinical documentation for possible decision-making incapacity, then sends a message to the patient to confirm receipt of the MDPOA form. For out-of-state patients, this message notes that the MDPOA is valid for medical care received in Colorado. Patients can also use the portal message feature to contact the health system’s centralized advance care planning support team for questions and follow-up. As additional background, in Colorado, an orally appointed decision maker is a surrogate decision maker verbally chosen by an individual; however, that surrogate decision maker does not have as much legal authority as an MDPOA.

**Figure 1.** Screenshot of the advance care planning tools in the My Health Connection portal.

**Data Collection**

Data were collected from December 29, 2019, to May 30, 2020, an approximately 5-month period that includes the 2 months prior to community spread of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection in Colorado. These specific dates were chosen to enable comparison of 7-day weekly periods. The first COVID-19 diagnosis in Colorado was announced on March 5, 2020. Thus, January and February were effectively “pre–COVID-19” months in Colorado. Colorado implemented a statewide stay-at-home order on March 26, 2020. We collected data through chart review for UCHealth patients.
who interacted with the My Health Connection patient portal advance care planning tools, specifically by completing an electronic MDPOA form or by sending an electronic message to the advance care planning support team. Demographic information included age, sex, and geographic location (ie, metro Denver, northern Colorado, southern Colorado, or out-of-state address). To explore how patients who submitted an electronic MDPOA were choosing their health care agents, we categorized patients into the following five groups: 1) first-time designation of an MDPOA, no prior agent (orally appointed or MDPOA) in the EHR; 2) prior orally appointed agent in the EHR who is retained in the electronic MDPOA; 3) prior MDPOA on file and the same agent is retained in the electronic MDPOA; 4) prior MDPOA on file and the electronic MDPOA names a new agent; and 5) prior orally appointed agent in the EHR and the electronic MDPOA names a new agent. A prior MDPOA could include any MDPOA form in the patient’s EHR (either a paper document that was scanned into the patient’s record or a previously submitted electronic MDPOA).

We also identified invalid MDPOA submissions based on advance care planning support team review and discussion with the patient or their clinical team, as previously described [23]. Invalid MDPOA submissions often included MDPOA forms submitted by someone other than the patient when the patient did not have decision-making capacity to choose a health care agent.

Data Analysis
We used descriptive analyses to describe the characteristics of the patient portal users and expressed them as frequencies with percentages. Age categories were chosen to align with state-based surveys of community-based advance care planning rates [25]. We used chi-square tests to test gender differences across the age group distribution. Time series analyses were conducted on all data. To explore the changes in the use of the advance care planning tools in the patient portal, we used 9 weeks of data before and after March 26, 2020 (the start date of Colorado’s stay-at-home order). All tests for statistical significance were two-tailed, and a P value <.05 was considered statistically significant. All statistical analyses were performed using SAS version 9.4 (SAS Institute).

Results
Over a 5-month timeframe that includes the early phase of the COVID-19 pandemic in Colorado, the number of user clicks on the UCHealth advance care planning patient portal page increased from 3511 in January to 6819 in April and 10,077 in May. The total number of monthly advance care planning portal tool users increased from 418 in January to 1037 in April, then slightly decreased to 815 users in May (Figure 2). Week-to-week MDPOA completions varied within each month; however, a positive trend line and greater use were observed in April and May (Figure 3). In an interrupted time-series analysis, the number of MDPOA forms submitted per week increased by 92 after the Colorado stay-at-home order was issued on March 26, 2020 (P<.001). The weekly rate was 2.4-fold higher in the 9 weeks after March 26 compared to the nine weeks prior to March 26. Figure 3 shows the number of submissions of MDPOA forms though the UCHealth patient portal in the cultural context of health orders from the State of Colorado. On March 26, 2020, the governor of Colorado issued a statewide stay-at-home policy [26]. On April 5, the government of Colorado approved and publicized Crisis Standards of Care documents as guidelines for how the medical community should allocate scarce resources such as ventilators and intensive care unit beds in the extreme case when patient needs exceed the resources available [27]. The Colorado Department of Public Health and Environment also updated the statewide numbers of cases and deaths of individuals with COVID-19 throughout this time period [28].

From December 29, 2019, to May 30, 2020, 3292 patients used the advance care planning portal tools. These patients were mostly female (2206/3292, 67.0%) with a mean age of 47.7 years (SD 16.1). The ages of patients who used the advance care planning portal tools were relatively evenly distributed between 25 years and ≥65 years (Table 1). The largest group of users was people aged 25-34 years (721/3292, 21.9%). The age distribution in our total population differed significantly between women and men (P<.001), where the proportion of women who used the advance care planning portal tools was greater than that of men for all age groups and significantly greater in the younger age groups (Table 2). Regionally, all three health care regions of UCHealth were represented, with 1412/3292 (42.9%) from the metro Denver region.
**Figure 2.** Monthly use of the UCHealth advance care planning portal during the coronavirus disease pandemic by type of portal use. ACP: advance care planning; eMDPOA: electronic medical durable power of attorney.

**Figure 3.** Weekly use of advance care planning portal for electronic MDPOA completion, statewide COVID-19 deaths, and contemporaneous events during the COVID-19 pandemic. COVID-19: coronavirus disease. MDPOA: medical durable power of attorney.
Table 1. Characteristics of patient portal users from December 29, 2019 to May 30, 2020 (N=3292).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>148 (4.5)</td>
</tr>
<tr>
<td>25-34</td>
<td>721 (21.9)</td>
</tr>
<tr>
<td>35-44</td>
<td>684 (20.8)</td>
</tr>
<tr>
<td>45-54</td>
<td>578 (17.6)</td>
</tr>
<tr>
<td>55-64</td>
<td>543 (16.5)</td>
</tr>
<tr>
<td>≥65</td>
<td>618 (18.8)</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>2206 (67.0)</td>
</tr>
<tr>
<td>Male</td>
<td>1082 (33.2)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>4 (0.1)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
</tr>
<tr>
<td>Metro Denver</td>
<td>1412 (42.9)</td>
</tr>
<tr>
<td>North Colorado</td>
<td>1021 (31.0)</td>
</tr>
<tr>
<td>South Colorado</td>
<td>719 (21.8)</td>
</tr>
<tr>
<td>Out of state</td>
<td>140 (4.3)</td>
</tr>
<tr>
<td><strong>Type of interaction</strong></td>
<td></td>
</tr>
<tr>
<td>eMDPOA completion</td>
<td>3138 (95.3)</td>
</tr>
<tr>
<td>Message to advance care planning support team</td>
<td>148 (4.5)</td>
</tr>
<tr>
<td>Invalid MDPOA submission</td>
<td>6 (0.2)</td>
</tr>
<tr>
<td><strong>eMDPOA subgroups</strong></td>
<td></td>
</tr>
<tr>
<td>No prior agent (oral or MDPOA) and eMDPOA selects a new agent</td>
<td>1665 (50.6)</td>
</tr>
<tr>
<td>Prior MDPOA form and eMDPOA does not change the agent</td>
<td>644 (19.6)</td>
</tr>
<tr>
<td>Prior MDPOA from and eMDPOA selects a new agent</td>
<td>78 (2.4)</td>
</tr>
<tr>
<td>Prior orally appointed agent and eMDPOA does not change the agent</td>
<td>686 (20.8)</td>
</tr>
<tr>
<td>Prior orally appointed agent and eMDPOA selects a new agent</td>
<td>65 (1.3)</td>
</tr>
</tbody>
</table>

*a*eMDPOA: electronic medical durable power of attorney.

*b*MDPOA: medical durable power of attorney.

*c*Percentages total 95.3% (proportion of total eMDPOAs).

Table 2. Use of the advance care planning patient portal tools by age (P<.001) and gender (male/female).

<table>
<thead>
<tr>
<th>Age group (years)</th>
<th>Female, n (%)</th>
<th>Male, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-24 (n=148)</td>
<td>124 (83.8)</td>
<td>24 (16.2)</td>
</tr>
<tr>
<td>25-34 (n=720)</td>
<td>569 (79.0)</td>
<td>151 (21.0)</td>
</tr>
<tr>
<td>35-44 (n=682)</td>
<td>465 (68.2)</td>
<td>217 (31.8)</td>
</tr>
<tr>
<td>45-54 (n=578)</td>
<td>381 (65.9)</td>
<td>197 (34.1)</td>
</tr>
<tr>
<td>55-64 (n=542)</td>
<td>334 (61.6)</td>
<td>208 (38.4)</td>
</tr>
<tr>
<td>≥65 years (n=618)</td>
<td>333 (53.9)</td>
<td>285 (46.1)</td>
</tr>
</tbody>
</table>

The primary use of the advance care planning portal tools was the completion of a MDPOA (Table 1). Of the 3292 patients who completed an MDPOA, over 50% (1665/3292, 50.6%) did not have a prior agent in the EHR; thus, these 1665 patients named a medical decision maker during their completion of the MDPOA, ensuring that this information would be available to their health care providers. An additional 686/3292 patients (20.8%) officially appointed a previously orally appointed
person to be their legal medical power of attorney by submitting the MDPOA form. The third largest group of patient users (644/3292, 19.6%) were patients who already had an MDPOA on file and did not change their primary medical power of attorney in the new MDPOA, although in some cases they changed an alternate decision maker or added specific instructions as part of the form. Six patients in the 5-month period submitted an invalid MDPOA by selecting themselves as the decision maker or lacked decision-making capacity as determined through quality assurance review and discussion with the primary care provider or emergency contact.

Fewer than 5% of patient portal users who used the advance care planning tools sent an electronic message to a centralized advance care planning support team (148/3292, 4.5%). The majority of these messages were questions related to how users could submit existing paper advance directives so that these directives would be available in the EHR (this feature is planned but not currently available).

## Discussion

### Principal Findings

To our knowledge, this is the first study to identify a significant increase in patient-initiated completion of electronic MDPOAs through a patient portal during the COVID-19 pandemic. In the context of COVID-19, conducting advance care planning is increasingly important to ensure that patients have identified medical decision makers whom they trust and that they receive treatment that aligns with their values and preferences. Patient portals are a particularly useful tool for advance care planning during a pandemic because they are accessible 24 hours per day, do not require face-to-face contact, and are directly linked to health care providers and the EHR.

A significant increase in advance care planning portal tool use was seen in April 2020, aligned with increased awareness of the surge in COVID-19 cases, hospitalizations, and deaths in Colorado, the State of Colorado’s stay-at-home order (March 26 to April 26, 2020), and the widely publicized authorization of the state’s Crisis Standards of Care on April 5. The trend in increased MDPOA completion began in March, which is closely aligned with the announcement of the first COVID-19 case in Colorado (March 5, 2020). Although advance care planning is currently taking place in emergency departments and ICUs [8], these portal users did not submit the MDPOA during an inpatient encounter (data not shown). These users are likely accessing their patient portal account and documenting their preferences at home, away from the clinic and prior to possible emergency care. An existing MDPOA can streamline and enhance the quality of communication during a time of potential health system strain.

Approximately half of the MDPOA forms submitted during this timeframe were new submissions, suggesting that in the setting of the COVID-19 pandemic, people are interested in advance care planning and documenting their health decision makers. COVID-19 has heightened patients’ awareness of the potential of becoming seriously ill. These findings show that patients are willing to act on this knowledge without marked investment in health system resources. While health care providers are calling for improved advance care planning during the pandemic, little is known about patient needs and preferences regarding COVID-19–specific advance care planning processes. The technology of the portal may be an important facilitator. An electronic MDPOA can overcome barriers related to lack of documentation access, lack of ability to share completed forms with the health care system, and perceived time, financial, or legal barriers. These users may welcome the ability to complete the MDPOA through the patient portal instead of with an attorney or health care practitioner because of the need for dedicated appointments, which are likely difficult to access due to stay-at-home orders and clinic preference for telehealth appointments.

During a recent qualitative advance care planning patient portal study, older patients and their caregivers indicated a need for easy access to their current active MDPOA via the portal [29]. Access to the MDPOA enables ongoing review and updating of patient preferences, which are important aspects of advance care planning as an ongoing process [4,30,31]. Patients did use the advance care planning message tool, albeit less frequently; over half of the messages during the study period were sent in the month of April. This corresponds with the MDPOA completion spike in April and indicates that people who are interested in using the portal for advance care planning want to use the portal to share existing advance directives or may need technical assistance to use the portal. Patients have previously reported the need for technical assistance in using advance care planning portal tools [29].

Patients across the age spectrum used the advance care planning portal tools. Surprisingly, the largest age group of the users was 25 to 34 years, demonstrating that users in this age group are interested in engaging in advance care planning by choosing a medical decision maker. Advance care planning typically increases with age [32,33]. In Colorado, only 17% of adults aged 25 to 34 years have an advance directive, compared to 66% of adults over the age of 65 [25]. Although it is recommended to engage young adults in advance care planning, the majority of efforts target older adults or focus on young adults with life-limiting illness. Lack of advance care planning awareness and perception among healthy young adults that advance care planning is unnecessary are two major barriers to their involvement in advance care planning. However, young adults who have previous experiences with a seriously ill loved one have demonstrated increased advance care planning awareness and preference for completing an advance directive [30,31]. Contextually, at the end of May 2020, approximately 33% of Coloradans diagnosed with COVID-19 were aged 20 to 39 years (approximately 8728 individuals, as reported on June 6, 2020), and 6.6% of these cases resulted in hospitalization [28]. Because COVID-19 does not only affect older adults, young people may see the value in advance care planning. The patient portal mechanism for advance care planning documentation aligned with health communication and health information access values patients in the younger age demographic; therefore, patient portals are a sustaining strategy for promoting advance care planning in this population [34].
In addition to advance care planning, age is associated with patient portal adoption and use [35,36]. Healthy young adults and older adults, particularly those over the age of 75, are less likely to register for a patient portal account and to regularly use portal features. While this lack of portal use among younger adults is typically associated with their health status, lack of portal use by older adults is attributed to a lack of technology access or technical barriers [37]. Our studies indicate that patients chose to use the portal for advance care planning regardless of age and technical barriers. However, efforts should be made to increase advance care planning awareness among younger adults and address technical concerns among older adults.

In this cohort, women were more likely to complete an MDPOA across all age groups; however, this difference was more pronounced in younger age groups. Gender differences have been found in both patient portal use and advance care planning, with women being more likely to engage with a portal [36] and with advance care planning [25,32,33]. Even among young adults, a national survey found that male respondents reported less familiarity with the concepts of advance care planning, advance directives, and health care proxies [30]. In Colorado, approximately 48% of patients with COVID-19 are male; however, male patients represent 56% of COVID-19 deaths [28].

Limitations
There are limitations to our study. Our data lacked information on race, ethnicity, education status, and specific geographic location (ie, zip code) to determine rurality, which are all known to impact access to health care, health technology use, and advance care planning engagement [32]. We also did not capture the health status, medical diagnoses, prior engagement with advance care planning, or overall preferences related to consumer health technology, which can also be associated with patient portal use. While our study identified a significant increase in engagement with the portal over time, due to the retrospective cohort design of our study, we are unable to conclude that this increase is solely caused by the COVID-19 pandemic rather than other secular trends. Also, it is difficult to predict if the observed growth will be sustained throughout the pandemic period or if there was an immediate effect during the stay-at-home order. As seen in Figure 2, there was a slight decrease in portal use in May; therefore, ongoing investigation of the rate of engagement via the portal is warranted, as attention to advance care planning is beneficial as COVID-19 continues to spread across the United States. However, the use of electronic MDPOAs is not feasible in all states due to state-level requirements; this limits generalizability across states, where state laws may preclude use of the portal for completion of a legal MDPOA. Future research is needed to assess these potential covariates and capture user experiences regarding advance care planning portal use. Research should explore possible associations between patient MDPOA completion and the care provided in the treatment of COVID-19.

Conclusion
The use of a patient portal to complete a MDPOA form to choose a legal medical decision maker increased substantially during the first months of the spread of COVID-19 in the state of Colorado. With the currently increased interest in advance care planning among patients and health care providers, patient portals may be an important tool for advance care planning during the COVID-19 pandemic to enhance and supplement face-to-face advance care planning efforts in health systems.
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Abstract

Background: Computerized assessments are already used to derive accurate and reliable measures of cognitive function. Web-based cognitive assessment could improve the accessibility and flexibility of research and clinical assessment, widen participation, and promote research recruitment while simultaneously reducing costs. However, differences in context may influence task performance.

Objective: This study aims to determine the comparability of an unsupervised, web-based administration of the Cambridge Neuropsychological Test Automated Battery (CANTAB) against a typical in-person lab-based assessment, using a within-subjects counterbalanced design. The study aims to test (1) reliability, quantifying the relationship between measurements across settings using correlational approaches; (2) equivalence, the extent to which test results in different settings produce similar overall results; and (3) agreement, by quantifying acceptable limits to bias and differences between measurement environments.

Methods: A total of 51 healthy adults (32 women and 19 men; mean age 36.8, SD 15.6 years) completed 2 testing sessions, which were completed on average 1 week apart (SD 4.5 days). Assessments included equivalent tests of emotion recognition (emotion recognition task [ERT]), visual recognition (pattern recognition memory [PRM]), episodic memory (paired associate learning [PAL]), working memory and spatial planning (spatial working memory [SWM] and one touch stockings of Cambridge), and sustained attention (rapid visual information processing [RVP]). Participants were randomly allocated to one of the two groups, either assessed in-person in the laboratory first (n=33) or with unsupervised web-based assessments on their personal computing systems first (n=18). Performance indices (errors, correct trials, and response sensitivity) and median reaction times were extracted. Intraclass and bivariate correlations examined intersetting reliability, linear mixed models and Bayesian paired sample t tests tested for equivalence, and Bland-Altman plots examined agreement.

Results: Intraclass correlation (ICC) coefficients ranged from ρ=0.23-0.67, with high correlations in 3 performance indices (from PAL., SWM, and RVP tasks; ρ≥0.60). High ICC values were also seen for reaction time measures from 2 tasks (PRM and ERT tasks; ρ≥0.60). However, reaction times were slower during web-based assessments, which undermined both equivalence and agreement for reaction time measures. Performance indices did not differ between assessment settings and generally showed satisfactory agreement.

Conclusions: Our findings support the comparability of CANTAB performance indices (errors, correct trials, and response sensitivity) in unsupervised, web-based assessments with in-person and laboratory tests. Reaction times are not as easily translatable from in-person to web-based testing, likely due to variations in computer hardware. The results underline the importance of examining more than one index to ascertain comparability, as high correlations can present in the context of systematic differences, which are a product of differences between measurement environments. Further work is now needed to examine web-based testing.
Assessments in clinical populations and in larger samples to improve sensitivity for detecting subtler differences between test settings.

*(J Med Internet Res 2020;22(8):e16792) doi:10.2196/16792*
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## Introduction

Cognitive function is typically assessed during one-to-one administration of a neuropsychological test in a clinic or lab setting by a trained psychometrician [1]. However, in-person assessments entail significant costs, requiring employed and trained staff, as well as time and travel costs for personnel and participants [2]. These costs may limit their application and reduce resources for clinical and research activities, including patient care, optimizing power for research, and screening for clinical trials [3]. The requirement for one-to-one test administration may also limit participation to people who are willing and able to travel, making some communities underrepresented in clinical research (eg, individuals who are geographically isolated, non-drivers, physically disabled, and those suffering from agoraphobia or social phobias).

Computerized testing platforms and widespread access to fast and affordable internet has the potential to bring neuropsychological assessment into people’s homes [2-4]. Web-based neuropsychological assessments could help to meet increasing demands in clinical and cohort studies [3,5]: providing access to large samples, allowing fine-grained phenotyping of complex clinical conditions, facilitating access to patients and participants in remote areas or those with mobility problems, enhancing coordination of data collection across multiple sites, assisting in monitoring of patients with chronic or progressive neurological diseases, and enabling cost-effective screening for clinical trials.

Web-based automated assessments are inexpensive, are quick to conduct, and provide fewer restrictions on timing and location [2,5-7]. Evidence suggests that broadly targeted web-based assessments allow the recruitment of samples that are reasonably representative in terms of personality and adjustment characteristics and are more diverse than traditionally recruited samples in terms of geographical location, gender, and socioeconomic status [7]. Moreover, web-based assessments can reduce the cost of recruiting specialized samples or special interest groups [4,7].

However, the joint position paper for the American Academy of Clinical Neuropsychology and the National Academy of Neuropsychology [8] highlights the necessity of viewing unsupervised computer-based tests as new and different from those that are examiner administered, with adaptations of existing tests requiring equivalency or new normative data. Key differences between examiner-led and unsupervised computerized testing relate to 3 primary factors, which are likely to interact with task-specific characteristics (such as simplicity of the user interface, audibility and clarity of stimuli and instructions, type of response required, and how engaging and difficult a task is) to influence task performance:

1. **Examiner contact:** Social demands created by the presence of an examiner may affect performance [9]; examiner contact allows for behavioral observations to assess comprehension, mental state and competency, motivation, and task engagement [8,10]; the examiner can also provide additional explanation regarding tasks where needed [11], and structured encouragement to support participant motivation.

2. **Testing environment:** While the testing environment can be kept constant in the laboratory, it is uncontrolled elsewhere [8,10]. There is little control over the location, timing, and likelihood of participant distraction in unsupervised testing.

3. **Workstation:** Differences in the performance of computer hardware, software, processing speed, and internet speed, as well as response input method (touch screen versus key stroke or mouse click), are likely to impact test measures, particularly those relating to response timing [12].

Despite the key differences outlined earlier, web-based assessments have proven to be powerful for identifying age-related changes in cognitive processes [13], thus providing reliable data for a longitudinal and quantitative genetic analysis [2,14]. Previous reports have usually shown moderate correlations between web-based cognitive assessments and paper-and-pencil test variants [1,15], and moderate-to-high correlations between parallel computerized test versions assessing a broad range of cognitive domains administered in the lab and at home, or in supervised and unsupervised settings [16-19]. This suggests that web-based cognitive assessment may be considered a viable alternative to in-person assessment.

Here, we examine the comparability of unsupervised web-based tests completed at home against in-person lab-based assessment in selected tests from the Cambridge Neuropsychological Test Automated Battery (CANTAB). CANTAB is a widely used computerized assessment battery [20], published in over 2000 peer review papers [21], and is widely used in academic, clinical, and pharmacological research [22]. CANTAB tests include a suite of 19 cognitive assessments measuring aspects of cognitive functioning in different therapeutic areas, including attention and psychomotor speed, executive function, memory, and emotion and social cognition. Tasks can be used individually or as a battery to measure different aspects of cognitive function. CANTAB is usually administered under controlled settings in the presence of a trained researcher or clinician.

This study aimed to determine the comparability of unsupervised web-based assessment on CANTAB against a standard in-person assessment in a healthy adult population. The aim was to
examine the consistency of assessment outcomes across these 2 settings, and by extension to inform whether web-based testing could be used as an alternative or as a complementary assessment method producing similar results. We selected 7 tests from CANTAB, which correspond to those most frequently used in academic and clinical research in the cognitive domain of interest.

For web-based testing to show acceptable comparability, we required assessments to (1) show high levels of intersetting reliability, that is, the reproducibility of measures across settings [23], (2) show equivalence with in-person tests, and (3) meet established thresholds for agreement. Given the results from previous research comparing online and in-person tests reviewed earlier, we expected test performance indices to show acceptable comparability. However, we expected reaction time measures to perform more poorly due to the variance introduced by computing software, hardware, and response method.

**Methods**

**Power Analysis**

This study was powered to detect moderate-to-high intraclass correlations (ICCs) and moderate-to-large differences in test performance between test settings.

Power calculations to detect ICCs indicating adequate reliability were completed using the R package ICC.Sample.Size [24,25], a statistical package based on the work of Zou et al [26]. Using thresholds for clinical significance developed by Cicchetti [27], the following interpretations were adopted for ICC coefficients (p): 0.40, poor reliability; 0.40-0.59, fair; 0.60-0.74, good; 0.75-1.00, excellent. This indicated that a sample of 18 was required to detect an ICC that is indicative of good reliability (p=0.60) at 80% power, with a two-tailed α of .05. A sample of 45 would provide adequate power to detect an ICC that is indicative of fair reliability (p=0.40).

The power to detect differences between testing platforms was examined using the program G*power 3 [28]. This indicated that detecting an effect size of 0.4, at 80% power (two-tailed α at .05), would require a sample of 52 in a paired sample test with normal distribution, and between 35 and 47 for the nonparametric equivalent, depending on the underlying distribution of data (laplace and logistic, respectively). An effect size of 0.4 has been reported as relatively typical within psychological sciences [29,30]. This study utilizes the Bayesian approach as an adjunct to our frequentist analysis to consider the strength of evidence in favor of both the alternative and null hypotheses and compare their probabilities [31].

**Participants**

Participants were approached via fliers and advertisements posted on Facebook, targeting Cambridge, United Kingdom, and the immediate surrounding areas. These directed potential participants to a web-based screening questionnaire, administered via SurveyMonkey [32], through which participants provided basic demographic data (sex, age, and education level) and responses to questions probing eligibility for the study (exclusion criteria: history of dyslexia, concussion, head injury, neurological or psychiatric conditions, and nonfluent in English).

A total of 51 healthy adults were recruited into this study (32 women and 19 men), aged between 20 and 77 years, with a mean age of 36.8 (SD 15.6) years. Participants were highly educated, with 17.6% with school-level qualifications and 82.4% with university-level education, reflecting the demography of this region. All participants provided informed written consent to participate.

**Procedure**

Participants were allocated to one of the two groups (in-person first or web-based first), through randomization at the time of recruitment. However, where necessary, allocation from randomization was overridden, where participant availability or laboratory space constricted the timing of assessments. The allocation of test sessions was as follows: in-person testing first for 33 participants and web-based assessment first for 18 participants. Test sessions were completed on average 1 week apart (mean 7.24, SD 4.5 days, range 1-25 days, with the majority [82% of tests] between 3 and 9 days), again with variation due to participant and laboratory availability.

In-person assessments were completed at Cambridge University, Cambridge, United Kingdom. Participants were seated in a quiet room and presented with CANTAB loaded onto an iPad (iPad 9.7, IOS operating system, [33]). The CANTAB test administration is fully automated, with on-screen text instructions and additional voiceover guidance for each task, explaining task goals and response requirements. For tests requiring training in addition to instruction (see Measures), training trials are incorporated within the automatic test administration. The transition from training to tests proceeds automatically, as do transitions between tests. Responses were logged via the touch screen. A trained psychometrician was present, whose role was to provide technical support where needed or additional instructions where required as well as to log observations (distraction or problems) during task performance.

Web-based assessments were completed via the CANTAB Connect web-based testing feature [34]. This delivered assessments which, from the viewpoint of the participant, were identical to those administered in-person, with the exception that they were administered at home and on personal computing systems. Web-based testing was enabled only on desktop or laptop computers, and not on touch screen devices. Responses were logged using mouse or trackpad clicks. Identical to in-person assessments, test administration was automated, with on-screen text instructions and additional voiceover guidance for each task, training incorporated into tasks where required, and automatic transitions between tests. Web-based CANTAB tests are designed to be resistant to low bandwidth by preloading or caching of data, allowing tests to be run in offline mode in testing locations where internet connectivity is poor. The application code is designed for cross-browser support and uses ubiquitous HTML and JavaScript features to support commonly used platforms. Extensive automated and manual tests are carried out to test functionality across browsers and ensure that the tests operate correctly and record accurate data.
Distraction during web-based assessment was documented with inbuilt programming to log if tasks were completed in full-screen mode, or if the participant tabbed to another browser window during the task. Participants were also asked at the end of the testing session if they were distracted during testing, although the nature of the distraction was not queried. These different forms of distraction were logged, but not differentiated, in the study database during data collection.

**Measures**

A total of 7 CANTAB tests (Figure 1) were administered. Cognitive outcome measures include performance indices (eg, number of trials solved, number of errors, response sensitivity) and reaction time (response times). For both in-person and web-based assessments, tests were administered in the following order:

**Figure 1.** Screenshots of Cambridge Neuropsychological Test Automated Battery tests administered: (A) Paired Associate Learning, (B) One Touch Stockings of Cambridge, (C) Pattern Recognition Memory, (D) Spatial Working Memory, (E) Emotion Recognition Task, and (F) Rapid Visual Information Processing.

1. Paired associate learning (PAL) [22] is an 8-min test of visual episodic memory. The screen displays a number of boxes and shows the interior of each box in randomized order to briefly reveal patterns in some boxes. Patterns are then displayed in the middle of the device screen one at a time, and the participant must identify the box in which each pattern was originally located. If an error is made, boxes are opened in sequence again to remind participants of the pattern locations. The test begins with a practice trial, which includes 6 boxes in which there are 2 patterns. Once the practice trial is successfully completed, the test begins. The task increased in difficulty after each successfully completed stage, with trials including 2, 4, and 6 different patterns in 6 boxes, and finally 8 different patterns in 8 boxes. The task discontinues when a participant fails to locate all patterns after 4 attempts on the same trial. Key outcome measures included PAL Total Errors Adjusted, the total number of errors adjusted for the stages not completed due to early discontinuation, and PAL First Attempt Memory Score, the number of times a participant chooses the correct box on their first attempt across each stage.

2. One touch stockings of Cambridge (OTS) [35] is a 10-min test of executive function, assessing spatial planning and working memory, and based on the Tower of London test. The screen shows 2 displays, each containing 3 colored balls that look like stacks held in stockings or socks suspended from a beam. The target configuration is shown at the top of the screen and the starting arrangement below. The subject must determine the number of moves required to match the starting configuration to the target. One move consists of taking 1 ball from its current location and placing it in a stocking that has free space. Only the top ball in any stocking may be moved (the balls below are inaccessible until any balls above have been moved), and a ball placed in a stocking drops to the lowest free space available. Participants must solve each problem without moving the balls, by indicating the number of moves required by selecting a numbered box at the bottom of the screen. The task begins with 3 training trials. The first two show how the balls would be moved before participants select their...
response, and the third only shows the solution when the participants’ response is incorrect. Once training is completed, the task then progresses with increasing difficulty. Key outcomes included problems solved on first choice and median latency to correct response.

3. Pattern recognition memory immediate (PRM-I) [36] is a 3-min test of immediate visual pattern recognition. A series of 18 simple but abstract stimulus patterns are shown in the center of the screen for 3000 ms each. The screen then displays pairs of patterns, one novel pattern and one that was shown previously. The participants have to select patterns that they recognize from the presentation phase. Participants receive performance feedback in the form of a tick or cross after every response. Key outcome variables include the percentage of correct responses and median latency of correct responses.

4. Spatial working memory (SWM) [35] is a 4-min test of retention and manipulation of visuospatial information. Participants click on colored boxes presented on the screen to inspect their contents and reveal a token hidden below. They then move these tokens to a collection area on the right-hand side of the screen. The key task instruction is that tokens will not be located in the same box twice during each trial. Outcome measures include SWM Between Errors: the number of times the participant incorrectly revisits a box, calculated across all assessed 4, 6, and 8 token trials; and SWM Strategy: the number of unique boxes from which a participant starts a new search in the 6 and 8 box trials. More efficient searches are carried out by searching boxes in a fixed order [37]. The task discontinues after 20 failed inspections during 4-token trials, 30 failed inspections for 6-token trials, and 40 failed inspections for 8-token trials.

5. The emotion recognition task (ERT) [38] is a 7-min test measuring participants’ ability to identify 6 basic facial emotion expressions along a continuum of expression magnitude. Participants fixate on a white “+” cross in the center of the screen for 1500 to 2500 ms, after which a face stimulus is displayed for 200 ms followed by a stimulus mask image for 250 ms. Participants then choose the most appropriate emotion from a list of 6 options (sadness, happiness, fear, anger, disgust, or surprise). Outcome measures included the total number of hits and median latency to correct responses.

6. Pattern recognition memory delayed (PRM-D) is a 2-min test of delayed visual pattern recognition. Patterns displayed for PRM-I are revisited and recognition is probed in the same manner as described in (3) after delay. In this study, the delay between PRM-I and PRM-D was approximately 12 min. Key outcome variables include the percentage of correct responses and median latency of correct responses.

7. Rapid visual information processing [39] (RVP) is a test of sustained attention lasting 7 min. Digits from 2 to 9 are presented successively at the rate of 100 digits per minute and in a pseudorandom order. Participants are asked to respond to target sequences of digits (eg, 3-5-7, 2-4-6, 4-6-8) as quickly as possible by clicking or pressing a button at the center of the device screen. The level of difficulty varies with either 1- or 3-target sequences that the participant must watch for at the same time. Outcome measures included a signal detection measure of response sensitivity to the target, regardless of response tendency (RVP A': expected range is 0-1) and the median response latency.

CANTAB test structures are identical for each administration, across both in-person and web-based assessments. However, for most CANTAB tests (OTS, PAL, RVP, PRM, and ERT), stimuli are allocated at random from a broader stimulus pool during each assessment, making it unlikely that participants complete the same problems more than once. For the SWM test, token locations are not fixed but instead programmed to respond to participants’ performance and selection strategy, reducing the risk of participants being able to learn the location of tokens from one assessment to the next. These adaptive features aim to reduce practice effects on repeat testing and also mean that there are no set variants of the tests that can be compared in a group-wise fashion.

Statistical Analysis

Frequentist analyses including mixed models, regressions, correlational analysis, and ICCs were completed in SAS version 9.4. Statistical significance thresholds were set at $P \leq 0.05$ (two tailed). The Bayesian statistical analysis was carried out using JASP [40].

Outliers were identified using the methods recommended by Aguinis et al [41], first through visual plotting and then confirmed numerically, using a cutoff of 2.24 SD units above or below the mean. One data point was excluded from each of the following assessments: RVPA, RVP Median Latency to Correct Response, PRM Percentage Correct Immediate, and PRM Median Latency Immediate and Delayed (ranging 4.5-6.9 SD units from mean, all acquired during the web-based assessment).

To allow the comparison with test-retest reliabilities commonly reported in the literature [3,5,18,42], bivariate coefficients were computed to measure the strength of the linear association of outcome measures across test settings. Spearman rank correlations are reported because of the nonnormal distribution of data. To control for variation in the duration between assessments, partial correlations were completed, which examined correlations of test results between settings after covarying for the duration between tests.

However, although the correlational analysis reflects the degree to which paired observations follow a straight line, they do not inform regarding the slope of the line or whether the sets of observations capture the same metric or range of scores [43]. ICCs were selected as the primary reliability measure, because ICCs assume that the variables investigated share both their metric and variance and incorporate both random and systematic errors when calculating consistency between assessments [44,45]. ICCs therefore account for both consistency in performance (the degree of correlation) between test settings as well as capturing any systematic changes in the mean (the degree of agreement) [46]. Following guidance by Koo and Li [46] and justifications outlined in detail in Hansen et al [5], ICC was calculated based on a single-rating, absolute agreement.
Bayes factors above 1 seen as evidence for the alternative hypothesis \( (H_1) \) and their 95% credible intervals, \( r = 0.707 \) was selected, and a Bayes factor robustness check was completed to examine if the qualitative conclusions changed with additional fixed effects of age, an age-by-setting interaction, and distraction during web-based testing (dummy coded as 1=distracted, 0=not distracted). This second model tested whether age affected performance and interacted with assessment setting to affect test results, and whether distraction during web-based assessment contributed to differences in test results.

The normality of the distribution of residuals was examined, and where required data were transformed before data analysis. Transformations included log transformations for PAL Total Errors Adjusted, SWM Between Errors, OTS Problems Solved on First Choice, and OTS Median Latency to Correct response and square root transformation for PAL First Attempt Memory Score. For most variables, transformations were successful and a linear mixed model was carried out (SAS command PROC MIXED). For PRM-I and PRM-D percentage correct, transformations were not successful. These data were reverse transformed (calculated as the percentage correct subtracted from 100) and were analyzed with mixed models with gamma error distributions and log links (SAS command PROC GLIMMIX).

Evidence in favor of the null hypothesis was examined using a Bayesian approach [50]. The advantage of using the Bayes factor over classical significance testing is that it provides a comparison of how likely the null hypothesis is compared with the alternative hypothesis [31]. Bayesian paired samples \( t \) tests were conducted, and Bayes factor test statistics were extracted, alongside effect sizes (\( \delta \)) and their 95% credible intervals, contrasting the likelihood of data fitting under the null hypothesis \( (H_0: \text{no difference between test settings}) \) with the alternate hypothesis \( (H_1: \text{there is a difference between test settings}) \). A default Cauchy prior width of \( r = 0.707 \) was selected, and a Bayes factor robustness check was completed to examine if the qualitative conclusions changed with reasonable variations to the prior width. Bayes factors (BF\( _{10} \)) were interpreted using a classification scheme adopted from Wagenmakers et al [51]: with Bayes factors below 1 seen as evidence for the null hypothesis (0.33-1: anecdotal evidence; 0.1-0.33: moderate evidence; <0.1 strong evidence for \( H_0 \)), and Bayes factors above 1 seen as evidence for \( H_1 \).

Agreement between test settings was examined with Bland-Altman plots [52]. These plots the difference between assessments (eg, \( A-B \)) versus the average across paired measures (\( A+B/2 \)), along with 95% limits of agreement [53]. The plots serve as a visual check that the magnitude of the differences is comparable throughout the range of measurement. Distributions of difference scores were assessed using Kruskal-Wallis tests, and where these were nonnormally distributed, raw data were log transformed before plotting and analysis. Other transformations were not considered, as these are not advised for this method of analysis [52,54]. Agreement is considered adequate when 95% of data points lie within limits of agreement [52]. Proportional bias was examined by regressing difference scores against mean scores to identify the tendency for the difference to increase or decrease with higher score magnitudes [55].

**Results**

**Test Completion**

Full test data were obtained from all participants with the exception of 2 individuals for whom the SWM test terminated early due a large number of errors made during web-based assessment. During in-person assessments, support from the examiner was required on 4 occasions (3 times for volume adjustment during PAL testing and once for additional instruction on the PRM immediate recognition task). Distraction, either through self-report or due to participants tabbing away from the assessment window during web-based assessments, was noted for 16 participants for PAL, ERT, OTS, and PRM-I tests and for 17 participants during SWM, RVP, and PRM-D tests.

**Reliability**

Bivariate correlation coefficients and ICCs are shown in Table 1. Spearman correlation coefficients across testing settings ranged from 0.39 to 0.73 (\( P < .01 \)). ICCs ranged from 0.23 to 0.67 (\( P \leq .05 \)). A total of 5 tests had ICC coefficients meeting the cutoff at \( \geq 0.60 \), with PAL Total Errors Adjusted just meeting requirements (exact ICC coefficient 0.595, rounded up), and above threshold coefficients for RVP A’, SWM Between Errors, PRM-I Median Latency, and ERT Median Correct Reaction Time. Partial correlations of test results across settings after controlling for the duration between tests produced very similar results. These are shown in Multimedia Appendix 1.

**Equivalence**

Descriptive statistics and results from the mixed model assessing fixed effects of test setting and time are presented alongside the Bayesian analysis results in Table 2. Mixed models revealed no significant differences between in-person and web-based assessments for performance indices (\( P = .10 \) to .54). However, 3 of the 5 reaction time measures showed differences across test settings (response latencies for PRM-I, PRM-D, and ERT tasks), with web-based assessments yielding slower median response times (\( P < .001 \) to .03). Practice effects were seen for RVP and SWM performance indices, showing improvement on second administration (\( P < .01 \)). Response latencies were faster on the second administration for OTS responses (\( P = .001 \)).
Additional fixed effects of age, an age-by-setting interaction effect, and distraction were incorporated into mixed models. Age effects on test performance, showing a decline in test performance with increasing age, were found for all outcome measures with the exception of RVP $A'$. The percentage of correct responses on PRM-I and PRM-D, and OTS Problems Solved on First Choice. No significant age-by-setting interactions were observed, indicating that test performance did not differ between in-person and web-based testing as a function of age, although there was a trend for slower reaction times on web-based testing for older participants on the PRM-I task (PRM-I Median Latency: $F_{1,45}=4.01, P=.051$; for all other tests $F$ statistic range 0.02-2.49; $P=.12$ to $.90$). Effects of distraction were nonsignificant for most tests, but reached or neared significance thresholds for certain reaction time measures (ERT Median Correct Reaction Time: $F_{1,47}=6.03, P=.02$; RVP Median Reaction Time: $F_{1,46}=3.78, P=.06$).

Bayesian analyses supported the null hypothesis ($H_0$: no difference between test settings) over the alternate hypothesis: $BF_{10}=0.161-0.54$) for all performance indices. Applying the classification scheme adopted from Wagenmakers et al [51], support for the null hypothesis was anecdotal for 3 variables (PAL, First Attempt Memory Score, SWM Strategy, and ERT Total Hits), and moderate for 6 other performance indices. No change in the qualitative conclusions was seen with reasonable variations in the prior width. The effect sizes were small (0.15-0.27).

The alternate hypothesis, reflecting a difference between test settings, was supported for 3 out of the 5 reaction time measures (response latencies on PRM-I, PRM-D, and ERT tasks), with support being between anecdotal for the PRM measures ($BF_{10}=1.60-2.15$) and very strong for ERT ($BF_{10}=512557.32$). Effect sizes were in the low-to-large range (0.04-1.69). Moderate support for the null hypothesis was seen for the RVP and OTS reaction time measures.

### Table 1. Reliability analysis for outcome measures of Spearman correlation coefficients and intraclass correlations between test results obtained in-person and in web-based assessments.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Spearman correlation coefficient</th>
<th>$P$ value</th>
<th>Intraclass correlation coefficient</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAL$^a$ total errors adjusted</td>
<td>0.54</td>
<td>&lt;.001</td>
<td>0.60</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PAL first attempt memory score</td>
<td>0.45</td>
<td>.001</td>
<td>0.51</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>OTS$^b$ problems solved on first choice</td>
<td>0.39</td>
<td>.005</td>
<td>0.40</td>
<td>.002</td>
</tr>
<tr>
<td>OTS median latency to correct</td>
<td>0.55</td>
<td>&lt;.001</td>
<td>0.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PRM-I$^c$ percentage of correct trials</td>
<td>0.40</td>
<td>.004</td>
<td>0.34</td>
<td>.008</td>
</tr>
<tr>
<td>PRM-I median latency</td>
<td>0.61</td>
<td>&lt;.001</td>
<td>0.65</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SWM$^d$ between errors</td>
<td>0.61</td>
<td>&lt;.001</td>
<td>0.62</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>SWM strategy</td>
<td>0.50</td>
<td>&lt;.001</td>
<td>0.49</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ERT$^e$ total hits</td>
<td>0.54</td>
<td>&lt;.001</td>
<td>0.57</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>ERT median correct reaction time</td>
<td>0.73</td>
<td>&lt;.001</td>
<td>0.61</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PRM-D$^f$ percentage of correct trials</td>
<td>0.49</td>
<td>&lt;.001</td>
<td>0.49</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>PRM-D median latency</td>
<td>0.57</td>
<td>&lt;.001</td>
<td>0.56</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RVP$^g$ $A'$</td>
<td>0.71</td>
<td>&lt;.001</td>
<td>0.67</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>RVP median latency</td>
<td>0.41</td>
<td>.003</td>
<td>0.23</td>
<td>.048</td>
</tr>
</tbody>
</table>

$^a$PAL: paired associate learning.
$^b$OTS: one touch stockings of Cambridge.
$^c$PRM-I: pattern recognition memory immediate.
$^d$SWM: spatial working memory.
$^e$ERT: emotion recognition task.
$^f$PRM-D: pattern recognition memory delayed.
$^g$RVP: rapid visual information processing.
Table 2. Descriptive data for outcome variables and statistical results for equivalence analyses. Time at assessment (first vs second assessment) and test setting (in-person or web-based). Mixed effects model and Bayesian t test statistics

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Descriptive statistics</th>
<th>Mixed model test statistics</th>
<th>Bayesian paired t test statistics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time of assessment, mean (SD)</td>
<td>Test setting, mean (SD)</td>
<td>First vs second assessment</td>
</tr>
<tr>
<td></td>
<td>First assessment</td>
<td>Second assessment</td>
<td>In-person</td>
</tr>
<tr>
<td>PAL&lt;sup&gt;a&lt;/sup&gt; total errors adjusted</td>
<td>12.06 (13.76)</td>
<td>11.00 (13.21)</td>
<td>12.43 (14.53)</td>
</tr>
<tr>
<td>PAL first attempt memory score</td>
<td>14.49 (4.31)</td>
<td>14.57 (3.83)</td>
<td>14.14 (4.28)</td>
</tr>
<tr>
<td>OTS&lt;sup&gt;b&lt;/sup&gt; problems solved on first choice</td>
<td>11.73 (1.81)</td>
<td>11.90 (1.95)</td>
<td>11.69 (1.96)</td>
</tr>
<tr>
<td>OTS median latency to correct (ms)</td>
<td>13933.22 (8130.39)</td>
<td>11525.04 (6651.39)</td>
<td>12718.31 (8124.91)</td>
</tr>
<tr>
<td>PRM-F&lt;sup&gt;c&lt;/sup&gt; percentage correct</td>
<td>92.48 (13.67)</td>
<td>92.17 (12.76)</td>
<td>92.98 (11.83)</td>
</tr>
<tr>
<td>PRM-I median latency (ms)</td>
<td>1533.67 (367.19)</td>
<td>1587.89 (448.00)</td>
<td>1506.80 (376.83)</td>
</tr>
<tr>
<td>SWM&lt;sup&gt;d&lt;/sup&gt; between errors</td>
<td>7.80 (8.08)</td>
<td>4.92 (6.40)</td>
<td>6.96 (7.27)</td>
</tr>
<tr>
<td>SWM strategy</td>
<td>7.04 (2.55)</td>
<td>5.67 (2.68)</td>
<td>6.71 (2.65)</td>
</tr>
<tr>
<td>ERT&lt;sup&gt;e&lt;/sup&gt; total hits</td>
<td>30.67 (4.18)</td>
<td>30.53 (4.52)</td>
<td>31.06 (4.13)</td>
</tr>
<tr>
<td>ERT median correct reaction time (ms)</td>
<td>1274.50 (414.45)</td>
<td>1370.55 (510.74)</td>
<td>1174.45 (419.26)</td>
</tr>
<tr>
<td>PRM-D&lt;sup&gt;f&lt;/sup&gt; percentage correct</td>
<td>89.87 (12.73)</td>
<td>88.83 (15.49)</td>
<td>89.87 (14.17)</td>
</tr>
<tr>
<td>PRM-D median latency (ms)</td>
<td>1731.65 (417.72)</td>
<td>1801.47 (463.71)</td>
<td>1698.15 (462.43)</td>
</tr>
<tr>
<td>RVP&lt;sup&gt;g&lt;/sup&gt; A&lt;sup&gt;+&lt;/sup&gt;</td>
<td>0.92 (0.05)</td>
<td>0.95 (0.04)</td>
<td>0.94 (0.04)</td>
</tr>
<tr>
<td>RVP median latency (ms)</td>
<td>452.96 (84.52)</td>
<td>436.98 (71.60)</td>
<td>449.32 (72.05)</td>
</tr>
</tbody>
</table>

<sup>a</sup>PAL: paired associate learning.  
<sup>b</sup>OTS: one touch stockings of Cambridge.  
<sup>c</sup>PRM-I: pattern recognition memory immediate.  
<sup>d</sup>SWM: spatial working memory.  
<sup>e</sup>ERT: emotion recognition task.  
<sup>f</sup>PRM-D: pattern recognition memory delayed.  
<sup>g</sup>RVP: rapid visual information processing.
**Agreement**

Bland-Altman plots showed overall good agreement between test settings for performance indices (see Figure 2, for example, for PAL Total Errors Adjusted). Only 2 performance indices fell short of the requirement that 95% of the data points should lie within limits of agreement (PAL First Attempt Memory Score and SWM Strategy, with 94% and 92% of data points within limits of agreement, respectively). The PAL First Attempt Memory Score showed a proportional bias ($F_{1,50}=7.43; P=.009; R^2=0.13$), with lower mean scores being associated with greater difference between measurements (Figure 3). For all other performance measure plots, no bias was seen relating to the test setting, and difference magnitudes were comparable throughout the range of measurements. Performance data from PRM tasks and from SWM Between Errors could not be accurately visualized using Bland-Altman plots because of significant nonnormality of the difference scores that could not be corrected through logarithmic transformation.

**Figure 2.** Comparability of Paired Associate Learning Total Errors Adjusted across test settings. Density plot for (A) web-based assessment and (B) in-person assessment showing similar distributions; (C) scatterplot with reference line showing linear relationship between assessment settings ($\rho=0.54$); (D) Bland-Altman plot: mean difference (solid black line) is close to zero, showing no bias; dashed lines delimit limits of agreement. Comparable magnitudes of difference are seen throughout the range of measurements, and 96% of the data within limits of agreement.
For reaction time measures, Bland-Altman plots reflected bias in test settings in PRM-I and PRM-D response latencies and ERT Median Correct Reaction Time (eg, Figure 4), confirming the findings from the mixed model and Bayesian analyses. Additionally, for all reaction times, 94% of the data points were within limits of agreement, falling short of the 95% cutoff. Visual inspection of the plots confirmed comparable magnitudes of difference throughout the range of measurements, and regression analyses revealed no proportional bias ($R^2$ range 0-0.05; $P=0.12$ to 0.67).
Figure 4. Comparability of Emotion Recognition Task median correct reaction time (in ms) across test settings. Density plot for (A) web-based assessment and (B) in-person assessment, showing broader distribution of timings (range 500-3000 ms) and slower overall timings for web-based assessment compared to in-person assessment (range 500-2500 ms); (C) scatterplot with reference line showing strong linear relationship between assessment settings ($\rho = 0.73$); (D) Bland-Altman plot: mean difference (solid black line) is shifted above zero, demonstrating bias; dashed lines show limits of agreement. Comparable magnitudes of difference are seen throughout the range of measurements, and 94% of the data within limits of agreement.

Discussion

This study examines the comparability of the widely used CANTAB administered unsupervised via the internet against a typical in-person lab-based assessment, using a counterbalanced within-subjects design. We imposed strict criteria for comparability, including satisfactory intersetting reliability, equivalence, and agreement across test settings. Overall, our results support the comparability of performance indices (errors, trials completed, and response sensitivity) acquired during web-based assessments. Reaction time measures show poorer comparability, with results revealing significant differences and poor agreement between test settings.

Bivariate correlation coefficients between the 2 modes of test administration ranged between 0.39 and 0.73, broadly in keeping with previous research comparing in-person and web-based assessment of other cognitive tasks [16,18,19]. The correlations reported here are similar to previously reported test-retest correlations in the CANTAB tests. An overview of test-retest correlations for CANTAB performance indices from previously published papers (and in different test populations) can be seen in Multimedia Appendix 1.

ICCs were higher for some tests than for others, with fair reliabilities (ICC $p=0.40-0.49$) seen for planning and executive function tasks (SWM Strategy and OTS performance measures).

Previous research has shown that cognitive measures are subject to significant intraindividual variation [56]. A meta-analysis showed that test-retest reliabilities can differ depending on the tests completed and the cognitive functions that they tap into, with lower reliability typically seen for tests assessing executive functions and memory [57]. Poor reliability was seen for PRM-I percentage of correct trials in this study, which could be attributable to the low variance and high ceiling-level performance on this task in this healthy volunteer sample.

ICCs and Spearman correlations generally provided similar results, but showed greater discrepancy for reaction times, where there was a difference in the range and average between assessment settings. In these cases, ICCs typically presented a tempered correlation coefficient in comparison to Spearman correlations, reflecting that this statistic takes into account systematic error between assessments.

Learning effects are likely to have had an impact on concordance between test settings [16]. Practice effects with improvement on the second test administration were seen for 4 outcome measures (RVP A’, SWM Strategy, SWM Between Errors, and OTS Median Latency to Correct response). Previous work has shown increased susceptibility to specific tests, in particular those assessing visual memory, to practice effects [58]. The novelty of a test, particularly in the executive function domain, is also thought to influence susceptibility to practice effects [59]. Owing to these effects, it is recommended that a
familiarization session, to reduce the immediate effect of novelty of tests and testing procedures, is used before baselining cognitive performance in clinical trials and other within-subject designs. Practice effects were not seen for the remaining outcome measures, which may be due to the use of alternate test stimuli [57]. In most CANTAB tests, stimuli are allocated at random from a broader stimulus pool during each assessment, reducing the likelihood that participants completed the same problems more than once.

Two out of 9 performance indices met all predefined criteria for comparability between measures. PAL Total Errors Adjusted and RVP A’ test scores did not differ between test settings, showed good intersetting reliability, and showed acceptable agreement on Bland-Altman plots. Additionally, for SWM Between Errors, Bland-Altman analyses were not completed, but the intersetting reliability was good, and there was no evidence of performance differences between settings. These measures are therefore determined to have good overall comparability vis-à-vis typical in-person assessment (overview shown in Table 3).

Table 3. The overall assessment of web-based outcome measures with regard to 3 criteria.

<table>
<thead>
<tr>
<th>Outcome variable</th>
<th>Reliability</th>
<th>Equivalence</th>
<th>Agreement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Performance indices</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAL&lt;sup&gt;d&lt;/sup&gt; total errors adjusted</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PAL first attempt memory score</td>
<td>x</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>OTS&lt;sup&gt;f&lt;/sup&gt; problems solved on first choice</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PRM-I&lt;sup&gt;b&lt;/sup&gt; percentage of correct trials</td>
<td>x</td>
<td>✓</td>
<td>—&lt;sup&gt;i&lt;/sup&gt;</td>
</tr>
<tr>
<td>SWM&lt;sup&gt;b&lt;/sup&gt; between errors</td>
<td>✓</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td>SWM strategy</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>ERT&lt;sup&gt;k&lt;/sup&gt; total hits</td>
<td>x</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>PRM-D&lt;sup&gt;j&lt;/sup&gt; percentage of correct trials</td>
<td>x</td>
<td>✓</td>
<td>—</td>
</tr>
<tr>
<td><strong>RVP&lt;sup&gt;m&lt;/sup&gt; A’</strong></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Reaction time measures</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OTS median latency to correct</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>PRM-I median latency</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>ERT median correct reaction time</td>
<td>✓</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>PRM-D median latency</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>RVP median latency</td>
<td>x</td>
<td>✓</td>
<td>x</td>
</tr>
</tbody>
</table>

<sup>a</sup>: reliability criterion met where intraclass correlation coefficients ≥0.60.
<sup>b</sup>: equivalence criteria met where there is no significant difference between performance levels across test settings in mixed effects models, and data supporting the null hypothesis for Bayesian paired t tests).
<sup>c</sup>: agreement criteria met where ≥95% of data points lie within the limits of agreement on Bland-Altman plots, and there is no evidence of bias or proportional bias.
<sup>d</sup>PAL: paired associate learning.
<sup>e</sup>✓: criteria met.
<sup>f</sup>x: criteria not met.
<sup>g</sup>OTS: one touch stockings of Cambridge.
<sup>h</sup>PRM-I: pattern recognition memory immediate.
<sup>i</sup>—: analyses not completed.
<sup>j</sup>SWM: spatial working memory.
<sup>k</sup>ERT: emotion recognition task.
<sup>l</sup>PRM-D: pattern recognition memory delayed.
<sup>m</sup>RVP: rapid visual information processing.

Two additional performance indices were determined to have moderate comparability with respect to in-person assessment. The ERT Total Hits and OTS Problem Solved on First Choice outcome measures showed good equivalence and agreement, but below the threshold reliability indices. For the ERT Total Hits, the ICC fell just short of the imposed threshold (ICC coefficient=0.57).

Overall, none of the 5 web-based reaction time measures met more than one of the predefined comparability criteria,
indicating that response latency measures are less easily translated from the lab to the home. Acceptable correlations between in-person and web-based assessments were undermined by a lack of equivalence and agreement between the measures. Correlation coefficients examine the linear relationship and relative consistency between 2 variables (the consistency of the position or rank of individuals in one assessment relative to the other [45]) rather than the absolute agreement between measurements within individuals [52,55], and are therefore insensitive to differences in metrics or variance (Figure 4).

Differences between settings could be due to a variety of factors. First, web-based assessments were completed on laptop and desktop computers that participants had readily available to them at home or elsewhere. Differences in computing equipment across settings are likely to have had an impact on response times [12]. Second, additional variance may have been introduced by distractions in the home environment, in comparison with the formal lab-based testing environment. We attempted to monitor and control for distraction and found that distraction more strongly affected reaction time measures during web-based testing. At the same time, all 5 outliers excluded during the current analyses were obtained during web-based assessments. Missing data from 2 participants was due to additional errors during web-based testing on the SWM task, which precluded the accurate calculation of test performance scores. Susceptibility to distraction and resultant increases in variance of test outcome measures are important to bear in mind when considering web-based testing as a substitute for, or in addition to, in-person testing.

**Limitations**

The use of a healthy, relatively young, and highly educated sample may limit the generalization of findings to lesser-educated, clinical, or old-age samples. This research suggests that for the examined CANTAB performance indices, web-based assessments are likely to be a suitable alternative for similar samples. Further examination of the comparability of web-based assessment is now required in populations of clinical interest. In the longer-term, participants and patient groups with access restrictions may be the ones who benefit most from remote testing.

The study examined only the reliability of tests across settings and different devices, since all in-person tests were completed on touch screen iPads, and all web-based assessments on personal computers or laptops. Further research is required to examine whether reaction time data may be collected more consistently, where similar or the same devices are used across settings. Since the completion of this study, variance in

workstation information is now routinely collected for CANTAB web-based tests, which allows for better determination of the effects of different workstations on test performance.

It is not clear how computer/device experience may have interacted with our results because we did not collect this information. However, our participants were recruited via Facebook, screened for inclusion online, and tested at home using their personal computing system, so it is likely that they had at least modest computer experience. Discrepancies between lab-based and web-based remote testing may be amplified for individuals with less computer experience, who may need to rely on the support of study staff to a greater extent.

The study was powered to detect moderate differences between test settings and was not adequately powered to identify subtle differences. Bayesian statistics were able to qualify the level of support for the null or alternate hypothesis, but much larger samples would be required to determine stronger evidence for the null hypothesis. Replication in a larger sample is now required to examine for the presence of any subtle differences between test settings.

Further work is now required to examine test-retest reliability for web-based assessments to identify whether test reliabilities are similar to those obtained during repeated in-person assessments. Our data show intersetting reliabilities, which are similar to previously reported test-retest reliabilities obtained during in-person assessments. Automated test scoring of performance indices, standardized across test administration and testing platforms, circumvent problems with rater-based variances in reliability. However, differences in computer hardware and software can impact reaction time data, and this must be borne in mind during web-based neuropsychological assessments.

**Overview and Implications**

This study compared web-based CANTAB tests with gold-standard in-person administered lab-based assessments. Performance indices obtained in person showed broad equivalence, good agreement, and significant linear relationships with those obtained during web-based assessments. Overall, this study provides evidence for the comparability of a range of performance outcome indices examined using web-based testing in a healthy adult sample. Certain performance indices showed better comparability than others and should therefore be preferable for use where comparability with typical in-person assessment is needed. Reaction time indices were not found to be comparable, and greater care is required in the interpretation of web-based latency results in relation to typical in-person assessments.
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Abstract

Background: Digital rectal examination is a difficult examination to learn and teach because of limited opportunities for practice; however, the main challenge is that students and tutors cannot see the finger when it is palpatting the anal canal and prostate gland inside the patients.

Objective: This paper presents an augmented reality system to be used with benchtop models commonly available in medical schools with the aim of addressing the problem of lack of visualization. The system enables visualization of the examining finger, as well as of the internal organs when performing digital rectal examinations. Magnetic tracking sensors are used to track the movement of the finger, and a pressure sensor is used to monitor the applied pressure. By overlaying a virtual finger on the real finger and a virtual model on the benchtop model, students can see through the examination and finger maneuvers.

Methods: The system was implemented in the Unity game engine (Unity Technologies) and uses a first-generation HoloLens (Microsoft Inc) as an augmented reality device. To evaluate the system, 19 participants (9 clinicians who routinely performed digital rectal examinations and 10 medical students) were asked to use the system and answer 12 questions regarding the usefulness of the system.

Results: The system showed the movement of an examining finger in real time with a frame rate of 60 fps on the HoloLens and accurately aligned the virtual and real models with a mean error of 3.9 mm. Users found the movement of the finger was realistic (mean 3.9, SD 1.2); moreover, they found the visualization of the finger and internal organs were useful for teaching, learning, and assessment of digital rectal examinations (finger: mean 4.1, SD 1.1; organs: mean 4.6, SD 0.8), mainly targeting a novice group.

Conclusions: The proposed augmented reality system was designed to improve teaching and learning of digital rectal examination skills by providing visualization of the finger and internal organs. The initial user study proved its applicability and usefulness.

(J Med Internet Res 2020;22(8):e18637) doi:10.2196/18637
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Augmented Reality; Digital Rectal Examination (DRE); Magnetic Tracker; Pressure Sensor; Medical Education; Usability

Introduction

Digital rectal examination (DRE) is a physical examination for detecting rectal and prostate abnormalities. Focusing on prostate examination, DRE requires that an index finger to palpate the prostate gland to detect abnormalities in gland size, tenderness, and surface texture. Even though it is a recommendation of the American Cancer Society to perform DRE to screen and detect prostate cancer in patients with colorectal symptoms, multiple studies [1,2] have found that, during their final year, medical students are not confident in their abilities to perform the examination. The lack of confidence in performing DRE among
medical students has mainly been attributed to not having adequate practice in medical schools [1].

A standard method to train DRE skills is to practice on a benchtop model. This model is a plastic human mannequin with skin-like rubber to represent the rectal canal with several plastic replaceable prostate models (Figure 1). Even though students can touch and feel the prostate gland through the rubber rectum, no visualization of finger movement or internal organs can be obtained because it lacks transparency. Similarly, this model does not provide enough information to examiners to assess the techniques used by students to perform DRE.

There have been several attempts to improve the visualization of DRE on a benchtop model. Early attempts include a training system using virtual reality technology, together with a Phantom haptic device [3] which displayed a simplified 3D model of kidneys, rectum, bladder, and prostate along with the virtual representation of the examining finger on the 2D monitor. This system was evaluated against the rubber model, and it was concluded that it could be a new way to train DRE if the realism of the haptic system was improved [3]. In another study [4], a similar approach used a haptic interface for palpating the prostate gland. In follow-up work and to improve the design of haptic-based learning tools, Granados et al. [5] conducted a study to better understand palpation techniques of experts while conducting DRE on a real subject. Dobson et al [6] proposed a system using virtual reality technology to visualize the anatomy in the pelvic area [6]. For their system, the user had to wear special glasses to view the model in 3D which was displayed on the 67-inch x 50-inch screen (VR ImmersaDesk). It was shown that the system helped medical students in gaining more understanding of the anatomy and results in better exam scores [6]. Rissansen et al. [7] introduced Annotated Simulation Records for DRE, which focused on using virtual reality technology to reveal useful data from the sensor during DRE practice. In this system, the urologist selected the most useful parameters to be annotated to help in teaching DRE. This system was evaluated by medical students, and it was found that the numerical annotations helped them learn faster than verbal feedback. Balkissoon et al. [8] introduced a DRE training system that consisted of a physical benchtop model and a 2D screen for visualizing the DRE in which multiple sensors were attached to the prostate gland in the benchtop model to measure user applied pressure on various locations. Visual information, including applied force, palpated area, and palpation at each location, was displayed during the examination. The study [8] showed that the sensors could help the instructor to observe and assess the performance of medical students performing DREs.

In another model [9], a similar concept, embedding pressure sensors in the model, was followed.

Displaying information, such as finger position and pressure on a 2D screen, was demonstrated to be beneficial in understanding and performing DRE; however, the user experience was not ideal due to the lack of colocation between the benchtop model and the display.

In this paper, we present an augmented reality system for DRE visualization. It uses sensors attached to the examining finger to track its maneuvers and to monitor applied pressure. It also displays the DRE and essential information overlaid on the real benchtop model using an augmented reality device. The main goal was to improve the user experience of a widely available benchtop model. The paper first describes the visualization of the examining finger and internal organs, the step-by-step guidance for DRE, and the performance recording feature. Results, including performance measures and feedback from clinicians and medical students, are then reported, followed by discussion and conclusions.

Figure 1. A standard benchtop model used in medical schools for teaching and practicing digital rectal examination.

Methods

Hardware and Software

The proposed augmented reality system is used as an extension to a standard Rectal Examination Trainer (Mk2, Limbs & Things Inc) benchtop model (Figure 1, [10]). The model is a semirealistic representation of the buttocks, anus, and rectum, allowing for the practice of diagnostic skills associated with rectal examination. It includes additional rectal examination perineum, which contains two rectal pathologies (polyp and carcinoma). For prostate examination, five interchangeable prostates are provided: normal, bilateral benign, unilateral benign, bilateral carcinoma, and unilateral carcinoma. The model can be used for both digital examination of prostate and rectum, as well as for the insertion and use of anoscope and proctoscope. We used the HoloLens (version 1, Microsoft Inc) as an augmented reality head-mounted display (Figure 2). The
HoloLens is immersive and see-through to help the user perceive the environment as realistic. It also enables interactions with holographic content. The HoloLens features an inertial measurement unit (accelerometer, gyroscope, and magnetometer), 4 environment understanding sensors (2 on each side), an energy-efficient depth camera with a 120°×120° angle of view, a 2.4-megapixel photographic video camera, a 4-microphone array, and an ambient light sensor [11].

HoloLens has been used in various medical simulations; VimedixAR (CAE Inc) was the first ultrasound simulator to integrate a HoloLens [12]; with this system, health care professionals manipulate representations of realistic anatomical parts and view the ultrasound beam in real time as it passes through human anatomy. With CAE LucinaAR, clinical learners can view 3D holograms of a fetus, as it descends the birth canal, and learn to manage complex deliveries [13]. HoloPatient (Microsoft Inc) is a mixed-reality learning tool for nursing, allied health, and medical schools that delivers simulated patient experiences [14]. Learning Heart (Spheregen) is a HoloLens application that assists students in understanding the physiology of the heart [15].

The 3D software in our system was developed using the Unity games engine (version 2018.3.7f1; Unity Technologies) [16] cross-platform authoring tool for creating 3D content.

**Figure 2.** Microsoft HoloLens, a head-mounted augmented reality device to display 3D virtual objects.

---

**Real-Time Performance Visualization**

To track and show the movement of the examining finger inside the benchtop model during the examination, we used a Trakstar magnetic tracking system (Northern Digital Inc) to obtain the position and orientation (pose) of the examining finger in real time, due to its ability to operate without line-of-sight [17]. It consists of a midrange magnetic field transmitter and a 6 degrees-of-freedom receiver (model 180), and it was connected to an electronics unit for amplification and digitization. The 6 degrees-of-freedom sensor has a position accuracy of 1.40 mm RMS and orientation accuracy of 0.50° RMS. The combination of the transmitter and the receiver allows tracking within a 30×40×30 cm³ zone, which is large enough for tracking the examining finger inside the benchtop model. The sensor was attached to the finger using thin tape (Figure 3, [17]). Sensor data were read at 40 Hz by the computer via an API using a previously developed C++ plug-in [18]. Once read, sensor data was transferred to the HoloLens via Wi-Fi. Position and orientation were transformed into the real-world coordinate system with the help of Vuforia Engine (version 8.1.7) [19]. The transformation was achieved by using the HoloLens to track the pose of the image target in world coordinates (Figure 4). This transformation enabled synchronization and overlay of the virtual finger on the tracked real finger, and for the result to be seen through the HoloLens (Figure 5).
Figure 3. A Trakstar magnetic positioning sensor attached to the examining finger.

Figure 4. Conversion process of the position tracking coordinates to real-world (HoloLens) coordinates using Vuforia image tracking.
To visualize the internal components of the benchtop model and to overlay the relevant virtual anatomy, it was necessary to first align the virtual model (Figure 6) with the physical benchtop model. For this purpose, the iterative closest point algorithm was used [20]; it takes the position of 7 anatomical landmarks as an input (Figure 7) and yields a transformation matrix. This matrix is used to rotate and translate the virtual benchtop model and virtual internal organs to align with the physical benchtop model (Figure 8). Once aligned, the user can visualize the movement of the examining finger and the model by directly looking at the model with the HoloLens (Figure 9).

**Figure 6.** 3D virtual benchtop model.
A FingerTPS force sensor [21] was also attached to the examining finger to estimate the pressure applied to the prostate during palpation. The force sensor is flat and thin and can be worn under a surgical glove (Figure 10, [21]). The force sensor data were transferred to the HoloLens using the same process as for the pose information from the tracking sensor. A force
visualizer, represented as a color bar with 3 regions showing different levels of pressure applied to the prostate gland, was displayed to provide real-time feedback (Figure 11).

**Figure 10.** A FingerTPS pressure sensor. It measures pressure applied during the prostate palpation.

**Figure 11.** Real-time visualization of force applied by the examining finger.

Not enough pressure  Optimum  Too much pressure
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**Internal Organ Labeling**

Labels were used for displaying relevant information regarding internal anatomy inside the benchtop model; however, since there were several anatomical structures inside a small area, this made it difficult to label the anatomy in an effective way (in a way that avoids overlap with other labels or with the anatomy). Also, since our system allowed users to look at the anatomy from different perspectives, labels needed to be dynamically positioned. To address these issues, we implemented a view management system, capable of resolving occlusion among labels. Our labeling system used the labeling technique suggested by Tatzgern [22] (overcoming occlusion by limiting update rates, ie, not continuously moving the labels to separate them, but only when they occlude each other) combined with the theory by Hartzmann [23] to ensure that the labels were always near the object and that the lines from labels to objects did not cross each other. To achieve these criteria, the following steps are iteratively applied until all occlusions are resolved: (1) Place the label near the referenced object on the surface of the sphere, centered at the center of mass of the benchtop model. (2) Iterate through all labels to find all those that may be occluded by another label, establishing the side of the occlusion. (3) Move the occluded label to the opposite side to resolve the occlusion.

The labels were created using a ToolTip component of Unity, provided by the Microsoft Mixed Reality Toolkit (version 2.0.0 RC2) [24]. This component can rotate the label to always face the user, making it more readable (Figure 12).
Figure 12. Occlusion between labels is resolved by pushing them apart along the circumference of the sphere, whose center is at the center of mass of the benchtop model.

Step-By-Step Guidance
Our augmented reality system incorporated step-by-step guidance to help trainees follow the correct steps and trajectory during the examination. Steps were extracted from the cognitive task analysis study performed by Low-Beer et al [25]. The system automatically tracked the position of the finger inside the rectal canal and checked whether the trainee had correctly followed the step. The user interface was designed to be readable and to require the least possible head movement to see all the contents (Figure 13), despite the narrow field of view of the HoloLens display.

Figure 13. Step-by-step guidance next to the virtual benchtop model. DRE: digital rectal examination.

Performance Recording
In addition to step-by-step guidance, our augmented reality system also allowed recording and playback of the examination. The pose of the examining finger and the benchtop model were recorded so that, when played back, the virtual examining finger and the virtual benchtop model could be accurately displayed on the HoloLens. This feature is useful trainees as they can observe experts repeatedly, or they can analyze their own performance. It can also be used by an examiner to assess student performance from different angles.

Model Alignment Evaluation
The accuracy of the model alignment system was evaluated by performing an alignment task five times by an experienced user. After each alignment task was performed, the positions of each landmark on both the physical and virtual benchtop models were then measured using the magnetic tracking sensor. The error of the alignment system was then calculated as a distance
between a point on the virtual model and a corresponding point on the physical model.

**Pilot User Study**

An initial validation study was conducted. Clinicians (n=9; 6 men, 3 women; mean 37.8, SD 5.4 years of age) who routinely perform DRE, and medical students (n=10; 7 men, 3 women; mean 21.8, SD 2.4 years of age) were recruited. The study was approved by the National Health Service Patient Safety Agency Research Ethics Committee (09/H0701/68). Before the study, a consent form was signed by each participant. During the study, participants were asked to perform DREs on the benchtop model with the augmented reality system, wearing both the position tracking sensor and the pressure sensor under a standard surgical glove. They were also asked to pay attention to the information displayed on the HoloLens, such as the force bar and the guidance panel. Once finished, they were asked to watch the recorded performance. Afterward, participants were asked to complete an online questionnaire using a 5-point Likert scale from 1 (definitely disagree) to 5 (definitely agree) regarding the usefulness of the system (Table 1).

<table>
<thead>
<tr>
<th>Number</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>The record of the expert’s performance would be useful for DRE(^a) teaching or learning</td>
</tr>
<tr>
<td>Q2</td>
<td>The movement of the examining finger would be useful for DRE training</td>
</tr>
<tr>
<td>Q3</td>
<td>Being able to visualize the internal organs in the benchtop model could help a trainee better understand DRE</td>
</tr>
<tr>
<td>Q4</td>
<td>The real-time visualization of force applied to the model would be useful for DRE training</td>
</tr>
<tr>
<td>Q5</td>
<td>The step-by-step guidance would be useful for DRE training</td>
</tr>
<tr>
<td>Q6</td>
<td>The movement of the examining finger inside the model is realistic and accurate</td>
</tr>
<tr>
<td>Q7</td>
<td>The virtual representation of benchtop model can be aligned accurately on the physical model</td>
</tr>
<tr>
<td>Q8</td>
<td>The AR(^b) system is easy to use and understand</td>
</tr>
<tr>
<td>Q9</td>
<td>The AR system requires minimum movement to operate</td>
</tr>
<tr>
<td>Q10</td>
<td>During the performance, you feel tired or fatigued</td>
</tr>
<tr>
<td>Q11</td>
<td>The AR system can enhance current teaching and learning of DRE</td>
</tr>
<tr>
<td>Q12</td>
<td>I would recommend the AR system to be integrated into the medical curriculum</td>
</tr>
</tbody>
</table>

\(^a\)DRE: digital rectal examination.  
\(^b\)AR: augmented reality.

**Results**

The augmented reality prototype system ran stably and achieved a frame rate of 60 fps, which is the highest possible frame rate of the HoloLens and Unity. The alignment between the virtual and real fingers and between the virtual and benchtop models was acceptable when visually inspected. The average alignment error of each landmark was an overall average of 1.73, 2.91, and 1.91 mm in the x, y, and z directions, respectively, or a root mean square of 3.9 mm (Table 2). The usefulness of the system was assessed from the answers given to the questionnaire (Figure 14). Most participants would recommend this system to be integrated into medical school curriculum (mean 4.3, SD 0.8).

<table>
<thead>
<tr>
<th>Landmark</th>
<th>Alignment error (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>x, mean (SD)</td>
</tr>
<tr>
<td>1</td>
<td>0.46 (0.72)</td>
</tr>
<tr>
<td>2</td>
<td>2.38 (0.29)</td>
</tr>
<tr>
<td>3</td>
<td>2.04 (0.25)</td>
</tr>
<tr>
<td>4</td>
<td>1.02 (0.45)</td>
</tr>
<tr>
<td>5</td>
<td>1.18 (0.62)</td>
</tr>
<tr>
<td>6</td>
<td>1.90 (0.61)</td>
</tr>
<tr>
<td>7</td>
<td>2.98 (0.67)</td>
</tr>
<tr>
<td>Mean</td>
<td>1.73 (0.95)</td>
</tr>
</tbody>
</table>
According to the results, some features were more useful than others. For example, most participants agreed that performance recording was useful (mean 4.5, SD 0.6). Regarding the real-time feedback feature, most participants agreed that the visualization of an examining finger was useful (mean 4.1, SD 1.1). The highest score was achieved for the usefulness of the visualization of internal organs (mean 4.6, SD 0.8). Step-by-step guidance was also one of the most highly rated features (mean 4.5, SD 0.6). Regarding the usability of the system, participants responded that it was easy to use (mean 4.4, SD 0.6), and they did not feel fatigued after using the system (mean 1.7, SD 0.7). The alignment of the virtual benchtop model with the real benchtop model was also rated as very accurate (mean 4.1, SD 1.1).

The results from both groups, medical students and clinicians, are given in Figure 15. The scores obtained from the students were higher than those from the clinicians for all features (mean 0.63, SD 0.41).

**Discussion**

**Principal Findings**

The results showed that medical students and clinicians were interested in the system and recognized the value of visualization of DRE, performance recording, and step-by-step guidance in improving the learning and teaching of DRE skills. Medical students could visualize the movement of the finger and the pressure applied to the prostate. This visualization and sensor data, combined with the step-by-step guidance, allowed them to receive feedback in real time while performing DRE. Using the record-and-playback feature, students could not only rewatch examinations performed by an expert, but examiners could also review student performance from multiple viewing angles.

Most users reported that the HoloLens and the tracking sensors were comfortable to wear. Even with a narrow field of view, the user interface did not appear cluttered, facilitating navigation through the menu and visualization of the performance, while at the same time facilitating step-by-step guidance on the left-hand side of the display. The model alignment was also perceived as accurate which demonstrated the use of the iterative
closest point algorithm, and the readings from the electromagnetic positioning sensor were valid.

User experience was improved by displaying all information on a head-mounted augmented reality display that also allowed the overlaying of the virtual finger on the real finger. This colocation allowed trainees to avoid having to change visual focus from the benchtop model to a separate display.

When comparing the feedback from medical students to the feedback from clinicians, it was observed that the mean ratings from medical students were higher than those from clinicians for all questions, with an average difference of 20%. A likely explanation is that experienced clinicians had higher expectations, and they were comparing the quality of the simulation with that of real cases because of their experience performing DREs. Having less experience, students would be more likely to require visualization and guidance, while clinicians would not because tactile feedback was adequate, given their level of experience. In addition, it may also reflect the increased acceptability and interest in this type of technology by younger generations.

While the proposed system was demonstrated to be beneficial, it has some limitations. Wearing and adjusting the HoloLens properly can take some time and require assistance. In addition, operating and interacting with the HoloLens by using gestures such as pinching, also requires practice. Regarding the sensors, properly wearing the tracking and pressure sensors is crucial, and at the moment, requires the presence of an assistant to be properly placed on the examining finger. In terms of implementation, the current alignment between the virtual and the physical benchtop model was done manually through 7 landmarks; however, automatic alignment would be faster, more accurate, and more convenient. With respect to features, a scoring system with real-time feedback would be valuable for teaching and assessing DRE skills. Apart from these, the benchtop model itself was reported to be much stiffer than real patients and generally unrealistic with limited anatomical landmarks.

Conclusions
This paper presents an augmented reality system for teaching and learning DRE that can be used with widely available benchtop models. It was designed to assist both trainees and teachers in learning, teaching, and practicing DRE, as well as to allow examiners to assess student technique. With colocation of the virtual and real models, students only need to focus on the benchtop model to visualize all important information. Even though the results from the user study are positive, further research is needed to evaluate the system. This would include more robust quantitative analysis with a larger number of participants and varying levels of experience. The augmented reality system could be improved by using the second version of the HoloLens which offers a larger field of view and resolution, and it could also be improved by using a haptic-based instead of standard benchtop model so that a wider variety of prostate glands and abnormalities may be generated and used during the examination. Such a model would also be able to directly track finger movement and estimate pressure applied without the need for external sensors. Finally, formative and summative assessment of DRE performance will be an important component of the next version of our system.
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Abstract

Background: Digital health technologies hold promise to enhance patient-related outcomes, to support health care staff by reducing their workload, and to improve the coordination of care. As key users of digital health technologies, health care workers are crucial to enable a meaningful digital transformation of health care. Digital health literacy and digital skills should become prerequisite competencies for health professionals to facilitate the implementation and leverage the potential of digital technologies to improve health.

Objective: We aimed to assess European medical students’ perceived knowledge and opinions toward digital health, the status of digital health implementation in medical education, and the students’ most pressing needs.

Methods: The explanatory design of our mixed methods study was based on an online, anonymous, self-administered survey targeted toward European medical students. A linear regression analysis was used to identify the influence of the year of medical studies on the responses. Additional analysis was performed by grouping the responses by the self-evaluated frequency of eHealth technology use. Written responses to four qualitative questions in the survey were analyzed using an inductive approach.

Results: The survey received a total of 451 responses from 39 European countries, and there were respondents for every year of medical studies. The majority of respondents saw advantages in the use of digital health. While 40.6% (183/451) felt prepared to work in a digitized health care system, more than half (240/451, 53.2%) evaluated their eHealth skills as poor or very poor. Medical students considered lack of education to be the reason for this, with 84.9% (383/451) agreeing or strongly agreeing that more digital health education should be implemented in the medical curriculum. Students demanded introductory and specific eHealth courses covering data management, ethical aspects, legal frameworks, research and entrepreneurial opportunities, role in public health and health systems, communication skills, and practical training. The emphasis lay on tailoring learning to future job requirements and interprofessional education.

Conclusions: This study shows a lack of digital health-related formats in medical education and a perceived lack of digital health literacy among European medical students. Our findings indicate a gap between the willingness of medical students to take an active role by becoming key players in the digital transformation of health care and the education that they receive through their faculties.
Introduction

Health care systems around the world are facing challenges connected to an aging population, multimorbidity, an increase of preventable noncommunicable diseases, and health workforce shortages [1-3]. Digital health technologies are seen as a key solution to address these challenges, reinforced by the public health emergency of coronavirus disease 2019 (COVID-19), by having the potential to change the way health services are delivered and promoting the health and well-being of millions of citizens [1,4-6]. For instance, open source technologies have enabled low-cost dissemination and access to data and health information, telehealth technologies have offered communication channels for citizens and health care workers besides physical consultations, and nanotech products have been developed to improve diagnosis and treatment of COVID-19 [7]. However, extensive and sustainable implementation of digital technologies, both into specific clinical settings [8,9] and into national health systems [4,10,11], has been advancing slowly.

Health care professionals play a crucial role in assisting their patients in using digital health technologies appropriately [12,13]. Thus, the need to improve the digital competencies of health workers and citizens to take advantage of digital technologies and facilitate implementation has been emphasized frequently on the international policy level [1,12,14-16].

Major barriers to the successful implementation of digital health technologies are (1) the lack of coordinated, formal education and (2) health care professionals’ skepticism and unwillingness toward implementing digital technologies [17-19]. Engaging with these challenges, medical education, and an effective culture of learning could drive the meaningful digitalization of health care [14]. However, to effectively introduce respective topics in medical education, the needs of key stakeholders and the status of the medical curriculum should be considered.

In this paper, we present and discuss the results of a European-wide study assessing the expectations and needs of medical students regarding digital health competencies and the implementation of digital health in the medical curriculum.

Methods

Setting

The European Medical Students’ Association (Association Européenne des Étudiants en Médecine; EMSA) is a nonprofit, nongovernmental organization representing the voice of medical students from over 110 faculties in 30 countries across Europe [20]. Data were collected according to the European Union General Data Protection Regulation 2016/679 [21].

Study Design

We conducted a cross-sectional mixed methods online survey, following an explanatory approach [22-24]. The survey questions were developed during four online discussions after conducting literature research and collecting feedback from external collaborators. We developed 48 questions, of which 29 were quantitative (including 6 questions on demographic data), and 17 were qualitative (see Multimedia Appendix 1).

Data Collection and Analysis

Data were collected via an informed consent–based online survey in English from June 2018 until August 2018. The target group consisted of medical students in Europe from the first to the seventh year of studies. The survey was distributed via medical faculty mailing lists mapped by EMSA, social media channels, and personal connections.

For the statistical analysis, R (version 3.5.0) and R Studio (version 1.1a) were used [25]. A linear regression analysis was used to identify the influence of the year of medical studies on the responses. Additional analysis was performed by grouping the students depending on the answers to the question “How often are you using eHealth technologies (for example health apps) in your daily life?” P values<.05 were deemed statistically significant. For questions where the possible answers ranged from 0 (“strongly disagree”) to 6 (“strongly agree”), the answer options “undecided” and “I do not feel informed enough” were treated adjacent in the linear regression model, as they were situated exactly in the middle of the extremes 0 and 6.

For the linear regression model, the answers “undecided” and “I feel not informed enough” were arbitrarily located adjacent to one another and between the first two and subsequent two options in questions where both these options were included. The dependent variables represented the answers to each question, the independent variable, if not stated otherwise, was the year of medical studies, ranging from first to seventh. Most quantitative questions included an ordinal response format (eg, a Likert-type scale), and in one case, a categorical response format was used. Likert-type scale results were rounded to the next significant digit.

Written responses to four qualitative questions in the survey were analyzed using an inductive approach [26]. The coding and categorization of responses was performed using MaxQDA (version 2020; VERBI GmbH) qualitative data analysis software (Multimedia Appendix 2, Multimedia Appendix 3, Multimedia Appendix 4, and Multimedia Appendix 5) [27]. The results were summarized in paragraphs of continuous text, according to the established code system.

To maintain reflexivity, the research team discussed and established codes and coding in three face-to-face discussions and documented the process of analysis in research diaries throughout the study.
Results

Summary

Our study sample consisted of students (n=451) from 39 European countries in all years of medical studies, most aged 18-24 years (344/451, 76.3%). Respondents indicated a need for more eHealth implementation into medical curriculum (agree or strongly agree: 383/451, 84.9%) and a subjective lack of digital skills among the surveyed medical students (evaluated eHealth skills as poor or very poor: 240/451, 53.2%). One quarter (110/451, 24.4%) stated that their faculty provides no eHealth-related courses at all. Surveyed students reported courses on ethical discussions (247/451, 54.8%), research opportunities (211/451, 46.8%), computer science (138/451, 30.6%), usage of eHealth technologies (83/451, 18.4%), start-up possibilities (69/451, 15.3%), and other (36/451, 8.0%).

Qualitatively, we found variability in the responses to the question “Please define eHealth in your own words,” both in the level of detail, scope, and specification. According to the respondents, implementing eHealth in their curriculum would prepare students for their future working environment, keep education up-to-date, and reduce their doubts about eHealth. The already high density of learning content in the medical curriculum was seen as a counterpoint to this. The feeling of being ready to work in a digitized health care system was based on the students’ own technical interests and motivations rather than on adequate training in their faculties. The respondents emphasized being willing to learn about eHealth. They indicated a need for an introduction to eHealth and for specific courses (data management, practical training with eHealth technologies, courses on informatics, ethical aspects, legal frameworks, research and entrepreneurial opportunities, role in public health and health systems, communication skills). Content-wise, the interest lay in learning about recent developments and technologies, health information systems, and artificial intelligence in health. Also, suggestions for cross-disciplinary courses, for teaching eHealth as a separate discipline were made, and that learning should be tailored to future job requirements and interprofessional education.

Demographic Data

In total, 459 replies were received, of which 2 (0.4%) were left empty and 6 (1.3%) were not willing to participate after reading the initial survey description, resulting in 451 (98.3%) respondents. Our sample was evenly distributed between the first and the sixth year of medical studies. There were fewer seventh-year medical students (22/451, 4.9%) since medical programs with a duration of seven years exist in only a few European countries. The majority of respondents were between 18 and 24 years old (344/451, 76.3%), followed by 25-34 years (98/451, 21.7%). In total, we received responses from 39 countries in the European region with most responses coming from Germany (134/451, 29.0%), Portugal (49/451, 10.9%), and Turkey (39/451, 8.6%).

Quantitative Results

In general, more than half of the respondents (239/451, 53.0%) strongly agreed or agreed on being familiar with the term eHealth. Together, almost two-thirds (274/451, 60.8%) of the respondents claimed to never use eHealth technologies or only every other week. Overall, they had positive expectations toward eHealth: they saw mainly or more advantages in mHealth (362/451, 80.3%), telehealth (314/451, 69.6%), and big data (302/451, 67.0%). The respondents strongly agreed or agreed (272/451, 60.3%) that health care professionals should be responsible for eHealth knowledge and skills of their patients. More than half of the respondents (240/451, 53.2%) evaluated their eHealth skills regarding working with eHealth technologies as poor or very poor (Figure 1).

Figure 1. Self-evaluation in response to the statement: "I evaluate my eHealth skills (eg, working with clinical decision support systems, remote patient monitoring systems, artificial intelligence, applications in radiology) as...".
Respondents who used eHealth technologies more frequently evaluated their eHealth skills on average as better (P<.001) (Figure 2). A majority of respondents (183/451, 40.6%) stated they felt prepared for working in a digitized health care system. Regarding the implementation of eHealth in medical education, we found that 81.8% (369/451) of the students received between 0 and 5 hours of eHealth training during their medical studies. The majority of students (383/451, 84.9%) agreed or strongly agreed that eHealth should be increasingly included in the medical curriculum; 8.9% (40/451) were undecided (Figure 3).

**Figure 2.** Self-evaluation of the respondents' eHealth skills in relation to their time spent using eHealth technologies in response to the statement: "I evaluate my eHealth skills (eg, working with clinical decision support systems, remote patient monitoring systems, artificial intelligence, applications in radiology) as...".

Regarding eHealth-related topics provided by the faculty, students stated they received courses on ethical discussions (247/451, 54.8%), followed by research opportunities (211/451, 46.8%), computer science (138/451, 30.6%), usage of eHealth technologies (83/451, 18.4%), start-up possibilities (69/451, 15.3%), and other (36/451, 8.0%). One-quarter (110/451, 24.4%) of the respondents stated that their faculty provided no eHealth-related courses at all. One-third (149/451, 33.0%) said that they were not informed enough to answer this question (Figure 4).

**Figure 3.** Self-evaluation in response to "Regarding the statement 'I would like eHealth to be more implemented in the medical curriculum,' do you...?".
Figure 4. Overview of eHealth-related topics provided by the respondents’ faculty (ie, response to the question: “What eHealth-related topics does your faculty provide courses on?”).

Qualitative Results

Defining eHealth

Regarding the task “Please define eHealth in your own words,” 30.3% (137/451) did not give a definition and 1.5% (7/451) admitted not knowing how to define the term eHealth. The resulting 68.1% (307/451) provided definitions that were coded and categorized using a grounded theory approach. Of these, 41.7% (128/307) provided a definition coded as Usage of technologies in health (Figure 5, Multimedia Appendix 2). The specifications were related to the purpose of technology application in health: (1) delivery of health, (2) monitoring and documentation of health, (3) communication (between health care professionals as well as between doctors and patients), and (4) public health (eg, health promotion, patient-centered health care); 18.9% (58/307) of the definitions fell into the category Health care services for patients and health care professionals where eHealth was seen either as a complement to doctors or as a replacement for them (eg, image recognition, clinical decision support systems); 15.6% (48/307) provided definitions of eHealth assigned the code Technologies affecting the health care sector, naming examples of software, hardware, internet tools, and health apps. The last category, eHealth as a Field of medicine putting digital technologies into practice and research accounted for 7.1% (22/307). The remaining 16.6% (51/307) could not be allocated to any of the preceding categories and fell under the category Other.
Reasoning For and Against eHealth in Medical Education

The task “Regarding the statement ‘I would like eHealth to be more implemented in the medical curriculum,’ do you strongly agree, agree, undecided, disagree, strongly disagree? Why?” resulted in a total amount of 151 qualitative answers (151/451, 33.5%). The majority of all respondents (383/451, 84.9%) wished for a stronger implementation of eHealth into the medical curriculum. The reasons provided were that it would prepare them for their future work environment and that learning about eHealth in medical school would be part of keeping the curriculum up-to-date with the latest developments in medicine.

Medicine is a science that should always follow and walk hand by hand with the progress in other resources. Medical school should adapt those changes and provide the best knowledge to the upcoming physicians. [survey response]

Furthermore, medical students justified their wish for personal benefits such as digital health literacy as a job qualification and to maintain physicians’ responsibilities and power within the hospital environment and society.

...doctors have to be in charge not IT companies, doctors have to fight for their interest; this is only possible if we have the knowledge and skills... [survey response]

Respondents stated that the implementation of eHealth into medical education could decrease the students’ doubts about eHealth technologies. Education on eHealth would drive its effective implementation into health care systems and innovation processes in health. Respondents who were undecided said this was because of a lack of capacities due to an already high workload in medical studies. Some felt that both the quality of education and the resources at their university were not sufficient to sustain the implementation of digital health into the curriculum. Among the reasons for respondents disagreeing were arguments that eHealth topics were already implemented in their curriculum or that digital health literacy should have already been taught in earlier education.

No, this starts much earlier. Dealing with modern technology needs to be taught properly in schools. At university level, students should have basic abilities to deal with ehealth on their own! [survey response]

Reasons for Feeling or Not Feeling Prepared to Work With eHealth Technologies

The results to the question of whether the respondents felt prepared to work in a digitized health care system (and why or why not) showed mixed opinions. The majority of all respondents (183/451, 40.6%) stated they felt prepared; however, this was not based on adequate training in their faculty but rather on their own technical skills and interests. The respondents agreed that eHealth should be addressed in more medical curricula, both technically-theoretically and practically.
The generation now studying medicine was raised during digitalization so we are very skilled in using its products. [survey response]

My ability to use electronic devices and software in general is good, still it would be nice to be prepared for specific software and situations. In university digitization is not considered at all, neither in teaching nor in patient care. [survey response]

Respondents not feeling prepared for working in a digitized health care system (130/451, 28.8%) justified this with no or only little eHealth education in their curriculum. They emphasized their willingness to learn more about eHealth.

I haven’t received enough eHealth knowledge or practical skills in order to be able to work appropriately in a digitized health care system. In my opinion, I do not feel completely prepared for working in a digitized health care system as there is a lack of training in our medical curricula and poor sources in our health care system. [survey response]

Respondents who were undecided (129/451, 28.6%) stated that they did not experience any or enough training to evaluate their expertise. They, however, were willing to gain new or extend existing skills:

I’m not sure what a digitized health care system is and I don’t remember if I ever had to interact with it. However, I think it’s something I might be able to handle with my present knowledge. [survey response]

Opinions on How to Implement eHealth in Medical Education

The question “What eHealth-related courses would you like to have in your university’s curriculum? (free text)” received 451 answers. Of those, 14.2% (64/451) stated they did not know which courses should be implemented, 9.1% (41/451) gave no answer, and 4.0% (18/451) did not want to have any courses on eHealth. The remaining 72.7% (328/451) were coded and divided into the following categories: Courses, Technologies, and Strategy (Figure 6); hereby, one response could be affiliated with several categories.

Regarding Courses, respondents pointed out their need for an introduction to eHealth. For specific courses, education on data management including big data analysis, data sharing, and data security was mentioned most often. Furthermore, practical training with eHealth technologies and courses in computer science (eg, programming languages, app development), the operating principles of eHealth technologies ethical aspects, legal frameworks, research and entrepreneurial opportunities related to eHealth, and the role of eHealth in public health and in health systems were requested. Several respondents wished for courses focusing on communication skills, in particular on how to advise and guide patients using digital health tools.

Regarding Technologies, respondents wanted to learn about recent examples of eHealth technologies (eg, telehealth and mHealth applications, virtual reality simulations, and robotic applications), health information systems (eg, electronic patient records), and artificial intelligence in health care (eg, clinical decision support systems). Regarding Strategy (of implementing eHealth into the medical curriculum), respondents suggested the introduction of cross-disciplinary courses (eg, eHealth in radiology, cardiology), or on the other hand, that eHealth be made a new individual discipline. In both cases, it was suggested that training should be tailored to future job requirements and taught interprofessionally, by involving information technology specialists.

Figure 6. Free text categories derived from responses to the question: “What specific eHealth courses would you like to be implemented in your university’s curriculum?”.
Discussion

Principal Findings

The results of this survey illustrated a gap between digital health literacy among medical students and the lack of training and education, despite the willingness of medical students to become key players in the digital transformation of health care. Qualitative analysis of eHealth definitions showed that the student understanding of the subject of eHealth varied considerably. Still, we found all domains of eHealth as described previously by Shaw et al [28] to be covered by the responses. The study showed that student needs in terms of digital health education and training are global and specific; students in the study wished for the implementation of courses ranging from programming languages, legal aspects, and guiding patients using digital health technologies. Students also demanded training with already established health information technology such as health information systems. We found mixed opinions on whether eHealth education should be implemented as a separate discipline or in an integrated form. The respondents highlighted the importance of interprofessional education.

Digital Health Literacy and Skills for the Future Health Workforce

Among the major factors enabling the successful implementation of eHealth are digital health literacy, digital skills of health care professionals, along with health care professionals’ trust in the potential of novel digital health solutions [9,29]. Furthermore, education and training of health care professionals have been identified as key facilitators of digital health implementation [4,8]. The promotion of these factors requires a multifaceted and diverse approach in order to engage with different stakeholders [1,12,16].

Identifying health care professionals and health care students as central connectors within a challenging digitalization of the health care sector is paramount to its efficacy. In accordance with previous research on the digital skills of health care professionals [12,16,30], our survey showed a gap between the overall willingness of students to become key players in a meaningful digitalization of health care and the competencies and skills they have acquired through their learning.

Future-Proof Health Care Curriculum

In 2019, the Topol Review [14] identified the top digital technologies affecting 80% of the health workforce in 2040: digital medicine (eg, telemedicine and mHealth), artificial intelligence, robotics, and genomics. Future health care professionals have to become aware of the ethical and patient safety considerations posed by the digital transformation of health care [31]. Additionally, the shift away from technical tasks toward a more patient-centered medicine accompanied by the change in the traditional doctor-patient relationship requires different communication skills [13]. Continuous education and training of health care professionals regarding digital health literacy and skills help to ensure the most effective application of digital health to clinical workflows [32,33]. However, medical students do not necessarily need to become experts in programming and data science as the medical profession will probably continue to be a social one. In line with these considerations and recent publications [14,34,35], the findings of this study indicate that medical education should incorporate basic courses on digital medicine, artificial intelligence in health care, genomics, and data science.

Including the various dimensions of digital health in health curricula is a challenging, yet urgently needed task. Education providers can and should build upon preliminary work [36-41]. Priorities and action plans for the improvement of information technology skills in the EU health care workforce have recently been set out [37].

The recognition of digital skills as key competencies by national training commissions and examination authorities is an essential factor for driving the implementation of this content in health care education [42]. To date, accreditation of digital health literacy and skills in national medical education frameworks is lacking [36,42]. The renowned CanMEDs framework, outlining core competencies for future physicians and serving as orientation for medical educators globally, mentions the term digital only in the context of communication and documentation of health data [43]. Our findings support suggestions to revise the CanMEDs and other national frameworks according to the requirements that arise in relation to digital health technologies [13,35,42,44].

Practicing physicians are educators whose proficiency in digital health has a direct impact on the learning outcomes of undergraduates [37]. Therefore, teaching digital health literacy and skills should follow a holistic approach and be integrated into both undergraduate and continuing medical education [45-48].

Interprofessional Collaboration and International Best Practice Exchange

The creation of future-proof health curricula involves the integration of interprofessional collaboration and supranational coordination and monitoring. Evolving through the disruptive changes brought about by digitalization, health care engages many different professions [44,49]. Topics related to engineering, computer science, and entrepreneurship have become increasingly relevant for medical professionals [49,50]. Our study indicates that medical students are eager to learn interprofessionally and wish to include input from other fields to their education.

In Europe, several networks have been established to support the digitalization of health care and its implementation in health care education [51-54]. Approaches coordinated by the European Commission or EU member states take into account the heterogeneity of European health care systems and the different pace of digitalization in EU member states [16,51]. Additionally, the European exchange of best practices on an institutional level is focused on driving advances in digital health literacy for health care professionals and digital health implementation [14,55]. For instance, platforms such as the European Institute of Innovation and Technology Health, the European Deans’ meeting Training Future-Proof Doctors for the Digital Society, and respective medical education conferences [31,53,56,57] bring together experts and stakeholders in the field. Such
platforms for interprofessional collaboration and best practice exchange as well as cross-disciplinary training are essential to ensure continuous improvements in a rapidly changing field.

Limitations
Our survey was answered by first- to seventh-year medical students throughout Europe. Some of the questions may not have been fully answered by first-year medical students, as some may not yet have had a complete overview of their medical curriculum. Moreover, it is important to mention that the students’ perception of their curriculum might differ from the actual courses offered by their university. The lack of awareness among students suggests faculties need to promote already existing courses.

Our findings may even overestimate the digital health literacy of European medical students. This may be due to two aspects. First, the voluntary mode of participation may suggest that respondents were already aware of and interested in digital health. Thus, it is possible that they do not represent the average knowledge and skill level of medical students regarding digital health and are already more confident about their e-skills abilities than their colleagues would be. Second, people with weak skills tend to overestimate their skills and expected performance [38]. Further research on the eHealth literacy of medical students using validated assessment tools [59,60] would be necessary in order to obtain a clearer and more objective picture.

Due to the limited number of respondents, our results can be considered neither complete nor representative of the European region. Rather, the findings should be seen as a starting point for further research in this area. In a follow-up study, various results could be specifically queried again and linked to current developments in health care education. In addition, findings can be an impetus for policymakers and stakeholders in health care education to revise their approach to meet the needs of future health care professionals with regard to digital skills and eHealth literacy.

The study was conducted in English only, which may have resulted in misunderstandings, inaccuracies, and flawed answers due to a language barrier. Despite the definitions of technical terms given in the survey, their complexity and ambiguity may have caused difficulties in understanding, and subsequently, in answering survey questions. Furthermore, when responding to a Likert scale, it has been shown that respondents were more likely to pick answers in the middle of the scale when responding to an English-language questionnaire compared to a questionnaire in their native language. In turn, questionnaires in a respondents’ native language provoked a higher level of extreme responses [61]. Next to this, the field of eHealth is multidimensional and often not directly labeled as such [28,62], which could have led to misunderstandings among respondents, and thus, biased the survey results.

Conclusion
This study was the first pan-European approach assessing the needs of medical students regarding digital health literacy and digital skills in medical education. We revealed that the majority of European medical students have a positive attitude toward the digitalization of health care and are willing to play an active role and take responsibility especially as mediators of digital health literacy to patients. However, we also found a lack of knowledge and skills regarding the adequate use and evaluation of digital health technologies, attributed to a lack of respective topics in the medical curriculum. We showed the students’ demand for new, additional teaching concepts ranging from technical-theoretical issues (data management, computer science, legal, and ethical aspects) to practical training with specific technologies and patient communication.

The apparent gap between the overall willingness of medical students to become key players in the digitalization of health care and the education they receive poses a significant challenge to the successful implementation of digital technologies into health care settings. Education providers and policymakers should acknowledge the central role of future health care professionals in health innovation, develop interprofessional concepts ensuring continuous learning, and evaluate them in a continual exchange among themselves and with their students, adapting to the latest scientific and technological developments.

Further research on the specific needs of health care professionals is necessary as new challenges in the growing field of digital health continuously arise. The medical curriculum is essential to create preparatory experiences regarding digital health literacy and digital skills before students enter their professional life. Our findings support the call for faculties and medical education institutions to collaboratively establish targeted, customized, and efficient education and training on digital health.
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Abstract

Background: There is increasing interest in finding novel approaches to improve the preparation of children for hospital procedures such as surgery, x-rays, and blood tests. Well-prepared and informed children have better outcomes (less procedural anxiety and higher satisfaction). A digital therapeutic (DTx) platform (Xploro) was developed with children to provide health information through gamification, serious games, a chatbot, and an augmented reality avatar.

Objective: This before and after evaluation study aims to assess the acceptability of the Xploro DTx and examine its impact on children and their parent's procedural knowledge, procedural anxiety, and reported experiences when attending a hospital for a planned procedure.

Methods: We used a mixed methods design with quantitative measures and qualitative data collected sequentially from a group of children who received standard hospital information (before group) and a group of children who received the DTx intervention (after group). Participants were children aged between 8 and 14 years and their parents who attended a hospital for a planned clinical procedure at a children's hospital in North West England. Children and their parents completed self-report measures (perceived procedural knowledge, procedural anxiety, procedural satisfaction, and procedural involvement) at baseline, preprocedure, and postprocedure.

Results: A total of 80 children (n=40 standard care group and n=40 intervention group) and their parents participated in the study: the children were aged between 8 and 14 years (average 10.4, SD 2.27 years) and were attending a hospital for a range of procedures. The children in the intervention group reported significantly lower levels of procedural anxiety before the procedure than those in the standard group (two-tailed t(63.64)=2.740; P=.008). The children in the intervention group also felt more involved in their procedure than those in the standard group (t(75)=−2.238; P=.03). The children in the intervention group also reported significantly higher levels of perceived procedural knowledge preprocedure (t(59.98)=−4.892; P=.001) than those in the standard group. As for parents, those with access to the Xploro intervention reported significantly lower levels of procedural anxiety preprocedure (t(68.51)=1.985; P=.05). During the semistructured write and tell interviews, children stated that they enjoyed using the intervention, it was fun and easy to use, and they felt that it had positively influenced their experiences of coming to the hospital for a procedure.

Conclusions: This study has shown that the DTx platform, Xploro, has a positive impact on children attending a hospital for a procedure by reducing levels of procedural anxiety. The children and parents in the intervention group described Xploro as improving their experiences and being easy and fun to use.

(J Med Internet Res 2020;22(8):e17367) doi:10.2196/17367
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Introduction

Children can find visiting a hospital to be a stressful and disorientating experience. Research shows that children can experience high levels of anxiety when attending a hospital for procedures [1], normally due to fear of the unknown, medical examinations, pain, separation from parents, uncertainty, and loss of control [2,3]. These fears and worries can result from poor preparation and information [4,5], and can result in children becoming distressed and uncooperative during a clinical procedure [6]. Anxiety and distress linked to undergoing a procedure can be long-lasting and have implications on children’s subsequent health care encounters and long-term health outcomes [7]. Children’s distress and noncooperation during procedures can also result in longer appointments, delays to appointments, and referrals to psychological services, all of which have cost implications for health service providers. Children and their parents identify an unmet need for information about hospital procedures and interventions [8,9] and that such information would be valuable to help them know what to expect and how best to prepare themselves for a procedure [10].

Traditional forms of preparation for children include leaflets and books [11], and while these have been shown to have some benefit, computer- and app-based interventions have been highlighted as being best placed to deliver preparation information for children coming to the hospital for a planned procedure [12]. There is evidence that computer- and app-based interventions are helpful in educating and preparing children for health experiences, but to date these have focused predominantly on admissions for surgery [13-16] or one particular context (eg, radiology [17]). Although these interventions are valuable, children may encounter numerous clinical procedures, health care professionals, and environments while visiting the hospital. There is a need to develop and robustly evaluate interventions that address the more common interactions and procedures that children encounter within hospitals. Therefore, it was expected that an accessible and child-centered intervention to familiarize and inform children about a broad range of experiences, environments, and health professionals would increase value and improve children’s procedural health literacy and experiences.

Health literacy refers to a person’s ability to access and gain information, understand this information, and use it to communicate and be involved in making health choices and decisions [18,19]. In relation to the Xploro intervention, we proposed that a child’s health literacy would be enhanced by accessing meaningful information (knowledge) through the digital therapeutic (DTx) platform, which they can understand and use to familiarize and prepare themselves for their hospital visits (reduced procedural anxiety, improved experiences, and increased involvement in their procedure). The Xploro intervention has been developed with children based on an information-pull design. This design acknowledges that children learn and gain knowledge optimally by actively accessing information and constructing their own understandings through engaging with multiple elements (gamification, augmented reality, serious games, and a chatbot) to influence multiple aspects of a procedure (anxiety, knowledge, involvement, and satisfaction). There is currently a lack of robust research evaluating the use and impact of platforms such as Xploro with children attending a hospital.

This before and after study aims to assess the acceptability of Xploro DTx and examine its impact on children and their parents’ health literacy, perceptions of procedural knowledge, procedural anxiety, procedural involvement, procedural satisfaction, and reported experiences when attending a hospital for a planned procedure.

Methods

Study Design

The study was designed as a before and after evaluation study comprising 2 separate groups of children. Data were collected sequentially from a group of children who received standard hospital information (before group) and from a group of children who received the DTx intervention (after group). As the DTx platform can be considered a complex intervention (multiple interacting components with multiple aims), we conducted a before and after study design to enable us to ascertain whether the intervention was acceptable and accessible to children and their parents within a health care setting and evaluate whether the outcomes were favorable [20]. This study would help inform whether further research to assess the effectiveness of the intervention in a larger study could and should be done.

The study used a mixed methods design consisting of structured quantitative measures and qualitative interviews. Self-completion questionnaire booklets were completed separately by children aged 8 to 14 years and their parent or carer at 3 time points: baseline (3 to 5 days before attending a hospital for the procedure), before the procedure (on arrival at the hospital), and after their procedure (within 5-10 min after completing their procedure). The questionnaire booklets collected self-report data on procedural anxiety, perceptions of knowledge, involvement, and satisfaction. The design of the questionnaire booklet was informed by consultations with 10 children and 4 parents to ensure that the directions, language, and measures were easily understood. The children, during this consultation, highlighted that the use of multiple measures or lengthy questionnaires may add to a child’s anxiety when attending a hospital for a procedure, so the study was designed to ensure that participant burden was kept to a minimum.

Short qualitative interviews, focused around a write and tell [21] activity sheet, were conducted with children and their parents after the procedure. The interviews explored what children and parents perceived went well during the procedure and what might have made it better. For the children in the intervention group, the interviews also sought their opinions and experiences of using the DTx platform (Xploro) and aimed to assess the acceptability of the intervention.
to gain insight into how children used the intervention within the context of a hospital visit and how it impacted their procedural experiences. The collection of qualitative data from all the children and their parents involved in the study was in recognition of the value of these data as part of an evaluation of a complex intervention [22].

Participants and Recruitment

Participants were children undergoing a planned procedure in a children’s hospital in North West England and their attending parents. Children were recruited using convenience sampling for the standard care group between September 2018 and January 2019 and the intervention group between January and June 2019. Eligible children were those aged between 8 and 14 years who were to attend a hospital for a planned clinical procedure without a moderate or severe cognitive impairment or a referral to psychological services for procedural anxiety. The age of the children recruited for the study was determined by the target population for the Xploro intervention. Researchers positioned themselves within outpatient and inpatient departments on different days of the week and worked with clinical teams to identify children who were due to return for a clinical procedure within the next few weeks. Eligibility was determined by the clinical team, who initially approached the family with information about the study.

Study Intervention

Xploro is a DTx platform that uses augmented reality, gameplay, and artificial intelligence to deliver health information to children (Figure 1). The intervention was developed in response to the personal experience of the founder to a lack of engaging information for children attending a hospital for procedures and treatments. The DTx platform provides information about health environments (wards and operating theaters), key health staff, and hospital equipment. The DTx platform includes an avatar that children can customize and acts as a guide and chatbot. The DTx platform also includes several serious games with health themes. The DTx platform includes information about the procedure, environment and staff, and information on sensory aspects of a procedure (what a child may feel or experience) as well as information to help a child build-coping strategies [9].

Figure 1. Different components of the Xploro Digital Therapeutic (DTx) platform.

Xploro development has been informed by a user-centered design or person-based approach [23]. Children (n=105), health professionals (n=19), and parents (n=27) were involved in a previous qualitative study to inform the content (chatbot questions and answers, games, and language used), navigation (working through different elements or easily locating the procedure of relevance to them), and access to the DTx app (parents as gatekeepers and importance of timing of procedural information) [9]. This previous work was conducted in acknowledgment of the importance of qualitative research in informing the development of DTx interventions to ensure that they are engaging, acceptable, and effective [24] and that an investment in developmental work is essential before the formal evaluation of complex interventions [20]. Xploro is designed to supplement, not replace, normal forms of information provision and communication between children and health professionals. For this study, Xploro was accessed by children in the intervention group on a preloaded iPad delivered to each family at least 3 days before the planned procedure.

Measures

Self-report questionnaires were completed by children and their parents at baseline (3 to 5 days before the planned procedure), before the procedure (within the hospital immediately before the procedure), and after the procedure (within the hospital and up to 10 min after the procedure was completed; Figure 2; Table 1).

Children and parents’ self-reported ratings were collected for their procedural (state) anxiety (10-point visual analog scale [VAS]), trait anxiety (10-point VAS), procedural knowledge levels (10-point VAS), procedural satisfaction (10-point VAS), and procedural involvement (5-point Likert scale). These were single-item scales.
Figure 2. Flow diagram of the study processes.
Table 1. Measures used in the study.

<table>
<thead>
<tr>
<th>Child measures</th>
<th>Parent measures</th>
<th>Points of measurement</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trait anxiety measure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• “How worried or anxious are you normally about things?”</td>
<td>• “How anxious or worried are you about your child’s procedure?”</td>
<td>• Baseline</td>
</tr>
<tr>
<td>• 0 (not at all anxious or worried) to 10 (very anxious or worried)</td>
<td>• 0 (not at all anxious or worried) to 10 (very anxious or worried)</td>
<td></td>
</tr>
<tr>
<td>• Self-developed</td>
<td>• Self-developed</td>
<td></td>
</tr>
<tr>
<td><strong>Procedural anxiety measure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• “How anxious or worried are you about your child’s procedure?”</td>
<td>• “How anxious or worried are you about your child’s procedure?”</td>
<td>• Baseline</td>
</tr>
<tr>
<td>• 0 (not at all anxious or worried) to 10 (very anxious or worried)</td>
<td>• 0 (not at all anxious or worried) to 10 (very anxious or worried)</td>
<td></td>
</tr>
<tr>
<td>• Self-developed</td>
<td>• Self-developed</td>
<td></td>
</tr>
<tr>
<td><strong>Perception of procedural knowledge measure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• “How much do you know about your child’s procedure?”</td>
<td>• “How much do you know about your child’s procedure?”</td>
<td>• Baseline</td>
</tr>
<tr>
<td>• 0 (know nothing) to 10 (know everything)</td>
<td>• 0 (know nothing) to 10 (know everything)</td>
<td></td>
</tr>
<tr>
<td>• Self-developed</td>
<td>• Self-developed</td>
<td></td>
</tr>
<tr>
<td><strong>Procedural satisfaction measure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• “Overall how satisfied were you with your child’s procedure today?”</td>
<td>• “Overall how satisfied were you with your child’s procedure today?”</td>
<td>• After the procedure</td>
</tr>
<tr>
<td>• 0 (not at all satisfied) to 10 (completely satisfied)</td>
<td>• 0 (not at all satisfied) to 10 (completely satisfied)</td>
<td></td>
</tr>
<tr>
<td>• Self-developed</td>
<td>• Self-developed</td>
<td></td>
</tr>
<tr>
<td><strong>Procedural involvement measure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• N/A</td>
<td>• N/A</td>
<td>• After the procedure</td>
</tr>
<tr>
<td>• “Were you involved, as much as you wanted to be, in decisions about your procedure?”</td>
<td>• “Were you involved, as much as you wanted to be, in decisions about your procedure?”</td>
<td></td>
</tr>
<tr>
<td>a. 0: No</td>
<td>a. 0: No</td>
<td></td>
</tr>
<tr>
<td>b. 1: Yes, sort of</td>
<td>b. 1: Yes, sort of</td>
<td></td>
</tr>
<tr>
<td>c. 2: Yes, definitely</td>
<td>c. 2: Yes, definitely</td>
<td></td>
</tr>
<tr>
<td>Children could also respond: “I did not want or need to be involved and these responses were not included in the analyses”; adapted from Toomey et al, 2015</td>
<td>Children could also respond: “I did not want or need to be involved and these responses were not included in the analyses”; adapted from Toomey et al, 2015</td>
<td></td>
</tr>
<tr>
<td><strong>Intervention engagement measure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• “Which parts of the app did you look at /go through?” (Tick against a list of the different elements)</td>
<td>• “Which parts of the app did you look at /go through?” (Tick against a list of the different elements)</td>
<td>• After the procedure</td>
</tr>
<tr>
<td>• “Did you like this part?” (yes/no)</td>
<td>• “Did you like this part?” (yes/no)</td>
<td></td>
</tr>
</tbody>
</table>

aN/A: not applicable.
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Statistical Analysis
Independent t tests were conducted to compare parents and children’s scores on the following measures between the 2 groups (those using the DTx platform intervention and those using standard procedural information when attending a hospital for a planned procedure): trait anxiety, procedural anxiety, perception of procedural knowledge and procedural satisfaction. Where significant differences were found between the standard and intervention groups, two-tailed paired t tests were performed to determine whether there were any differences in parents and children’s scores from baseline to before the procedure. To examine those who benefited the most from Xploro, the following exploratory group comparisons were conducted: (1) those who had invasive procedures versus those who had noninvasive procedures and (2) children who had 3 or more visits to the hospital and those who had fewer than 3 visits to the hospital.

Descriptive statistics have been presented regarding engagement with the intervention.
All analyses were conducted using SPSS version 25 (IBM Corp), and \( P=0.04 \) was considered statistically significant.

**Qualitative Analysis**

The text responses of children and their parents were inductively analyzed by 2 researchers using content analysis processes [28], where the responses were coded and then organized into broad themes.

### Results

#### Participant Characteristics

Of the 80 children and parents eligible to participate, all were successfully recruited, and all of them completed the baseline, preprocedural, and postprocedural data collection processes. Participants were aged between 8 and 14 years (average 10.5 years for the standard group and 12 years for the intervention group) and were attending a hospital for a range of procedures. The characteristics between the 2 groups were similar, for example, age, gender, previous hospital experience, and parental education (Table 2).

#### Table 2. Characteristics of the participants.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Usual hospital information (before) group, ( n (%) )</th>
<th>Xploro digital therapeutic platform (intervention) group, ( n (%) )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Child’s age, (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8-10</td>
<td>16 (40)</td>
<td>20 (50)</td>
</tr>
<tr>
<td>11-14</td>
<td>24 (60)</td>
<td>20 (50)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>20 (50)</td>
<td>16 (40)</td>
</tr>
<tr>
<td>Female</td>
<td>20 (50)</td>
<td>24 (60)</td>
</tr>
<tr>
<td><strong>Type of procedure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Noninvasive (x-ray and ultrasound)</td>
<td>14 (35)</td>
<td>9 (23)</td>
</tr>
<tr>
<td>Invasive (surgery cannulation and blood tests)</td>
<td>26 (65)</td>
<td>31 (78)</td>
</tr>
<tr>
<td><strong>Previous hospital procedure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3 previous hospital experiences</td>
<td>22 (55)</td>
<td>26 (65)</td>
</tr>
<tr>
<td>&gt;3 previous hospital experiences</td>
<td>18 (45)</td>
<td>14 (35)</td>
</tr>
<tr>
<td><strong>Parent educational level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Primary</td>
<td>1 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Secondary</td>
<td>22 (55)</td>
<td>27 (68)</td>
</tr>
<tr>
<td>Graduate</td>
<td>12 (30)</td>
<td>11 (28)</td>
</tr>
<tr>
<td>Postgraduate</td>
<td>4 (10)</td>
<td>2 (5)</td>
</tr>
</tbody>
</table>

#### Parents and Children’s Levels of Trait Anxiety

At baseline, levels of general anxiety were similar for both parents and children in the 2 groups. Specifically, parents’ levels of anxiety did not differ between the standard (mean 2.15, SD 0.770) and intervention groups (mean 2.10, SD 0.709; \( t_{78}=0.302; P=0.76 \)). Similarly, children’s levels of trait anxiety did not differ between the standard (mean 2.35, SD 0.700) and intervention groups (mean 2.38, SD 0.49; \( t_{69.8}=1.85; P=0.85 \)).

#### Feeling Less Worried: Reducing Procedural Anxiety

This study aimed to examine the impact of the intervention (DTx platform) compared with standard procedural information on children and their parents’ self-reported procedural anxiety when attending a hospital for a planned procedure. Children and parents were asked to rate their procedural anxiety on a single 10-point VAS.

At baseline, there were no differences in procedural anxiety between the standard and intervention groups for both parents and children (Table 3). However, before the procedure, the mean procedural anxiety scores of both children and parents in the intervention group were significantly lower than those in the standard group (Figure 3).
We then conducted two-tailed paired t tests to determine whether there were any differences in parents and children’s levels of procedural anxiety from baseline to before the procedure, depending on the nature of the procedure (e.g., invasive vs noninvasive procedure). The only statistically significant difference in scores occurred in the intervention group. For children undergoing invasive procedures, levels of anxiety decreased from baseline (mean 6.61, SD 1.50) to before the procedure (mean 5.84, SD 1.54; \( t_{30} = 2.555; P = .02 \)). Similarly, for children undergoing noninvasive procedures, anxiety decreased from baseline (mean 6.89, SD 1.62) to preprocedure (mean 5.78, SD 1.79; \( t_{8} = 2.857; P = .02 \)). For parents, anxiety decreased from baseline (mean 5.71, SD 2.27) to before the procedure (mean 5.32, SD 2.02) for those whose children were undergoing invasive procedures only (\( t_{25} = 2.834; P = .008 \)). The Xploro DTx platform therefore reduced children’s levels of procedural anxiety regardless of the kind of procedure they were undergoing, whereas for parents, the intervention was most beneficial to those whose children were undergoing invasive procedures.

We then examined whether there were any differences in parents and children’s levels of procedural anxiety from baseline to before the procedure, depending on the number of times children reported previous visits to the hospital (e.g., less than 3 or more than 3). The only statistically significant difference was found in the intervention group. For those who had visited the hospital 3 times or less, children’s levels of anxiety decreased from baseline (mean 6.77, SD 1.31) to preprocedure (mean 5.54, SD 1.30; \( t_{25} = 7.273; P < .001 \)). The parents of children who had visited the hospital 3 times or less also experienced a reduction in anxiety from baseline (mean 5.54, SD 1.79) to preprocedure (mean 5.15, SD 1.52; \( t_{25} = 2.813; P = .009 \)). Therefore, in terms of anxiety, Xploro benefitted children and parents who had less exposure to hospital environments compared with those who had more exposure.

**Feeling I Know More: Increasing the Perception of Procedural Knowledge**

This study aims to explore the impact of using a DTx platform compared with standard procedural information on children and their parents’ self-reported perception of procedural knowledge. Self-reported procedural knowledge refers to how much knowledge the child or parent believed they had about the procedure, and this was assessed on a single VAS.

At baseline, children in the intervention group rated themselves as having significantly higher levels of perceived procedural knowledge compared with children in the control group (Table 4; Figure 4). Similarly, parents perceived procedural knowledge...
at baseline was higher in the intervention group than in the standard group, although this difference was only marginally significant (Table 4). These findings were unexpected given that the children and parents in the intervention group did not have access to the DTx platform when the baseline measurements were obtained.

Table 4. Perceived procedural knowledge of children and their parents in the standard and intervention groups.

<table>
<thead>
<tr>
<th>Timepoint</th>
<th>Children</th>
<th>Parents</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Standard (SD)</td>
<td>Intervention (SD)</td>
</tr>
<tr>
<td>Baseline</td>
<td>4.32 (2.66)</td>
<td>5.85 (1.83)</td>
</tr>
<tr>
<td>Before procedure</td>
<td>4.36 (2.66)</td>
<td>6.75 (1.51)</td>
</tr>
</tbody>
</table>

Figure 4. Children and parents’ reported perceptions of procedural knowledge.

We then conducted a two-tailed paired t test to determine whether there were any differences in parents and children’s levels of perceived procedural knowledge from baseline to before the procedure, depending on the nature of the procedure (eg, invasive procedure vs noninvasive procedure). The only statistically significant difference in scores occurred in the intervention group. For children undergoing an invasive procedure, there was a statistically significant increase in perceptions of procedural knowledge from baseline (mean 6.10, SD 1.81) to before the procedure (mean 6.78, SD 1.38; t30 = −3.760; P = .001). Similarly, for children undergoing noninvasive procedures, there was a statistically significant increase in perceptions of procedural knowledge from baseline (mean 5.00, SD 1.73) to before the procedure (mean 6.33, SD 1.94; t25 = −2.412; P = .04). Xploro was therefore of the greatest benefit to children, regardless of the kind of procedure under.

We then examined whether there were any differences in parents and children’s levels of perceptions of procedural knowledge from baseline to before the procedure, depending on the number of times the children had visited the hospital (eg, less than 3 or more than 3). The only statistically significant difference was found in the intervention group. For children who had fewer than 3 visits, there was a statistically significant increase in perceived procedural knowledge from baseline (mean 5.69, SD 1.81) to before the procedure (mean 6.54, SD 1.45; t25 = −3.528; P = .002). Similarly, for those who had 3 or more visits, there was a statistically significant increase in perceived procedural knowledge from baseline (mean 6.14, SD 1.92) to preprocedure (mean 7.14, SD 1.61; t13 = −2.646; P = .02). In terms of procedure knowledge, the Xploro DTx platform therefore benefited children and parents perceived procedural knowledge regardless of their previous exposure to a hospital.

Feeling Happier About What Happened: Procedural Satisfaction

Children and their parents’ self-reported satisfaction of undergoing the hospital procedure was rated after the procedure on a single 10-point VAS. Both parents and children’s procedural satisfaction scores were higher in the intervention group compared with the standard group, although these differences were not statistically significant (Table 5).
Table 5. Procedural satisfaction of children and their parents in the standard and intervention groups.

<table>
<thead>
<tr>
<th>Timepoint</th>
<th>Children</th>
<th></th>
<th></th>
<th></th>
<th>Parents</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Standard,</td>
<td>Intervention,</td>
<td>t value (df)</td>
<td>P value</td>
<td>Standard,</td>
<td>Intervention,</td>
<td>t value (df)</td>
</tr>
<tr>
<td>After the procedure</td>
<td></td>
<td>mean (SD)</td>
<td>mean (SD)</td>
<td></td>
<td></td>
<td>mean (SD)</td>
<td>mean (SD)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>5.98 (2.787)</td>
<td>6.88 (2.002)</td>
<td>-1.659 (70.79)</td>
<td>.10</td>
<td>6.63 (2.457)</td>
<td>6.80 (1.800)</td>
<td>-0.363 (78)</td>
</tr>
</tbody>
</table>

Feeling More Involved: Increasing Procedural Involvement

The study aimed to understand whether children and parents who received the intervention would report higher levels of procedural involvement. Children were asked after the procedure to rate their perceived levels of involvement on a 3-point Likert scale. After the procedure, the mean procedural involvement scores of children in the intervention group were significantly higher than those in the standard group ($t_{75}=-2.238; P=.03$).

Using It and Liking It: Children’s Engagement With the Intervention

This study also aimed to understand the levels of engagement a child had with the intervention (DTx platform). Although software was not used to determine clear statistical levels of engagement, the questionnaire booklets asked the children to retrospectively record their levels of engagement with the intervention. This enabled us to gain some understanding of which parts of the DTx platform were used. All of the children who accessed and used the intervention valued the content and enjoyed the various components, particularly the customized avatar and chatbot. Table 6 identifies the specific components of the intervention that the children used.

The children were asked to rate how much they liked the different components of Xploro that they used. Only 20 out of the 40 children in the intervention group completed this section, but those who did reported that they liked all the different components they accessed.

Table 6. Children’s engagement with the different components of the intervention (n=40).

<table>
<thead>
<tr>
<th>Different components of the intervention</th>
<th>Children reporting using each component, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Avatar</td>
<td>40 (100)</td>
</tr>
<tr>
<td>Chatbot</td>
<td>40 (100)</td>
</tr>
<tr>
<td>Ward orientation</td>
<td>36 (90)</td>
</tr>
<tr>
<td>Equipments</td>
<td></td>
</tr>
<tr>
<td>MRI$^a$</td>
<td>22 (55)</td>
</tr>
<tr>
<td>Monitor</td>
<td>24 (60)</td>
</tr>
<tr>
<td>X-ray machine</td>
<td>24 (60)</td>
</tr>
<tr>
<td>LINAC$^b$</td>
<td>24 (60)</td>
</tr>
<tr>
<td>CT$^c$ scan</td>
<td>24 (60)</td>
</tr>
<tr>
<td>Ultrasound</td>
<td>4 (10)</td>
</tr>
<tr>
<td>Who is who (staff)</td>
<td>28 (70)</td>
</tr>
<tr>
<td>Games</td>
<td></td>
</tr>
<tr>
<td>Heart race</td>
<td>28 (70)</td>
</tr>
<tr>
<td>Germ buster</td>
<td>28 (70)</td>
</tr>
<tr>
<td>And relax</td>
<td>26 (65)</td>
</tr>
<tr>
<td>Operating room</td>
<td>30 (75)</td>
</tr>
<tr>
<td>Anesthesia room</td>
<td>30 (75)</td>
</tr>
<tr>
<td>Ward</td>
<td>39 (98)</td>
</tr>
<tr>
<td>Recovery room</td>
<td>25 (63)</td>
</tr>
</tbody>
</table>

$^a$MRI: magnetic resonance imaging.
$^b$LINAC: linear particle accelerator.
$^c$CT: computed tomography.
Qualitative Experiences of Using the Intervention

It Helped Me to Understand What Would Happen: Experiences of Children Using the Intervention

During the semistructured write and tell interviews, the children stated that they enjoyed using the intervention and felt that it had positively influenced their experiences of coming to the hospital for a procedure. The interviews demonstrated that the intervention benefitted the children by providing them with information and knowledge about the procedure they were about to undergo while at home “it is so good, like being to see the hospital while you are still at home” (P24). One child stated that the DTx platform helped them “know things I didn’t know before, I didn’t know all the tests would be from one needle I thought it was loads” (P12), while another talked about how the intervention “is great, it taught me lots and I knew what all the numbers on the machine were and made me feel less worried” (P3). Even children who had previous experience with a procedure valued the information: “It [Xploro] is good, I have had an MRI before but I didn’t know what it was doing while I was in it–but now I know” (P1).

The children also reported using the intervention to distract themselves and take their minds off their procedure. This was particularly linked to the games that were viewed positively by the children: “they were fun and helped to distract me” (P37); “I liked playing the games on the iPad” (P36); “it helped when I was making my stitches out as I could play on it and not think about it” (P21).

The interviews also helped to identify the important roles that parents play in facilitating or disabling children’s access to information: “my mum only let me play on it last night” (P20); “if it was a game in real life I would ask my mum for it” (P14).

It Helped Us Talk About What Would Happen: Experiences of Parents of Their Child Using the Intervention

The parents discussed how their child had enjoyed using Xploro and how the intervention had helped provide children with information about the procedure: “it helped him learn lots about the scan” (P13) and “it [Xploro] is great, she now knows more than me” (P3); parents described how without the intervention their child may have been lacking in information “the nurse didn’t explain so without it [Xploro] she wouldn’t have had a clue” (P19). The increase in knowledge was reported by parents as reducing their child’s anxiety “she feels more relaxed as she knows what things look like and knows about the anaesthetic machine” (P39).

Parents also reported that the intervention helped them talk about the planned procedure with their child, “playing with the app allowed us to talk about what would happen, otherwise I wouldn’t know how to approach it” (P1). Despite the intervention being focused on providing information to children, some parents found it really useful to them, “It [Xploro] is amazing, I used it more than him” (P7), although some parents did not appreciate that the focus of the intervention was on information provision as well as being fun, “if I had known it was about learning and not just games I would have let her use it sooner” (P20). The engaging components were viewed positively by parents, “she liked the interactive bits, it looks good” (P37) and “he loved making the man” (P7).

Discussion

Principal Findings

We report the results of a before and after evaluation study to examine the acceptability of a DTx platform (Xploro) and the impact of this intervention on children undergoing a clinical procedure and their parents. To the best of our knowledge, this is the first study to evaluate the impact of a DTx platform using gamification, serious games, a chatbot, and an augmented reality avatar with children undergoing a wide range of hospital procedures. This study provides preliminary evidence that the intervention (Xploro) reduced procedural anxiety of children and their parents and improved children’s perceptions of procedural knowledge and involvement. All the children who accessed and used the DTx platform described how they valued the content, enjoyed using the various components, and reported that it improved their procedural experience by helping them be more prepared, less anxious, and more distracted. These findings suggest that the Xploro intervention has the potential to improve children’s procedural health literacy and address the need for meaningful and accessible procedural information. This is the first study to focus on the influence of a digital health intervention on children’s procedural health literacy. To our knowledge, this is the first study to evaluate a DTx platform by measuring multiple concepts including children’s procedural anxiety, perceptions of knowledge, procedural satisfaction, and perceived procedural involvement.

The DTx platform provides information about a broad range of hospital procedures, environments, and professionals; this is important as children can often encounter many different experiences when visiting the hospital, which may not be addressed by current digital health education and preparation interventions that focus on one specific procedure, for example, admission for surgery [13-16,29], or are designed around one specific hospital setting [30]. These interventions are of value but may not address the questions and concerns children have about procedures identified in previous research [9].

Children particularly valued that the Xploro intervention enabled them to customize and individualize their learning experiences; they could access different components of Xploro based on their individual preferences and information needs. Previous research indicates that children wish to receive information specific to them and are more likely to engage with and understand information delivered in a child-centered way [10]. It is increasingly recognized within the literature, particularly in relation to children, that health literacy is facilitated when an individual can tailor information to their needs and have the opportunity to process, question, and apply information to their individual circumstances [9] and actively construct knowledge and understanding [31]. This tailoring and individualization of information takes time, and interventions need to assist and support children in doing this. The Xploro intervention, underpinned by an information-pull approach, facilitated children to determine and address their own information needs...
and actively engage with the multiple elements of the intervention to shape their own learning experience. Digital health interventions that children can use flexibly and actively to pace their own learning are potentially of most value, based on evidence showing how children require different procedural information and education depending on their cognitive development and a previous experience [33]. Studies exploring the use of virtual reality interventions have also highlighted the importance of active user engagement and how passive interaction with an intervention is linked to poorer impact and experience [33].

There is an increasing need for high-quality and evidence-based digital solutions to the National Health Service’s challenges [34]. This is against the backdrop of the need for improved innovation and implementation [24] to meet these health care challenges. The team are committed to developing a digital health intervention for children, which has been rigorously developed and evaluated based on a child-centered approach. This study reports on the findings of a before and after study, which provides evidence that a larger effectiveness study would be of value.

Strengths and Limitations
One of the main strengths of the study were the methods used to ensure children’s views and self-reported experiences were central to the investigation. Further strengths are the similarities in the demographic characteristics between the intervention and standard care groups and the demonstrated suitability of the recruitment and data collection processes.
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Abstract

Background: With the dramatic development of Web 2.0, increasing numbers of patients and physicians are actively involved in online health communities. Despite extensive research on online health communities, the conversion rate from visitor to customer and its driving factors have not been discussed.

Objective: The aim of this study was to analyze the conversion rate of online health communities and to explore the effects of multisource online health community information, including physician-generated information, patient-generated information, and system-generated information.

Methods: An empirical study was conducted to examine the effects of physician-generated, patient-generated, and system-generated information on the conversion rate of physicians’ personal websites by analyzing short panel data from 2112 physicians over five time periods in a Chinese online health community.

Results: Multisource online health community information (ie, physician-generated, patient-generated, and system-generated information) positively affected the conversion rate. Physician-generated and patient-generated information showed a substitute relationship rather than a complementary relationship. In addition, the usage time of a personal website positively moderated patient-generated information, but negatively moderated physician-generated information.

Conclusions: This study contributes to the electronic health literature by investigating the conversion rate of online health communities and the effect of multisource online health community information. This study also contributes to understanding the drivers of conversion rate on service websites, which can help to successfully improve the efficiency of online health communities.

(J Med Internet Res 2020;22(8):e20623) doi:10.2196/20623
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treatment of their illness anytime and anywhere. Current evidence shows that OHCs have considerably significant effects in terms of reducing medical costs, improving operational efficiency and effectiveness, enhancing the equity of medical resources, and meeting patient satisfaction [5].

Customers increasingly prefer the internet to purchase products and services, and a digital channel has become an important platform for sellers of different sectors [6]. Numerous technologies and strategies are utilized to increase website traffic; however, an increase in website traffic alone does not guarantee an increase in sales. It is also important to convert visitors into customers [7,8]. Despite the importance of the conversion rate, research on understanding and analyzing the conversion rates of service websites is limited, especially in OHCs. Service has three well-documented features: intangibility, heterogeneity, and inseparability [9]. First, most services cannot be counted, measured, inventoried, tested, and verified in advance of the sale to assure quality. Second, performance often varies from producer to producer, from customer to customer, and from day to day. Third, production and consumption of services are inseparable. Unlike the conversion rate of other types of websites, the conversion rate for a service website represents a proportion of customers to total visitors who successfully locate information [10]. In the process of choosing a physician in an OHC, the patient decides whether or not to consult online or offline after visiting a physician’s personal website [11,12], which converts the visitor of a personal website to a customer. Therefore, the conversion rate of an OHC can be defined as the proportion of customers to visitors who successfully locate information on physicians’ personal websites and decide to consult. Therefore, how to convert visitors of a personal website to customers is an essential issue for physicians and the manager of the OHC.

Customers rely on several different sources to gather information on a variety of products or services prior to purchase [13-15]. Similarly, patients rely on OHC information from multiple sources to select a physician, and the physician’s personal website gathers this OHC information (eg, online and offline information [4,5], individual and organizational information [16], and system-generated and patient-generated information [12]). Among them, system-generated information is created by the platform where physicians work, and reveals the service provider’s contribution, grade, popularity, and other characteristics. This information is independent of physicians and patients in OHCs [12]. Patient-generated information is generated by patients who have experienced medical consultation (eg, reviews and ratings), which is typically used as a clue to reflect the outcomes of the physician’s service [17-19]. System-generated information and patient-generated information have been shown to be relevant to patients’ choices [12]. However, it is unclear whether this information will also affect the conversion rate of physicians’ personal websites.

In addition, the information presented in a personal website also includes information generated by the physician’s own online behaviors and activities (ie, physician-generated information) [18]. For example, the number of articles published by a physician can be used to measure their activeness [18], knowledge contribution [5], and professional capital [20]. In addition, physicians’ online behaviors and activities are important cues to reflect their delivery process quality [12]. Patients tend to judge a physician’s service quality from two dimensions: the outcomes and delivery process of the service [12], which correspond to the definitions of patient-generated information and physician-generated information that we applied in this study. Therefore, determining whether physician-generated information is related to the conversion rate of a personal website and its relationship with patient-generated information are worth studying.

System-generated information is automatically calculated by the system using an algorithm [12] and is updated at intervals, whereas patient-generated information and physician-generated information are recorded in the physician’s personal website as of its launch. Thus, the amount of patient-generated and physician-generated information is related to the physician’s usage time of the personal website. Moreover, the longer the physician uses the website, the more familiar they become with online medical services. Similar to patients who prefer experienced physicians in traditional medical services, patients may prefer to choose a physician who is more familiar with online medical services. Thus, a physician’s usage time may affect the relationship between patient-generated information, physician-generated information, and the conversion rate of the personal website.

The main objective of this study was to investigate the impact of multisource OHC information (physician-generated information, patient-generated information, and system-generated information) on the conversion rate of physicians’ personal websites, using data from a Chinese OHC. The main research questions were: (1) Could physician-generated information, patient-generated information, and system-generated information affect the conversion rate of physicians’ personal websites in OHCs? (2) Could physician-generated and patient-generated information be used to complement the conversion rate of physicians’ personal websites in OHCs? and (3) Does the usage time of a personal website moderate the effects of physician-generated and patient-generated information on the conversion rate? If so, to what degree (strengthen or weaken)?

To answer these three research questions, we developed a research model, which was tested using data collected from 2112 physicians’ personal websites over five time periods from the Chinese OHC Haodf.com [21].

**OHCs**

As Web 2.0 technologies are increasingly being used within the health care industry, patients and physicians have begun to participate more actively in health management [22]. Numerous studies have started to explore the benefits of OHCs from different perspectives. For example, Li et al [5] explored the economic success of physicians in the online consultation market. Guo et al [20] analyzed how physicians gained social and economic returns in OHCs. In contrast to traditional medical service delivery, OHCs give patients the opportunity to review the abundant amount of various types of information, and then use this information to choose the physician they wish to consult [23].
Specifically, the patient decision-making process in OHCs includes several stages and is also a process of gradually selecting physicians based on the information obtained, as shown in Figure 1. According to their diseases, patients can obtain a list of physicians that specialize in that disease and initial information to select alternatives, and then determine whether they should visit the personal website of the physician to get more information. When patients enter the physician’s personal website, they can obtain more comprehensive information (e.g., online behaviors, number of patients and visitors, articles) and decide whether or not to consult and how to consult [12]. Thus, a physician’s personal website plays an important role in the patient decision-making process, and the OHC information presented determines whether a patient is only a visitor or can be a customer. Although previous research has explored the effects on patients’ choices of different stages [12,18,24], there is currently no research available that focused on why some physicians are not selected for consultation even if their personal websites are visited by patients.

Conversion Rate

In electronic commerce (e-commerce), conversion rates represent the proportion of orders to website visitors. For instance, if 100 people visit a website and 3 of them purchase the product, the conversion rate is 3.0% [25]. Prior research has shown that website factors, including website features [26,27] and functionalities [25], and customer factors, including customer reviews and sentiments [28], browsing, and purchasing experiences [29,30], have effects on the conversion rates of websites.

Compared with the conversion rates of other types of websites, research on the conversion rate of a service website is still in a preliminary stage. As service is intangible, inseparable, and heterogeneous [9], Jackson [10] defined the conversion rate of a service website as the proportion of the number of customers to the total number of visitors, and customers were defined as those who successfully locate the information that the service provider wanted them to find (e.g., downloadable FAQ, emails the correct support address, or find the answer they were looking for). Cezar and Öğüt [7] analyzed the conversion rates in online hotel booking sites from the reviews of customers, recommendations, and ranking order of the system. Zhou et al [31] investigated the effect of posts generated by other members’ activities in transforming visitors into members in online brand communities. However, there is no research on the conversion rate of OHCs.

Considering the great demand for medical services and limited medical resources [32], the efficiency of an OHC is crucial. Visiting a physician’s personal website is a vital stage in the process of patient decision making, which is the prerequisite for converting visitors to physicians’ personal websites into customers. The number of customers indicates the number of patients a physician has provided medical services for; that is, the number of visitors that have successfully converted. A higher conversion rate of a personal website means that more patients choose this physician for consultation, and this physician can also obtain more social and economic returns [5,20]. The increased conversion rate of all physicians’ personal websites means that the efficiency of the OHC has increased. Therefore, the present study focused on the conversion rate of OHCs; that is, the proportion of customers to the total visitors of a physician’s personal website.

Multisource Information in OHCs

When customers search for information to make critical purchase decisions, they often use multiple information sources [13-15], including electronic word-of-mouth sources, neutral/third party sources, and manufacturer/retailer sources. Similarly, patients selecting a physician in an OHC also need to search for information from multiple sources. Previous studies have investigated the link between multisource OHC information and patients’ choices. For example, Li et al [18] explored the effects of patients’ rating and physicians’ activeness on the number of patients. Liu et al [16] found that the number of physicians’ appointments was positively associated with their individual offline and online reputations, as well as their organizational offline and online reputations. Yang et al [12] categorized OHC information into system-generated and patient-generated information, and explored their effects on patients’ online searches, evaluations, and decisions.

System-generated information represents pieces of information that are system- or machine-rendered [33]. This online information about products and services from neutral/third parties is considered to be more useful and objective [34], and provides references for customers (e.g., ranking orders and recommendations) [35,36]. Matching a customer’s preferences against the most similar customers’ preferences facilitates the purchasing process, as it narrows alternatives down to a few and hence decreases the time spent searching [7]. System-generated information in an OHC is created by the system based on the service provider’s contribution and popularity, which is independent of physicians and patients [12]. Patient-generated information is derived from the patient feedback channel of OHCs and is generated by patients who have experienced a medical consultation (e.g., reviews and ratings). Generally, patient-generated information reflects the
outcomes of a physician’s service [12], and is related to the perception of the physician’s skill [17] and patients’ choices at different stages [12,18,19].

However, an OHC is an online community that uses information technology to present a medical ecosystem including patients and physicians [4]. OHC information also includes information generated by physicians’ online behaviors and activities [18] (ie, physician-generated information). In an OHC, physicians can provide additional types of consultation than offline hospitals or clinics [37] (eg, network consultation, telephone consultation, appointment registration). In addition, physicians can update personal information, publish articles, reply to consultations, and manage patients in their personal websites. These online behaviors and activities can generate considerable information. Previous studies have shown that the number of articles published by a physician indicates the degree of activeness, knowledge contribution, and professional capital, which affect patients’ choices [18]. Therefore, this study focused on information from three different sources: physician-generated, patient-generated information, and system-generated information.

Research Model and Hypotheses

The customer decision-making process consists of five stages: needs recognition, information search, pre-evaluation, purchase decision, and postevaluation [38]. This is a process of continually eliminating options relying on multisource information, which is similar to the process of a patient selecting a physician in OHCs. As service is intangible, inseparable, and heterogeneous [9], patients narrow down the alternatives and finally choose one physician to consult by relying on multisource OHC information. Considering the importance of the physician’s personal website for the patient decision-making process, in this study, we focused on the roles of the multisource OHC information (physician-generated information, patient-generated information, and system-generated information) in the process of converting visitors to customers.

Physician-Generated Information and Conversion Rate

As the delivery of physicians’ services is based on the platform, the information of physicians’ behaviors and activities is considerable. The more information the physician generates, the more active the physician is on the platform [18]. Conversely, less available physician-generated information represents the behavior of inactive physicians. This kind of information can therefore reveal the delivery process quality of the physician’s service [12]. Patients prefer physicians who are actively involved online and have a high-quality service delivery process [12,18], and physicians’ online behaviors and activities have been shown to affect outpatient visits in hospitals [39]. When patients see a large amount of physician-generated information on a physician’s personal website, they will be more willing to convert as a customer. Therefore, it is hypothesized that physician-generated information positively affects the conversion rate of a physician’s personal website (H1).

Patient-Generated Information and Conversion Rate

A physician’s personal website also serves as a feedback channel for patients. Feedback from other people who have experienced a certain quality is a useful signal to help receivers understand quality, and is of vital importance in affecting information for receivers’ decision making [40]. Patient-generated information (eg, ratings and reviews) comes from other patients who have consulted the physician. Therefore, a greater amount of patient-generated information in a physician’s personal website indicates a higher number of patients who have selected the physician for consultation. Moreover, patient-generated information reflects a physician’s service outcomes [12]. Such information is more objective and credible than traditional information from friends and family members [41]. Patients prefer to choose a physician who has been consulted by a large number of patients [12] and delivers high-quality service outcomes. Therefore, it is hypothesized that: Patient-generated information positively affects the conversion rate of a physician’s personal website (H2).

The coexistence of physician-generated and patient-generated information may cause both items to complement each other in driving patients to choose a consultation after visiting a physician’s personal website. In the e-commerce context, service quality has a significant positive influence on customers’ purchase decisions. Because service is created by the interaction between service provider and receiver, service quality evaluations should concentrate on two dimensions: the service delivery process and service outcomes [42]. Patients require multisource information to judge the quality of the service delivery process and outcomes [12]. Per the preceding discussion, physician-generated information reflects the service delivery process and patient-generated information represents the service outcomes, and the two should complement each other. When patients obtain more physician-generated information or patient-generated information on a physician’s personal website, the possibility of choosing the physician for consultation (ie, the conversion rate of the physician’s personal website) will be enhanced. Therefore, it is hypothesized that: Physician-generated information and patient-generated information have a complementary relationship in affecting the conversion rate of a physician’s personal website (H3).

System-Generated Information and Conversion Rate

System-generated information is generated by the third-party platform (eg, ranking orders and recommendations) [35,36]. Online product recommendations from third parties are perceived as being more useful in terms of providing accurate information. Many consumers are willing to search for this information to satiate the uncertainty they feel toward information from manufacturers/retailers [34]. The system of an OHC also generates recommendations for physicians. Although this recommendation does not directly reflect a physician’s service quality [12], it is more objective and accurate. In an OHC, patients will form an overall impression through systematic recommendations. Compared with physicians with low recommended value, patients are more willing to assume that physicians who have highly recommended value are credible. There is a reason to believe that the conversion
rate of the personal website of a highly recommended physician will be high. Therefore, it is hypothesized that: System-generated information positively affects the conversion rate of a physician’s personal website (H4).

**Moderating Effect of Usage Time**

The physician’s personal website is a platform for presenting OHC information, including physician-generated and patient-generated information. Studies have shown that the launching of personal websites by physicians can significantly increase the amount of patient reviews [43] (ie, patient-generated information). The longer the website is used, the more physician-generated and patient-generated information should be presented on the personal website. Moreover, the time the physician uses the personal website also indicates the degree of familiarity with online medical services, and patients prefer to choose a more experienced physician. Therefore, it is hypothesized that: The usage time of a personal website positively moderates the relationship between physician-generated information and the conversion rate (H5a); The usage time of a personal website positively moderates the relationship between patient-generated information and the conversion rate (H5b).

The overall research model is schematically shown in Figure 2.
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**Methods**

For this study, we used data from Haodf.com [21], a leading OHC in China, focusing specifically on physicians treating coronary heart disease as an example. A physician’s personal website in Haodf.com presents multisource OHC information, including the number of people who visit that physician’s website, the number of patients who consult that physician, physician-generated information (eg, articles), patient-generated information (eg, thank-you letters), and system-generated information (eg, recommended value). Figure 3 shows an example of a physician’s personal website.

By means of web crawler technology, the data were collected in five time periods: from March 2019 to July 2019 (for 1 month each over these 5 months), covering 2112 physicians. To investigate whether physician-generated, patient-generated, and system-generated information affect the conversion rate of a physician’s personal website, a longitudinal study was designed. Table 1 summarizes the main variables considered in our study. We used the proportion of the number of patients relative to the number of visits before time \( t \) as a proxy for the conversion rate of a physician’s personal website. The number of patients included those who only consult online, and those who consult again after offline consultation, which can be considered to comprise patients with two kinds of consultations. The mean and maximum number of patients and visits were not an order of magnitude, and their variances were large. Thus, to avoid the calculated conversion rate values being too small, we conducted natural logarithm transformation, \( \ln(X+1) \), as shown in equation (1). Figure 4 shows the frequency statistics of conversion rates over the five time periods, clearly demonstrating variation in conversion rates, which is worth studying.

![Conversion rate formula](image)

\[
\text{Conversion rate}_{i, t} \quad (\%) = \frac{\ln(\text{Patients}_{i, t} + 1)}{\ln(\text{Visits}_{i, t} + 1)} \times 100 \quad (1)
\]

The independent variables included physician-generated information, patient-generated information, and system-generated information. Physician-generated information was measured by the number of articles published by the physician before time \( t \). Patient-generated information was measured by the number of thank-you letters written by patients after consulting before time \( t \). Since the distributions of articles and thank-you letters were nonnormal and some values were 0, natural logarithm transformations were also applied prior to analysis. System-generated information was measured by the recommended value of the system at time \( t \), ranging from 1 to 5. The physician’s order in the list is also in accordance with the recommended value. Moreover, usage time was used as a moderator, measured by the difference between the launch time of a physician’s personal website and time \( t \).

Control variables included medical title, academic title, and hospital level by the physician at time \( t \). These factors represent objective characteristics of a physician, which are reviewed by the system when the physician enters the OHC. A physician’s medical title has four levels: resident physician, attending physician, deputy chief physician, and chief physician, coded from 1 to 4, respectively. The three academic titles for a physician are lecturer, associate professor, and professor, coded from 1 to 3, respectively. Hospitals are also ranked according to three levels coded 1 to 3.
Figure 3. An example of a physician’s personal website.

Table 1. Variables description.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
<th>Proxy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Conversion rate (dependent variable)</td>
<td>Proportion of customers to visitors who successfully locate information in the physicians’ personal websites and decide to consult.</td>
<td>Patient visits</td>
</tr>
<tr>
<td><strong>Independent variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physician-generated information</td>
<td>The information generated by physicians’ behaviors and activities in the OHC(^a).</td>
<td>Articles</td>
</tr>
<tr>
<td>Patient-generated information</td>
<td>The information generated by patients who have experienced medical consultation in the OHC.</td>
<td>Thank-you letters</td>
</tr>
<tr>
<td>System-generated information</td>
<td>The information generated by the OHC system.</td>
<td>Recommended value</td>
</tr>
<tr>
<td>Usage time (moderator)</td>
<td>The time since the physician has launched their personal website in the OHC.</td>
<td>Usage time</td>
</tr>
<tr>
<td><strong>Control variables</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medical title</td>
<td>The physician’s administrative position in the hospital, which is a manifestation of the physician’s ranking.</td>
<td>Medical title</td>
</tr>
<tr>
<td>Academic title</td>
<td>The physician’s professional position, which is also a manifestation of the physician’s ranking.</td>
<td>Academic title</td>
</tr>
<tr>
<td>Hospital title</td>
<td>The level of the physical hospital where a physician works.</td>
<td>Hospital level</td>
</tr>
</tbody>
</table>

\(^a\)OHC: online health community.
Results

Descriptive Statistics and Correlations

Table 2 and Table 3 show the descriptive statistics and correlations among variables, respectively. The numbers of articles and letters showed a positive correlation with the conversion rate, and the number of articles was positively correlated with the number of letters. The recommended value was positively correlated with the conversion rate. Moreover, the number of articles and letters was each positively correlated with usage time.

Table 2. Descriptive statistics (N=10,560).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical title</td>
<td>2.455 (1.463)</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Academic title</td>
<td>0.866 (1.201)</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Hospital level</td>
<td>2.927 (0.378)</td>
<td>0</td>
<td>3</td>
</tr>
<tr>
<td>Articles</td>
<td>11.246 (53.232)</td>
<td>0</td>
<td>1315</td>
</tr>
<tr>
<td>Thank-you letters</td>
<td>20.738 (66.354)</td>
<td>0</td>
<td>1632</td>
</tr>
<tr>
<td>Recommended value</td>
<td>3.816 (0.287)</td>
<td>3.100</td>
<td>5</td>
</tr>
<tr>
<td>Usage time</td>
<td>5.058 (3.150)</td>
<td>0</td>
<td>11.420</td>
</tr>
<tr>
<td>Patients</td>
<td>529.189 (1390.845)</td>
<td>0</td>
<td>29,613</td>
</tr>
<tr>
<td>Visits</td>
<td>439,980 (1302.529)</td>
<td>17</td>
<td>1.81e+07</td>
</tr>
</tbody>
</table>
Table 3. Correlations among variables (N=10,560).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Medical title</th>
<th>Academic title</th>
<th>Hospital level</th>
<th>Ln(Articles+1)</th>
<th>Ln(Thank-you letters+1)</th>
<th>Recommended value</th>
<th>Usage time</th>
<th>Conversion rate</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Medical title</strong></td>
<td>β</td>
<td>.15</td>
<td>.185</td>
<td>.138</td>
<td>.185</td>
<td>.008</td>
<td>.029</td>
<td>.099</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Academic title</strong></td>
<td>β</td>
<td>.583</td>
<td>1</td>
<td>.029</td>
<td>.099</td>
<td>.013</td>
<td>.065</td>
<td>.008</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Hospital level</strong></td>
<td>β</td>
<td>.008</td>
<td>.015</td>
<td>.137</td>
<td>.254</td>
<td>.307</td>
<td>.392</td>
<td>.065</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>ln(Articles+1)</strong></td>
<td>β</td>
<td>.029</td>
<td>.137</td>
<td>.047</td>
<td>.064</td>
<td>.084</td>
<td>.056</td>
<td>.045</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>ln(Thank-you letters+1)</strong></td>
<td>β</td>
<td>.003</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>1</td>
<td>.281</td>
<td>.252</td>
<td>.410</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Recommended value</strong></td>
<td>β</td>
<td>.138</td>
<td>.307</td>
<td>.084</td>
<td>.281</td>
<td>.758</td>
<td>1</td>
<td>.292</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Usage time</strong></td>
<td>β</td>
<td>.185</td>
<td>.392</td>
<td>.252</td>
<td>.292</td>
<td>.365</td>
<td>.365</td>
<td>.581</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Conversion rate</strong></td>
<td>β</td>
<td>-.014</td>
<td>.065</td>
<td>-.045</td>
<td>.410</td>
<td>.581</td>
<td>.431</td>
<td>.009</td>
</tr>
<tr>
<td></td>
<td>P value</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

*Not applicable.

**Estimation Model**

To test the hypotheses, we formulated equation (2). Since the distribution of some variables (X) may not be normal and some values were 0, the natural logarithm transformation was used for these variables prior to analysis.

\[
\text{Conversion rate}_{i,t} (%) = \frac{\ln(\text{Patients}_{i,t}+1)}{\ln(\text{Visits}_{i,t}+1)} \times 100 = \alpha_0 + \alpha_1 \text{Medical title}_{i,t} + \alpha_2 \text{Academic title}_{i,t} + \alpha_3 \text{Hospital level}_{i,t} + \alpha_4 \text{Physician-generated information}_{i,t} + \alpha_5 \text{Patient-generated information}_{i,t} + \alpha_6 \text{System-generated information}_{i,t} + \alpha_7 \text{Physician-generated information}_{i,t} \times \text{Patient-generated information}_{i,t} + \alpha_8 \text{Usage time}_{i,t} + \alpha_9 \text{Physician-generated information}_{i,t} \times \text{Usage time}_{i,t} + \alpha_{10} \text{Patient-generated information}_{i,t} \times \text{Usage time}_{i,t} + \alpha_{11} \text{Usage time}_{i,t} + \alpha_{12} \text{Usage time}_{i,t} \times \text{Conversion rate}_{i,t} \times \text{Conversion rate}_{i,t} + \alpha \text{(2)}
\]

**Regression Results**

The results of the Hausman test ($\chi^2(11)=238.49$, $P<.001$) showed that a fixed-effects model was more suitable for this study. The fixed-effects model assists in controlling for unobserved heterogeneity (ie, heterogeneity among individual physicians) when this heterogeneity is constant over time. Therefore, the results of the fixed-effects model are reported accordingly in the main analysis, as shown in Table 4.

In addition, the results are presented hierarchically. Model 1 contained only control variables, whereas model 2 to model 4 included the independent variables and interaction terms. Model 5 represents the full model that included all of the independent variables as well as the interaction terms.

From model 2, the coefficient for physician-generated information was positive and statistically significant, indicating that physician-generated information positively affects the conversion rate of a physician’s personal website. Therefore, H1 is supported. The results of model 2 also showed that the coefficient of patient-generated information was positive and
statistically significant, suggesting that patient-generated information positively affects the conversion rate of a physician’s personal website. Therefore, H2 is supported.

Model 3 showed that the interaction between physician-generated information and patient-generated information was negative and significant. This means that the effect of physician-generated and patient-generated information on the conversion rate is a substitute relationship rather than a complementary relationship, which is in contrast to H3.

Model 2 showed that the coefficient of system-generated information was positive and statistically significant, suggesting that system-generated information positively affects the conversion rate of a physician’s personal website. Therefore, H4 is supported.

Model 4 showed that the interaction between physician-generated information and usage time was negative and significant. This finding suggests that the relationship between physician-generated information and the conversion rate can be negatively moderated by the usage time of a personal website. That is, when the usage time of a personal website is lower, the relationship between physician-generated information and the conversion rate is stronger, as shown in Figure 5. Therefore, H5a is not supported.

By contrast, model 4 also showed that the interaction between patient-generated information and usage time was positive and significant. This finding suggests that the effect of patient-generated information on the conversion rate is stronger for physicians with high usage time of their personal websites, as shown in Figure 6. Therefore, H5b is supported.

Table 4. Regression results (fixed-effects models).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Model 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Model 3&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Model 4&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Model 5&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β&lt;sup&gt;a&lt;/sup&gt; (SE)</td>
<td>P value</td>
<td>β&lt;sup&gt;b&lt;/sup&gt; (SE)</td>
<td>P value</td>
<td>β&lt;sup&gt;c&lt;/sup&gt; (SE)</td>
</tr>
<tr>
<td>Constant</td>
<td>41.206 (1.300)</td>
<td>&lt;.001</td>
<td>21.759 (1.867)</td>
<td>&lt;.001</td>
<td>33.068 (1.251)</td>
</tr>
<tr>
<td>Medical title</td>
<td>−.048 (.014)</td>
<td>.001</td>
<td>.006 (.014)</td>
<td>.68</td>
<td>.015 (.014)</td>
</tr>
<tr>
<td>Academic title</td>
<td>.012 (.028)</td>
<td>.66</td>
<td>−.046 (.026)</td>
<td>.08</td>
<td>−.050 (.026)</td>
</tr>
<tr>
<td>Hospital ranking</td>
<td>.023 (.444)</td>
<td>.96</td>
<td>−.046 (.420)</td>
<td>.91</td>
<td>.025 (.417)</td>
</tr>
<tr>
<td>PHI&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;g&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;h&lt;/sup&gt;</td>
<td>3.009 (.127)</td>
<td>&lt;.001</td>
<td>4.436 (.165)</td>
</tr>
<tr>
<td>PI&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;h&lt;/sup&gt;</td>
<td>1.694 (.131)</td>
<td>&lt;.001</td>
<td>2.843 (.145)</td>
</tr>
<tr>
<td>SI&lt;sup&gt;k&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;h&lt;/sup&gt;</td>
<td>3.336 (.381)</td>
<td>&lt;.001</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>PHI×PI</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>−.904 (.067)</td>
</tr>
<tr>
<td>Time&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>PHI×Time</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>PHI×Time&lt;sup&gt;l&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
<tr>
<td>PHI×Time×PI</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;j&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>R<sup>2</sup> within=0.003; R<sup>2</sup> (between)=0.002; R<sup>2</sup> (overall)=0.001.
<sup>b</sup>R<sup>2</sup> (within)=0.110; R<sup>2</sup> (between)=0.331; R<sup>2</sup> (overall)=0.329.
<sup>c</sup>R<sup>2</sup> (within)=0.121; R<sup>2</sup> (between)=0.334; R<sup>2</sup> (overall)=0.332.
<sup>d</sup>R<sup>2</sup> (within)=0.113; R<sup>2</sup> (between)=0.355; R<sup>2</sup> (overall)=0.353.
<sup>e</sup>R<sup>2</sup> (within)=0.139; R<sup>2</sup> (between)=0.344; R<sup>2</sup> (overall)=0.343.
<sup>f</sup>PHI: Physician-generated information.
<sup>g</sup>N/A: not applicable.
<sup>h</sup>PI: Patient-generated information.
<sup>i</sup>SI: System-generated information.
<sup>j</sup>Time: Usage time.
Robustness Check

To check the robustness of the results, we considered the time effect and used the two-way fixed-effects model to rerun the estimation model (Equation 2). In this case, time was defined as a dummy variable and $t_1$ (March 2019) was used as the baseline period. The new estimation model is shown in equation (3), and the results are presented in Table 5, which were consistent with the results of the previous model (Table 4). In addition, the joint significance of the time dummy variable was tested, which confirmed that the time effect should be included in the new estimation model. The robustness check results suggested that H1, H2, H4 and H5b were supported.

Conversion rate \( i, t \) \( (%) = \frac{\ln(Patients_{i,t} + 1)}{\ln(Visits_{i,t} + 1)} \times 100 \) = \( \beta_0 + \beta_1 \text{Medical title}_{i,t} + \beta_2 \text{Academic title}_{i,t} + \beta_3 \text{Hospital level}_{i,t} + \beta_4 \text{Physician-generated information}_{i,t} + \beta_5 \text{Patient-generated information}_{i,t} + \beta_6 \text{System-generated information}_{i,t} + \beta_7 \text{Physician-generated information}_{i,t}^* \)

Patient-generated information$_{i,t} + \beta_8 \text{Usage time}_{i,t} + \beta_9 \text{Physician-generated information}_{i,t}^* \text{Usage time}_{i,t} + \beta_{10} \text{Patient-generated information}_{i,t}^* \text{Usage time}_{i,t} + \beta_{11} t^2 + \beta_{12} t^3 + \beta_{13} t^4 + \beta_{14} t^5 + \beta_{15} \) (3)
### Table 5. Robustness check (fixed-effects models).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Model 1&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Model 2&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Model 3&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Model 4&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Model 5&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β (SE)</td>
<td>P value</td>
<td>β (SE)</td>
<td>P value</td>
<td>β (SE)</td>
</tr>
<tr>
<td>Constant</td>
<td>40.801 (1.301)</td>
<td>&lt;.001</td>
<td>21.470 (1.883)</td>
<td>&lt;.001</td>
<td>33.180 (1.255)</td>
</tr>
<tr>
<td>Medical title</td>
<td>.006 (.014)</td>
<td>.89</td>
<td>-.013 (.014)</td>
<td>.73</td>
<td>-.021 (.038)</td>
</tr>
<tr>
<td>Academic title</td>
<td>-.001 (.029)</td>
<td>.98</td>
<td>-.041 (.028)</td>
<td>.14</td>
<td>-.040 (.027)</td>
</tr>
<tr>
<td>Hospital rank</td>
<td>.060 (.443)</td>
<td>.89</td>
<td>-.038 (.420)</td>
<td>.93</td>
<td>.029 (.417)</td>
</tr>
<tr>
<td>PHI&lt;sup&gt;f&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;g&lt;/sup&gt;</td>
<td>N/A</td>
<td>2.986 (.128)</td>
<td>&lt;.001</td>
<td>4.443 (.166)</td>
</tr>
<tr>
<td>pp&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>1.637 (.135)</td>
<td>&lt;.001</td>
<td>2.823 (.148)</td>
</tr>
<tr>
<td>SI&lt;sup&gt;i&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>3.446 (.387)</td>
<td>&lt;.001</td>
<td>N/A</td>
</tr>
<tr>
<td>PHI*PI&lt;sup&gt;h&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Time&lt;sup&gt;j&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>PHI*Time&lt;sup&gt;k&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Pb*Time&lt;sup&gt;l&lt;/sup&gt;</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>ρ&lt;sup&gt;m&lt;/sup&gt;</td>
<td>.121 (.039)</td>
<td>.002</td>
<td>.035 (.037)</td>
<td>.34</td>
<td>.015 (.037)</td>
</tr>
<tr>
<td>τ&lt;sup&gt;n&lt;/sup&gt;</td>
<td>.197 (.039)</td>
<td>&lt;.001</td>
<td>.057 (.037)</td>
<td>.12</td>
<td>.031 (.037)</td>
</tr>
<tr>
<td>τ&lt;sup&gt;p&lt;/sup&gt;</td>
<td>.254 (.039)</td>
<td>&lt;.001</td>
<td>.072 (.038)</td>
<td>.06</td>
<td>.031 (.037)</td>
</tr>
<tr>
<td>τ&lt;sup&gt;q&lt;/sup&gt;</td>
<td>.307 (.117)</td>
<td>.009</td>
<td>-.011 (.112)</td>
<td>.92</td>
<td>-.089 (.111)</td>
</tr>
</tbody>
</table>

<sup>a</sup>R² within=0.009; R² (between)=0.003; R² (overall)=0.000.

<sup>b</sup>R² within=0.110; R² (between)=0.330; R² (overall)=0.328.

<sup>c</sup>R² within=0.121; R² (between)=0.334; R² (overall)=0.332.

<sup>d</sup>R² within=0.132; R² (between)=0.001; R² (overall)=0.001.

<sup>e</sup>R² within=0.157; R² (between)=0.001; R² (overall)=0.001.

<sup>f</sup>PHI: Physician-generated information.

<sup>g</sup>N/A: not applicable.

<sup>h</sup>PI: Patient-generated information.

<sup>i</sup>SI: System-generated information.

<sup>j</sup>Time: Usage time.

<sup>k</sup>April 2019.

<sup>l</sup>May 2019.

<sup>m</sup>June 2019.

<sup>n</sup>July 2019.

### Discussion

#### Principal Findings

The aim of this study was to explore the conversion rate of OHCs. Considering the importance of the physician’s personal website in the patient decision-making process, the conversion rate in this study was considered to be the proportion of customers among visitors of a physician’s personal website. The results showed that physician-generated information had a positive effect on the conversion rate. Corresponding to previous research, the number of articles published by a physician reflects their activeness and affects patients’ choices [18], thereby affecting social and economic returns [20].
Just as reviews and posts generated by customers or members affect the conversion rate of websites [7,28,31], patient-generated information also positively affects the conversion rate of physicians’ personal websites. Physician-generated and patient-generated information serve as two clues to reflect two dimensions of a physician’s service quality: the service delivery process and service outcomes. The results showed that there was no complementary relationship but rather a substitute relationship between physician-generated and patient-generated information. A possible explanation for this finding is that both physician-generated and patient-generated information contain information about a physician’s quality, and these two types of online quality information may have some overlap. More patient-generated information also means that there are many patients who have chosen to consult this physician. In general, patients believe that a good physician with more patients should be very busy and should not have sufficient time to contribute much online. As a result, patients may tend to believe that the signals are manipulated by the physician or the system [5].

This study also found that system-generated information positively affected the conversion rate of a physician’s personal website. This result is consistent with a prior study suggesting that ranking orders and recommendations generated by the system affect the conversion rates of online hotel booking websites [7].

Although physician-generated and patient-generated information on a physician’s personal website are cumulative since the launch of the website, the moderating effects of usage time on the two types of information differed. That is, the usage time of a personal website had a positive moderating effect on the relationship between patient-generated information and the conversion rate, but had a negative moderating effect on the relationship between physician-generated information and the conversion rate. This may reflect that patient-generated information grows in proportion to the time a physician uses the personal website, whereas physician-generated information grows more slowly. It may also be related to the fact that compared with physician-generated information, patient-generated information is more relevant to the physician’s familiarity with online medical services.

Theoretical Implications
This study offers theoretical contributions in the following ways. First, conversion rates of other types of websites (ie, retail or e-commerce websites, potential customer generation websites, and content websites) and their influencing factors have been extensively studied. This study focused on the conversion rate of a service website (OHC). The conversion rate in this study was considered as the proportion of customers among patients who visited a physician’s personal website. Paying attention to the conversion rate of physicians’ personal websites and analyzing its influencing factors can provide clearer understanding of the patient decision-making process in OHCs.

Second, previous studies divided OHC information into patient-generated information and system-generated information according to the source. By contrast, this study also added the component of physician-generated information and thus extended research on multisource OHC information. The results showed that multisource OHC information (physician-generated, patient-generated, and system-generated information) positively affected the conversion rate of a physician’s personal website.

Third, this study employed usage time as OHC information related to the familiarity of physicians with online medical services, which was analyzed together with physician-generated and patient-generated information. The results demonstrated that the moderating effects of usage time on the two kinds of OHC information were different. From this perspective, this study extends the understanding of OHC information from the time dimension.

Implications for Practice
This study provides several relevant practical implications. First, for the manager, analyzing and improving the conversion rate of a physician’s personal website is conducive to improving the efficiency of the entire platform. Our results further indicate that system-generated information (eg, recommended value) positively affects the conversion rate of a physician’s personal website. The website manager should improve the accuracy of system-generated information and update it in time.

Second, the results showed that physician-generated information affected the conversion rate of a physician’s personal website. Therefore, physicians who want to improve the conversion rate of their websites must be active and hardworking, and pay attention to the information left by their own behaviors and activities.

Third, although both physician-generated and patient-generated information positively affected the conversion rate, they showed a substitute relationship rather than a complementary relationship. In other words, these two types of OHC information have distinct roles in affecting the conversion rate of a physician’s personal website. Physicians can mainly focus on either physician-generated information or patient-generated information, taking into account their specific objectives or resource constraints in different situations. Additionally, physicians should distinguish between the service delivery process and service outcomes in patients’ assessments of service quality.

Fourth, the results showed that physician-generated and patient-generated information had a time effect on the conversion rate, and the two were different. Therefore, physicians should not only pay attention to the cumulative amount of physician-generated and patient-generated information in personal websites but also the directly proportional effects to their usage time.

Limitations and Future Research
This study has certain limitations. First, the interpretation of the findings is limited by using data from only one Chinese OHC, Haodf.com, and one type of physician, specialists in coronary heart disease. Therefore, collecting data from physicians with various types of expertise on different platforms simultaneously is necessary to further verify the research model. Second, it is difficult to distinguish between two types of consultations: patients who browse and consult online, and
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patients who browse online but consult offline. In this study, we used the number of patients and visits collected by the platform, which might have resulted in the loss of some information. Third, it is difficult to obtain patient-level data from this platform, since the platform tends to mask the users’ names to protect patient privacy. Therefore, we were not able to empirically examine how different patients make choices based on available OHC information. Consequently, this exclusion may be a potential limitation of this study.

Conclusions
In this study, the conversion rate of OHCs was analyzed (ie, how to convert visitors into customers). We hypothesized that multisource OHC information (physician-generated, patient-generated, and system-generated information) would affect the conversion rate, and that usage time would moderate the relationships between physician-generated information, patient-generated information, and the conversion rate. Short-term panel data over five time periods (months) were used to test these hypotheses. The results indicate that physician-generated, patient-generated, and system-generated information positively affect the conversion rate. In addition, physician-generated and patient-generated information have a substitute relationship rather than a complementary relationship in affecting the conversion rate. Moreover, the usage time of a personal website positively moderates patient-generated information, but negatively moderates physician-generated information.

Acknowledgments
This study was funded by the National Natural Science Foundation of China (71531013, 71729001) and by the Ministry of Education Youth Program in Humanities and Social Sciences (20YJC630214).

Conflicts of Interest
None declared.

References


**Abbreviations**

- **e-commerce**: electronic commerce
- **OHC**: online health community

---

©Qin Chen, Xiangbin Yan, Tingting Zhang. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 26.08.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.

Chien-Ning Hsu1,2, PhD; Chien-Liang Liu3, PhD; You-Lin Tain4, MD, PhD; Chin-Yu Kuo3, MSc; Yun-Chun Lin3, MSc

1Department of Pharmacy, Kaohsiung Chang Gung Memorial Hospital, Kaohsiung, Taiwan
2School of Pharmacy, Kaohsiung Medical University, Kaohsiung, Taiwan
3Department of Industrial Engineering and Management, National Chiao Tung University, Hsinchu, Taiwan
4Division of Pediatric Nephrology, Kaohsiung Chang Gung Memorial Hospital and Chang Gung Medical University, Kaohsiung, Taiwan

Corresponding Author:
Chien-Liang Liu, PhD
Department of Industrial Engineering and Management
National Chiao Tung University
1001 University Road
Hsinchu, 300
Taiwan
Phone: 886 +886975368975
Email: jacky168@gmail.com

Abstract

Background: Community-acquired acute kidney injury (CA-AKI)-associated hospitalizations impose significant health care needs and contribute to in-hospital mortality. However, most risk prediction models developed to date have focused on AKI in a specific group of patients during hospitalization, and there is limited knowledge on the baseline risk in the general population for preventing CA-AKI-associated hospitalization.

Objective: To gain further insight into risk exploration, the aim of this study was to develop, validate, and establish a scoring system to facilitate health professionals in enabling early recognition and intervention of CA-AKI to prevent permanent kidney damage using different machine-learning techniques.

Methods: A nested case-control study design was employed using electronic health records derived from a group of Chang Gung Memorial Hospitals in Taiwan from 2010 to 2017 to identify 234,867 adults with at least two measures of serum creatinine at hospital admission. Patients were classified into a derivation cohort (2010-2016) and a temporal validation cohort (2017). Patients with the first episode of CA-AKI at hospital admission were classified into the case group and those without CA-AKI were classified in the control group. A total of 47 potential candidate variables, including age, gender, prior use of nephrotoxic medications, Charlson comorbid conditions, commonly measured laboratory results, and recent use of health services, were tested to develop a CA-AKI hospitalization risk model. Permutation-based selection with both the extreme gradient boost (XGBoost) and least absolute shrinkage and selection operator (LASSO) algorithms was performed to determine the top 10 important features for scoring function development.

Results: The discriminative ability of the risk model was assessed by the area under the receiver operating characteristic curve (AUC), and the predictive CA-AKI risk model derived by the logistic regression algorithm achieved an AUC of 0.767 (95% CI 0.764-0.770) on derivation and 0.761 on validation for any stage of AKI, with positive and negative predictive values of 19.2% and 96.1%, respectively. The risk model for prediction of CA-AKI stages 2 and 3 had an AUC value of 0.818 for the validation cohort with positive and negative predictive values of 13.3% and 98.4%, respectively. These metrics were evaluated at a cut-off value of 7.993, which was determined as the threshold to discriminate the risk of AKI.

Conclusions: A machine learning–generated risk score model can identify patients at risk of developing CA-AKI-related hospitalization through a routine care data-driven approach. The validated multivariate risk assessment tool could help clinicians to stratify patients in primary care, and to provide monitoring and early intervention for preventing AKI while improving the quality of AKI care in the general population.
community-acquired acute kidney injury (CA-AKI); hospitalization; treatment decision making; clinical decision support system; machine learning; feature selection with extreme gradient boost (XGBoost); least absolute shrinkage and selection operator (LASSO); risk prediction

Introduction

Acute kidney injury (AKI) is defined as an acute increase in serum creatinine (SCr) or reduction in urine volume [1]. Most AKI cases (67%-80%) develop in the community (ie, community-acquired AKI [CA-AKI]), and despite substantial hospitalization care [2-4], CA-AKI is associated with an increased risk of in-hospital mortality compared with that of hospitalized patients without AKI (65%-90%) [2-5]. The financial burden associated with AKI, including the need for dialysis and intensive unit care during hospitalization and the lack of kidney recovery following discharge care, poses significant strain on the health care system [6,7].

The 22nd Acute Disease Quality Initiative Consensus Conference suggested that high-quality care for patients with AKI or those at risk of AKI should start at the community level and continue in the emergency department, hospital setting, and after discharge from inpatient care [8]. AKI is often reversible. The diagnosis of early-stage AKI is difficult as it depends on SCr measurements and urine outputs that are difficult to routinely monitor in outpatient practice. Existing evidence has highlighted the need for clinical tools to provide early and accurate predictions for diagnosing CA-AKI and to deliver preventive management that may prevent irreversible nephron loss in the general population. However, most of the AKI prediction models developed to date focus on a specific group in the hospital setting, such as the risk of hospital-acquired AKI developed following operations [9,10], liver transplantation [11], or intensive care unit admission [14-16]; the few studies assessing risk for the general population are prone to external validity bias.

With significant advances in the application of machine-learning techniques, the extreme gradient boost (XGBoost) [13,14], least absolute shrinkage and selection operator (LASSO) [11,12,15], and random forest [13,16] models have been employed for predicting AKI risk in different clinical scenarios and have shown promising advantages based on the aggregation of data from electronic health records (EHRs). However, current methodological approaches for AKI risk prediction for highly selective groups of patients have limited impact in terms of the rapid integration of such applications into real-world clinical decision support systems. In addition, some AKI prediction models focus on biomarkers that are not widely available for assessment in practice [15]. AKI could be associated with a variety of causes such as nephrotoxins, existing disease status, and volume status. Therefore, a diagnostic tool with routinely measured characteristics and laboratory tests can easily identify patients with a high probability of developing CA-AKI and inform physicians on the possibility of its occurrence. Subsequent attention and action to hemodynamic monitoring and avoidance of nephrotoxins may ultimately enhance care and improve patient outcomes.

The primary aim of this study was to develop and validate a risk prediction model of CA-AKI hospitalization that can be used to identify patients at higher risk of developing CA-AKI and requiring hospital care. Because the XGBoost and LASSO algorithms have been widely and successfully used for predicting the risk of AKI development from EHR data [11-15], both algorithms were employed in this study to further explore machine-learning models for CA-AKI hospitalization risk prediction and gain insights into improving such prediction models. The secondary aim of the study was to transform the prediction model into a scoring function to quantify the risk of CA-AKI hospitalization. This scoring function can facilitate risk assessment and guide treatment decisions for modifiable risk management and prevention in an outpatient setting.

Methods

Study Cohort

A nested case-control study was performed on hospitalized patients aged 20 years or older admitted to the emergency department or outpatient clinic and requiring hospitalization between 2010 and 2017 (Multimedia Appendix 1) from a group of Chang Gung Memorial Hospitals (CGMHs) located in different cities from the north to south of Taiwan. The EHR data from CGMHs included 6.1% outpatient and 10.2% inpatient encounters of the Taiwan population in 2015 [17].

Adults hospitalized from 2010 to 2016 served as the training dataset and data from patients hospitalized during 2017 were used in the internal validation model. To estimate the robust probability of CA-AKI associated with hospitalization, patients’ reference (≤3 months) and index (at the admission date) values of SCr were required to determine an acute episode of kidney injury. This study was approved by the Institutional Review and Ethics Board of CGMH, Taoyuan in Taiwan (permit number: 201801461B0). All datasets used in this study were deidentified prior to being transferred to the study investigators. The study followed the Transparent Reporting of a Multivariable Prediction Model for Individual Prognosis or Diagnosis (TRIPOD) statement for reporting multivariable prediction model development and validation [18].

Predictors

Based on a literature review of factors shown to increase the risk of AKI and expert opinions [19,20], we identified 55 candidate predictor variables (Multimedia Appendix 2), including comorbid conditions, outpatient nephrotoxic medicines, recent emergency department visits, outpatient or hospital admissions, and potential laboratory results during the baseline period within 90 days prior to the index hospital...
admission (medicines, visits, and laboratory results) and within 365 days preceding the index admission (comorbid conditions). These diagnosis codes were then classified into 17 binary comorbidity groupings as defined by the Charlson comorbidity index (CCI) [21]. Patients’ concomitant outpatient medicine records were classified into 16 therapeutic binary indicator groupings and counted as the total number of active classes of medicines. Laboratory results included 10 test items in continuous data. These prespecified variables in the initial set of candidate variables for training and validation model prediction algorithms were not limited to strong statistical assumptions of causality or correlation and presumably provided an opportunity to discover new knowledge from machine-learning methods. The full list of candidate variables with corresponding variable names in the data form can be found in Multimedia Appendix 2.

Outcomes

The outcome was CA-AKI-associated hospitalization defined according to the Kidney Disease: Improving Global Outcomes (KDIGO) criteria as an increase in SCr within 48 hours of 0.3 mg/dl from the reference value, ≥1.5 of the reference value (or increase to 4 mg/dl) within 7 days or up to 90 days prior to the patient’s first admission (index date) in the study period [1]. The reference SCr value was first retrieved based on the availability of measured SCr within 2 days prior to the index date, within 7 days for patients without a recent 2-day SCr, and within 30 days or up to 90 days for patients without any SCr measurements for 7 days. Two approaches were used to determine reference SCr. First, for patients who had multiple SCr measures in the 2- and 7-day time windows, the latest SCr (ie, closest to the index date) was chosen as the reference SCr. Second, the mean SCr value within 8-90 days before the index date was defined as the reference SCr for patients who had multiple SCr measurements in the period [22]. Only patients who had reference and index SCr measures were included for analysis in the study (Multimedia Appendix 1). Patients who fulfilled the KDIGO AKI criteria were classified into the case group and patients without AKI at admission were included in the control group. Stage 1 AKI was defined as an SCr increase of ≥0.3 mg/dl from the reference value within 2 days or an increase of 1.5 to 1.9 of reference SCr within 7 days; stage 2 was defined as an increase of 2.0 to 2.9 of reference SCr; and stage 3 AKI was defined as an increase of ≥3 of reference SCr, an increase to ≥4 mg/dl, or when the patient required dialysis or kidney transplantation for AKI [1].

Model Development and Validation

The analytical process included four major stages: preprocessing, feature selection, prediction model construction, and scoring function. The first stage involved the selection of prespecified variables and imputation of missing values. The purpose of the second stage, feature selection, was to select important variables associated with the prediction outcome using state-of-the-art algorithms, XGBoost and LASSO. The third stage involved the construction of a prediction model according to data-driven technology. Finally, we used the model coefficients to build a scoring function, which outputs risk scores based on the prediction results. The whole process is schematically presented in Figure 1.

Preprocessing

To estimate the risk of hospitalized patients with CA-AKI at admission for establishing a prevention strategy in an outpatient setting, the model only included predicted variables that were available before hospitalization. Notably, SCr measured on the index hospital admission and the physiological measurements after hospitalization were not included in the model.

Missing values are commonly present in medical records, and dropping medical records or variables with incomplete data would lead to small sample sizes. To develop a more precise model, we selected and discarded the variables with an original missing rate of more than 90% in a step-by-step manner to confirm which variable would significantly contribute to the model even though it had a high missing rate. We considered two approaches to impute the missing continuous values stratified by sex by replacing any missing value with the median or mean of the corresponding group. The experimental results indicated that imputation by the median stratified by sex yields better performance than that of imputation by the mean; thus, we applied imputation by the median stratified by sex to address the problem of missing values. There were no missing data for categorical variables in the dataset. Once the preprocessing step was completed, 47 variables remained for further processing (Table 1).
### Table 1. Patient characteristics between the derivation and temporal validation cohorts.

<table>
<thead>
<tr>
<th>Predictor candidates</th>
<th>Derivation cohort (n=204,064)</th>
<th></th>
<th>Temporal validation cohort (n=30,803)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>CA-AKI&lt;sup&gt;a&lt;/sup&gt; (n=17,230)</td>
<td>No CA-AKI (n=186,834)</td>
<td></td>
</tr>
<tr>
<td><strong>Age at index hospitalization (years), mean (SD)</strong></td>
<td></td>
<td>65.26 (15.49)</td>
<td>60.55 (16.23)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>93,026</td>
<td>8041 (46.67)</td>
<td>84,985 (45.49)</td>
<td>14,644</td>
</tr>
<tr>
<td>Female</td>
<td>111,038</td>
<td>9189 (53.33)</td>
<td>101,849 (54.51)</td>
<td>16,159</td>
</tr>
<tr>
<td><strong>Charlson comorbid condition at baseline, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Acute myocardial infarction</td>
<td>4689</td>
<td>600 (3.48)</td>
<td>4089 (2.19)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Congestive heart failure</td>
<td>11,507</td>
<td>1903 (11.04)</td>
<td>9604 (5.14)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Peripheral vascular diseases</td>
<td>3976</td>
<td>609 (3.53)</td>
<td>3367 (1.80)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Cerebral vascular accident</td>
<td>22,833</td>
<td>2622 (15.22)</td>
<td>20,211 (10.82)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Dementia</td>
<td>5101</td>
<td>693 (4.02)</td>
<td>4408 (2.36)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Pulmonary disease</td>
<td>18,930</td>
<td>1978 (11.48)</td>
<td>16,952 (9.07)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Rheumatic disease</td>
<td>2387</td>
<td>253 (1.47)</td>
<td>2134 (1.14)</td>
<td>0.0001</td>
</tr>
<tr>
<td>Peptic ulcer</td>
<td>27,709</td>
<td>2966 (17.21)</td>
<td>24,743 (13.24)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Mild liver diseases</td>
<td>30,682</td>
<td>3217 (18.67)</td>
<td>27,465 (14.70)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Diabetes without complication</td>
<td>45,795</td>
<td>6260 (36.33)</td>
<td>39,535 (21.16)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Diabetes with complications</td>
<td>12,017</td>
<td>2218 (12.87)</td>
<td>9799 (5.24)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Paraplegia</td>
<td>2484</td>
<td>248 (1.44)</td>
<td>2236 (1.20)</td>
<td>.006</td>
</tr>
<tr>
<td>Renal disease</td>
<td>19,620</td>
<td>5603 (32.52)</td>
<td>14017 (7.50)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Any malignancy</td>
<td>50,927</td>
<td>4650 (26.99)</td>
<td>46,277 (24.77)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Severe liver diseases</td>
<td>3439</td>
<td>687 (3.99)</td>
<td>2752 (1.47)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Metastatic solid tumor</td>
<td>13,638</td>
<td>1459 (8.47)</td>
<td>12,179 (6.52)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td><strong>Prior use of nephrotoxic medicine, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NSAIDs&lt;sup&gt;c&lt;/sup&gt; or COX II inhibitors</td>
<td>61,320</td>
<td>4664 (27.07)</td>
<td>56,656 (30.32)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Opioid analgesics</td>
<td>14,511</td>
<td>1825 (10.59)</td>
<td>12,686 (6.79)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Any analgesics</td>
<td>67,782</td>
<td>5587 (32.43)</td>
<td>62,195 (33.29)</td>
<td>.02</td>
</tr>
<tr>
<td>Antimicrobials&lt;sup&gt;e&lt;/sup&gt;</td>
<td>53,454</td>
<td>5185 (30.09)</td>
<td>48,269 (25.84)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Antiepileptics (gabapentin or phenytoin)</td>
<td>1441</td>
<td>144 (0.84)</td>
<td>1297 (0.69)</td>
<td>.03</td>
</tr>
<tr>
<td>Predictor candidates</td>
<td>Derivation cohort (n=204,064)</td>
<td>Temporal validation cohort (n=30,803)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>-------------------------------------------------------------------------------------</td>
<td>-------------------------------</td>
<td>-------------------------------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>n</td>
<td>CA-AKI (n=17,230)</td>
<td>No CA-AKI (n=186,834)</td>
<td>P value&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>Renin-angiotensin system inhibitors or potassium-sparing diuretics</td>
<td>50,879</td>
<td>6686 (38.80)</td>
<td>44,193 (23.65)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Contrast media</td>
<td>14,115</td>
<td>515 (2.99)</td>
<td>13,600 (7.28)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Nonmetformin OHA</td>
<td>27,476</td>
<td>3780 (21.94)</td>
<td>23,696 (12.68)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Metformin OHA</td>
<td>14,059</td>
<td>1234 (7.16)</td>
<td>12,825 (6.86)</td>
<td>.1</td>
</tr>
<tr>
<td>Any OHA</td>
<td>32,887</td>
<td>4178 (24.25)</td>
<td>28,709 (15.37)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Immunosuppressants</td>
<td>8100</td>
<td>900 (5.22)</td>
<td>7200 (3.85)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Antihyperuricemia</td>
<td>9588</td>
<td>1810 (10.50)</td>
<td>7778 (4.16)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Antiinflammation/intestine</td>
<td>1167</td>
<td>75 (0.44)</td>
<td>1092 (0.58)</td>
<td>.01</td>
</tr>
<tr>
<td>Antihistamines, antipsychotics, antispasmodics</td>
<td>37,791</td>
<td>4402 (25.55)</td>
<td>33,389 (17.87)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Bisphosphonates</td>
<td>822</td>
<td>68 (0.39)</td>
<td>754 (0.40)</td>
<td>.86</td>
</tr>
<tr>
<td>Digoxin</td>
<td>2851</td>
<td>374 (2.17)</td>
<td>2477 (1.33)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Statins</td>
<td>24,818</td>
<td>2660 (15.44)</td>
<td>22,158 (11.86)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Fibrates</td>
<td>4024</td>
<td>478 (2.77)</td>
<td>3546 (1.90)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Lithium</td>
<td>145</td>
<td>9 (0.05)</td>
<td>136 (0.07)</td>
<td>.33</td>
</tr>
<tr>
<td>Nitrates</td>
<td>12,339</td>
<td>1832 (10.63)</td>
<td>10,507 (5.62)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Anticoagulants</td>
<td>11,341</td>
<td>1392 (8.08)</td>
<td>9949 (5.33)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td><strong>Baseline laboratory result, mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SC&lt;sup&gt;e&lt;/sup&gt;</td>
<td>204,064</td>
<td>2.43 (2.61)</td>
<td>1.02 (0.68)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>eGFR&lt;sup&gt;b&lt;/sup&gt;</td>
<td>204,064</td>
<td>66.68 (54.96)</td>
<td>82.47 (34.06)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>BUN&lt;sup&gt;i&lt;/sup&gt;</td>
<td>100,474</td>
<td>36.1 (28.06)</td>
<td>19.06 (14.00)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Total cholesterol</td>
<td>17,570</td>
<td>173.6 (39.41)</td>
<td>179.24 (36.74)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>HDL&lt;sup&gt;3&lt;/sup&gt;-cholesterol</td>
<td>57,784</td>
<td>99.46 (31.45)</td>
<td>103.27 (30.43)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Triglyceride</td>
<td>63,600</td>
<td>141.2 (80.91)</td>
<td>134.87 (77.48)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Serum uric acid</td>
<td>59,096</td>
<td>7.04 (2.33)</td>
<td>6.3 (1.95)</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>Calcium</td>
<td>56182</td>
<td>8.66 (0.76)</td>
<td>8.86 (0.64)</td>
<td>&lt;.0001</td>
</tr>
</tbody>
</table>
As mentioned above, feature selection is an NP-hard problem. After completing feature selection, we used the top 10 important features to build a prediction model for CA-AKI hospitalization.

**Prediction Model Construction**

The ability of model discrimination was determined with the area under the receiver operating characteristic (ROC) curve (AUC). We applied 5-fold crossvalidation to ensure that all data points were used for model training and evaluation so that the obtained model could be generalized to unseen data. Moreover, the 95% CIs for the metrics, including AUC, sensitivity, and specificity, were also determined.

**Feature Selection**

To build a scoring function to help clinicians effectively assess the risk of CA-AKI hospitalization, the number of variables (10) involved in the scoring function was considered based on the commonly used scoring functions in health care and our expert opinion. For instance, there are 14 parameters in the APACHE II score for mortality prediction in a critical care setting (ie, age, temperature, mean atrial pressure, pH, heart rate/pulse, respiratory rate, sodium, potassium, creatinine, acute kidney failure, hematocrit, white blood cell count, Glasgow Coma Scale, and FiO$_2$) and 8 parameters in the CHA2DS2VASc score for thromboembolism risk in atrial fibrillation (ie, congestive heart failure, hypertension, age≥75, diabetes, stroke/transient ischemic attack/thrombo-embolism, vascular disease, age 65-74, and sex) [24]. We used the feature selection technique to determine the most important features. An exhaustive search of the best combination of features can conceivably be performed on problems with few features. However, the problem is known to be a nondeterministic polynomial time (NP)-hard problem [25], meaning that the search quickly becomes computationally intractable. Therefore, we used XGBoost and LASSO to perform feature selection.

LASSO is a regression analysis method that uses L1 constraint to perform variable selection and regularization, providing a base to select a subset of the available covariates for use in the final model. XGBoost is an improved algorithm based on the gradient boosting decision tree, which can help avoid model overfitting by considering L1 and L2 constraints in the objective function. The XGBoost model always involves many classification and regression trees, each of which comprises splitting nodes during model learning. Each splitting node corresponds to a variable or feature. This study considered the average gain of the feature when it is used in the trees. The average gain is obtained by calculating the average improvement in accuracy brought about by a feature to the branches it belongs.

**Predicative CA-AKI hospitalization risk model**

Next, based on the 10 selected features, we used a logistic regression model as the prediction model because it could reveal the coefficients of the 10 features, which facilitates interpretation for medical personnel to assess the magnitude of the relationship between the individual and outcome variables, and to understand how the outcomes are induced from the model. The ability of model discrimination was determined with the area under the receiver operating characteristic (ROC) curve (AUC). We applied 5-fold crossvalidation to ensure that all data points were used for model training and evaluation so that the obtained model could be generalized to unseen data. Moreover, the 95% CIs for the metrics, including AUC, sensitivity, and specificity, were also determined.

**Scoring Function**

We used the coefficients of the logistic regression model to build a scoring function, which could be used in clinical settings and provide more explanatory power. The outcome of the logistic regression model was the probability of CA-AKI hospitalization. We transformed the probability into a score by multiplying the probability by 100. To distinguish between CA-AKI and non-CA-AKI patients from the scores, it is necessary to determine a threshold value.

Different methods resulted in the same result for feature selection, demonstrating that the selected features are important from two different perspectives (Multimedia Appendix 3). The performance of prediction models with all, 10, and 5 features was examined to ensure the appropriateness of a 10-features predictive CA-AKI hospitalization risk model (Multimedia Appendix 4).

We considered two methods to determine the cut-off point for distinguishing between CA-AKI and non-CA-AKI patients from the scores, it is necessary to determine a threshold value.

We applied 5-fold crossvalidation to ensure that all data points were used for model training and evaluation so that the obtained model could be generalized to unseen data. Moreover, the 95% CIs for the metrics, including AUC, sensitivity, and specificity, were also determined.
calculated to analyze the diagnostic ability of the proposed scoring function.

After rescaling the output of the scoring function, we designed an easy-to-use app with an Excel worksheet so that clinicians can estimate the risk score of a patient based on the patient’s relevant data. For missing data entries for a patient, the app uses a default value to perform the estimation, which is obtained from the median of the continuous variable or the mode of the discrete variable stratified by sex.

**Validation**

The temporal validation cohort included hospitalized adults identified during 2017, which was used as the validation set. The scoring function developed in the derivation cohort was applied to the validation cohort to ensure its performance and generalization ability. The AUC and sensitivity values in the validation set were similar to those in the training set, indicating that the proposed method did not suffer from the overfitting problem.

**Statistical Analysis**

The DeLong test was applied to assess the generalization ability of the proposed scoring function to ensure the prediction capability to unseen data. We tested the ROC curves of the scoring function on the derivation and validation cohorts, and set the significance level at .05.

**Sensitivity Analysis**

Sensitivity analysis was performed to assess the proposed scoring function regarding the discrimination of patients with severe AKI (AKI stage 2-3). In the experimental setting, we relabeled the outcome of the same dataset based on the information on AKI stage. Following the same setting, we divided the dataset into the derivation cohort (2010-2016) and the temporal validation cohort (2017). In the previous setting, the goal was to develop a model to predict whether a patient would suffer from CA-AKI, and therefore separated the whole population into two groups: CA-AKI patients (case) and non-CA-AKI patients (control). In contrast to the previous experiment, the sensitivity analysis included patients without CA-AKI and those with stage 1 CA-AKI in the control group, whereas patients with stage 2 and 3 CA-AKI were included in the case group. We subsequently used the developed scoring function and the same cut-off thresholds to predict the relabeled dataset to investigate whether the scoring function could better distinguish between severe CA-AKI and non-CA-AKI groups.

**Results**

**Characteristics of the Study Cohort**

A total of 234,867 patients with hospital admission were analyzed in the final CA-AKI cohort; there were 48% admissions from the emergency department and 52% admissions from the outpatient setting between January 1, 2010 and December 31, 2017. The rate of CA-AKI was 8.44% (17,230/204,064) in the derivation cohort and 7.20% (2218/30,803) in the temporal validation cohort (Figure 1). The mean age of patients in the CA-AKI group was higher than that of patients in the non-CA-AKI group in the derivation cohort, which were similar to the temporal validation cohort (Table 1). The frequency of patients with an estimated glomerular filtration rate (eGFR) below 60 ml/min/1.73m$^2$ at baseline was higher in the CA-AKI group than that in the non-CA-AKI group (50.67%, 8732/17,230 vs 24.86%, 46,445/186,834) in the derivation cohort, as well as for patients in the validation cohort (46.75%, 1037/2218 vs 21.72%, 6207/28,585). The mean levels of SCr and eGFR at baseline in both the derivation and validation cohorts are presented in Table 1. Compared to the non-CA-AKI group, patients with CA-AKI had a higher mean CCI score (3.08, SD 2.33 vs 1.83, SD 2.02) and had more frequent use of renin-angiotensin system (RAS) inhibitors or diuretics (38.8% vs 23.65%) and antimicrobials (30.09% vs 25.84%) in the baseline period in both the derivation and validation cohorts (Table 1).

**Model Performance**

The LASSO and XGBoost models selected the same top 10 important variables among the 47 variables in the derivation cohort, and the AUC (0.789, 95% CI 0.785-0.793) was slightly higher for XGBoost than for the LASSO model (0.7671, 95% CI 0.7621-0.7721) (Multimedia Appendix 3). Table 2 shows the top 10 variables. In the training of the derivation cohort, the logistic regression model had an AUC of 0.7670 (95% CI 0.7608-0.7732), sensitivity of 0.6142 (95% CI 0.5855-0.6431), and specificity of 0.7848 (95% CI 0.7529-0.8167). In addition to the predictive model, the coefficients for the 10 variables used to develop our proposed scoring function are listed in Table 3.

**Table 2.** Top 10 features selected by the extreme gradient boost (XGBoost) and least absolute shrinkage and selection operator (LASSO) algorithms.

<table>
<thead>
<tr>
<th>Type</th>
<th>Important features</th>
</tr>
</thead>
<tbody>
<tr>
<td>Basic information</td>
<td>Age at index hospitalization</td>
</tr>
<tr>
<td>Charlson comorbid condition</td>
<td>Diabetes without complication, Chronic kidney disease, Severe liver diseases</td>
</tr>
<tr>
<td>Prior use of nephrotoxic medicine</td>
<td>RAS$^a$ inhibitors/K-sparing diuretics</td>
</tr>
<tr>
<td>Baseline laboratory result</td>
<td>Serum creatinine, eGFR$^b$, BUN$^c$, Calcium, Phosphorus</td>
</tr>
</tbody>
</table>

$^a$RAS: renin-angiotensin system.

$^b$eGFR, estimated glomerular filtration rate (175 × SCr – 1.154 × age – 0.203 × (0.742, female)).

$^c$BUN: blood urea nitrogen.
Table 3. Community-acquired acute kidney injury risk coefficients in the final model.a

<table>
<thead>
<tr>
<th>Variable (Xi)</th>
<th>Coefficient (βi)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SCRb</td>
<td>0.7244</td>
</tr>
<tr>
<td>Age</td>
<td>0.0207</td>
</tr>
<tr>
<td>eGFRc</td>
<td>0.0169</td>
</tr>
<tr>
<td>BUNd</td>
<td>0.0072</td>
</tr>
<tr>
<td>Calcium</td>
<td>-0.4669</td>
</tr>
<tr>
<td>Phosphorus</td>
<td>0.3542</td>
</tr>
<tr>
<td>DMf</td>
<td>0.3065</td>
</tr>
<tr>
<td>CKDf</td>
<td>0.6235</td>
</tr>
<tr>
<td>SLDg</td>
<td>0.9647</td>
</tr>
<tr>
<td>RASb inhibitors/ K-sparing diuretics</td>
<td>0.4099</td>
</tr>
</tbody>
</table>

aIntercept of the model: -3.6838.
bSCR: serum creatinine.
ceGFR: estimated glomerular filtration rate.
dBUN: blood urea nitrogen.
eDM: diabetes without complication.
fCKD: chronic kidney disease.
gSLD: severe liver disease.
hRAS: renin-angiotensin system.

Scoring Function for CA-AKI Hospitalization

The scoring function was established based on the coefficients obtained from the logistic regression model. Equation (1) shows the formula of the scoring function $z$, in which $\beta_i$ is the coefficient for the $i$th feature $X_i$. Detailed definitions of the variables and their corresponding coefficients are presented in Table 3. The final score was obtained by transforming the value of $z$ into a probability with a sigmoid function, and then multiplying it by 100 to make the risk score range from 0 to 100.

To verify the generalization ability of the proposed scoring function, the DeLong test was applied to the ROC curves of the derivation and validation cohorts. As shown in Figure 2, the $P$ value of the test was approximately .30, indicating no statistically significant difference between the ROC curves of the derivation and validation cohorts and that the scoring function does not suffer from the overfitting problem. A higher score indicates a higher the risk of CA-AKI hospitalization. Figure 3 shows the risk score distributions between the case (CA-AKI) and control (non-CA-AKI) groups for the derivation and validation cohorts. The experimental results indicated that the risk score of the case group is normally higher than that of the control group in the derivation and validation cohorts, meaning that the scoring function could stratify the two groups well.
Table 4 shows the results of model performance, demonstrating that the scoring function could achieve better results in sensitivity and NPV by setting a special threshold as the cut-off point. The ROC curves for the cut-off thresholds determined by the two methods are presented in Figure 4, in which the values in parentheses are specificity and sensitivity. Finally, the risk equation for CA-AKI hospitalization risk was established in an Excel worksheet (Multimedia Appendix 5) to allow for automatic computation by importing patient information in the clinical decision support system.
Table 4. Model performance in the derivation and validation cohorts.

<table>
<thead>
<tr>
<th>Performance metric</th>
<th>Cut-off point with regular threshold (7.993)</th>
<th>Cut-off point with special threshold (6.804)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CA-AKI b stages 1-3</td>
<td>CA-AKI stages 2 and 3</td>
</tr>
<tr>
<td></td>
<td>Derivation cohort</td>
<td>Validation cohort</td>
</tr>
<tr>
<td>AUCc</td>
<td>0.767 (0.758-0.777)d</td>
<td>0.761</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.612 (0.591-0.634)</td>
<td>0.569</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.785 (0.782-0.788)</td>
<td>0.814</td>
</tr>
<tr>
<td>PPVe</td>
<td>0.208 (0.201-0.215)</td>
<td>0.192</td>
</tr>
<tr>
<td>NPVf</td>
<td>0.956 (0.954-0.959)</td>
<td>0.961</td>
</tr>
</tbody>
</table>

aThe performance for each cohort was evaluated based on disease severity and cut-off threshold values.
bCA-AKI: community-acquired acute kidney injury.
cAUC: area under the receiver operating characteristic curve.
dThe values in the parentheses are 95% CIs calculated through 5-fold crossvalidation.
ePPV: positive predictive value.
fNPV: negative predictive value.

Figure 4. Receiver operating characteristic (ROC) curve for the derivation cohort. Threshold A: Cut-off regular threshold value of 7.993; Threshold B: Cut-off special threshold value of 6.804.

Sensitivity Analysis
The sensitivity analysis was conducted with the original model using the relabeled validation data to evaluate model performance in distinguishing between severe AKI and less severe AKI cases. The risk score distribution between the case and control groups is depicted in Figure 5, which is more distinguishable. Moreover, sensitivity and specificity were more balanced compared to the original values, regardless of using the regular threshold (7.993) or special threshold (6.804) as the cut-off value in Figure 4. The experimental results are shown in Table 4. Using the cut-off special threshold, the AUC value was 0.818, sensitivity was 0.75, and NPV was 0.985 in the temporal validation cohort, which were all better than the original values, except for PPV, indicating that the proposed scoring function performed better in distinguishing severe CA-AKI.
Discussion

Principal Findings

To the best of our knowledge, this is the first study to use a machine-learning model to develop a 10-variable scoring function for assessing the risk of CA-AKI hospitalization. The advantages of the predictive risk model include prediction based on routinely available EHR data in practice and full applicability to general patients in an outpatient setting. Most importantly, the quantified risk score can serve as an assessment tool to support preventive management for the risks of CA-AKI hospitalization that can be modified. The two proposed methods, XGBoost and LASSO, selected identical top 10 features from different perspectives to support the importance of these predictors in the scoring function.

LASSO is a statistical method that can improve prediction accuracy and model interpretation by imposing an L1 penalty, resulting in a sparse model. Notably, LASSO shrinks some model coefficients to zero, providing a base to eliminate variables whose coefficients are not statistically different from zero. In contrast, XGBoost is an ensemble machine-learning model involving multiple decision trees, and it can estimate feature importance by considering the contribution of a specific feature for each tree during the learning process.

Importantly, XGBoost reflects the diverse etiologies of CA-AKI (eg, physiological status of the patient, coexisting medical problems, and underlying causes) affecting the general population. The experimental results indicated that using the proposed scoring function for assessing the risk of CA-AKI hospitalization showed fairly good to good performance with respect to the AUC (0.76-0.82) to detect any stage or moderate to severe stages of CA-AKI by decision thresholds on the validation models.

Similar to previous AKI investigations, underlying comorbidities (diabetes mellitus, severe liver diseases, chronic kidney disease) [28,29] and recent use of RAS inhibitors or potassium-sparing diuretics [19] were identified in the present CA-AKI hospitalization risk score. The risk model also indicated that low calcium levels and high phosphorus levels were potentially modifiable predictors and could be targeted for correction [30]. This feature has substantial clinical implications because it demonstrates that the model can be applied to prospectively support clinical decision systems in real time for rapid screening and recognition of patients with a predicted risk of CA-AKI in outpatient settings.

Early-stage AKI is generally asymptomatic, and therefore SCr monitoring is required. Previous findings have suggested that even small changes are common and are associated with increased mortality and length of hospital stay [31]. However, because a baseline SCr measurement is not always available in practice settings, risk assessment for mild CA-AKI hospitalization in a diverse population can be a challenge. The present study is one of the few CA-AKI studies that included patients with an SCr measurement in the community as the baseline level of renal function, which was compared to another SCr measurement performed at hospital admission or requested by the general practitioner to better define the nature of CA-AKI [3,4,32,33]. In this study, patients with CA-AKI in the final cohort were older (65.26, SD 15.49 years) than those in the non-CA-AKI group; moreover, 54.4% of the patients were women and 50.67% had preexisting chronic kidney disease (eGFR<60 ml/min/1.73m² at baseline). In comparison, a study with a British population reported a mean age of 74.4 (SD 15.4) years, 50%-52% female patients, and 31.9%-34.6% of patients with preexisting chronic kidney disease [4,30], whereas another study with a US population reported a mean age of 67.8 (SD 12.2) years and 43.2% of patients with preexisting chronic kidney disease [3]; these populations were considered to be
comparable with the CA-AKI patients identified using KDIGO SCr-based criteria in different populations. The present study used large-scale clinical data with a representative and adequate sample size to develop a diagnostic tool for CA-AKI risk evaluation.

Because of a lack of data regarding the risk modeling of CA-AKI that included up to a few hundred cases, we summarized the major findings in large, TRIPOD-adherent studies (published after 2010) that have analyzed the risk of AKI development in the short term (within 3 or 7 days) following general admission (see Multimedia Appendix 6) [34-36]. In those studies, variable candidates were first selected according to significance (usually \( P < 0.05 \)) in the univariate analysis and determined in the multivariate logistic regression analysis with stepwise selection. The handling of missing data in the variables was usually not addressed in these previous risk models. The AUC value was calculated in both training and validation data to indicate the capability of discrimination. Hosmer Lemeshow analysis and \( P \) values were nonsignificant, suggesting acceptable calibration.

A prediction model for the risk of AKI 72 hours following admission was established using data from 3 centers in the United Kingdom [34]. Based on 35 variables collected within 24 hours after admission in 2011, 12 predictors were selected, including age, primary diagnosis, previous admissions, CCI score, Hba1C, troponin, proteinuria, eGFR, potassium, magnesium, C-reactive protein, and white blood cell count. The AUC in the derivation cohort (n=6626) was 0.67 (95% CI 0.64-0.71) in the internal validation cohort for any AKI risk and was 0.71 (95% CI 0.67-0.76) in the external validation model (n=1585) [34].

Another prospective study using prospectively collected AKI screening data in a single center in the United Kingdom in 2011 predicted the risk of AKI less than 7 days after admission [35]. The baseline SCr was retrieved between 1 and 6 months prior to hospitalization. Of the 25 collected variables, the following 7 variables were selected in the multivariate logistic model: age (60-79, ≥80 years), congestive cardiac failure, chronic kidney disease, diabetes, liver disease, respiratory rate ≥20/min, alert, verbal, pain, unresponsive status. The AUC value was 0.72 (95% CI 0.66-0.77) and 0.76 (95% CI 0.71-0.82) for the derivation and internal validation cohort, respectively. A recent external validation study in a single UK nonspecialist acute hospital (2013-2015) reported that the AUC of the prediction model was 0.65 (95%CI 0.62-0.67) in the medical setting and was 0.66 (95%CI 0.62-0.70) in the surgical setting [36]. In addition, the sensitivity analysis showed that for patients without baseline SCr information across the medical and surgical cohorts, the AUC was 0.71 (95%CI 0.67-0.75) and 0.68 (0.58-0.75), respectively, indicating poor to fair predictive capability (range 0.65-0.71) [36].

**Strengths and Limitations**

The current risk prediction model included patients with CA-AKI at hospital admission with modifiable and nonmodifiable predictors commonly measured in routine care. Excluding SCr on the index hospital admission, XGBoost and LASSO demonstrated the feasibility of using machine learning for predicting CA-AKI hospitalization risk in the general population. The present model, which used large-scale clinical data with a representative and adequate sample size and top 10 important predictors having clinical significance on prevention of CA-AKI requiring inpatient care, can be considered as a benchmark for further evaluations.

Another strength of the present risk model is that the continuous risk score of the model can be incorporated into clinical decision support systems, facilitating their usability. Because the CA-AKI hospitalization rate was considerably low in the present study cohort, a risk score over 7.993 was associated with a low PPV (20%) but high NPV (96%), suggesting an ability to correctly identify low-risk patients (ruled out). For instance, the CA-AKI hospitalization risk equation can be easily fitted with the most recent real-time clinical data for automatic screening and implementation of preventive strategies (ie, to stop nephrotoxic medication or ordering nephrologists referred care) in general outpatient and emergency department settings. Recently, a digital-based AKI care pathway incorporating mobile phone detection with a multidisciplinary care response team and care protocol was proposed for the UK National Health System, which showed significant practical value in the field [37]. Furthermore, the results of implementing the CA-AKI risk score in practical settings can help to prospectively evaluate its impact on the quality of patient care, such as reducing AKI risk exposure, preventive measures, and management to avoid renal insults.

This study has several limitations. First, it is based on data obtained from a large hospital cohort in Taiwan. This could affect the generalizability of the study findings, although based on previous data, patient characteristics included in the current study are not different from those of other populations. Similar to previous retrospective studies, medical histories relied on previously coded events in EHRs, and thus possible residual risk may have been underestimated in the baseline period, thereby increasing the uncertainty of the risk prediction performance. Biomarkers of kidney injury such as cystatin C and neutrophil gelatinase-associated lipocalin, which are important to provide diagnostic information but are not routinely tested in practice settings, were absent from the developed model in the present study. Additionally, the study did not address external validation. Although it is clear that the integration of different EHR systems remains a challenge to the medical community in many health systems, including Taiwan, it is still necessary to conduct further studies to leverage the risk scoring system to available EHRs. External validations using this prediction model outside of a study setting and in different geographic populations are envisioned as future work. Lastly, the current study focused on the feasibility of using a machine-learning model for CA-AKI hospitalization risk prediction, but did not examine the incidence of CA-AKI, cause, and management of CA-AKI or its implementation on patient care. The prediction model and risk scoring function developed in the present study can nevertheless serve as a risk assessment tool and link clinical decision support systems for prospective validation.
Conclusion
This study demonstrated that the selected variables were truly crucial for predicting the risk of CA-AKI hospitalization, as both XGBoost and LASSO identified the same top 10 important variables. The discrimination ability of the CA-AKI risk scoring function was good with an AUC value of 0.76 and 0.82 in the detection of CA-AKI hospitalization at any stage and for moderate to severe stages, respectively, according to decision thresholds on the validation cohort, and suggested the feasibility of AKI detection and prevention in wider populations in the community. In addition, the easy-to-use risk calculator can facilitate its widespread implementation in daily routines and workflows for patient-centered care and prospective validation of machine-learning applications.
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Abstract

Background: Detecting bacteremia among surgical in-patients is more obscure than other patients due to the inflammatory condition caused by the surgery. The previous criteria such as systemic inflammatory response syndrome or Sepsis-3 are not available for use in general wards, and thus, many clinicians usually rely on practical senses to diagnose postoperative infection.

Objective: This study aims to evaluate the performance of continuous monitoring with a deep learning model for early detection of bacteremia for surgical in-patients in the general ward and the intensive care unit (ICU).

Methods: In this retrospective cohort study, we included 36,023 consecutive patients who underwent general surgery between October and December 2017 at a tertiary referral hospital in South Korea. The primary outcome was the area under the receiver operating characteristic curve (AUROC) and the area under the precision-recall curve (AUPRC) for detecting bacteremia by the deep learning model, and the secondary outcome was the feature explainability of the model by occlusion analysis.

Results: Out of the 36,023 patients in the data set, 720 cases of bacteremia were included. Our deep learning–based model showed an AUROC of 0.97 (95% CI 0.974-0.981) and an AUPRC of 0.17 (95% CI 0.147-0.203) for detecting bacteremia in surgical in-patients. For predicting bacteremia within the previous 24-hour period, the AUROC and AUPRC values were 0.93 and 0.15, respectively. Occlusion analysis showed that vital signs and laboratory measurements (eg, kidney function test and white blood cell group) were the most important variables for detecting bacteremia.

Conclusions: A deep learning model based on time series electronic health records data had a high detective ability for bacteremia for surgical in-patients in the general ward and the ICU. The model may be able to assist clinicians in evaluating infection among in-patients, ordering blood cultures, and prescribing antibiotics with real-time monitoring.

(J Med Internet Res 2020;22(8):e19512) doi:10.2196/19512
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Introduction

Bacteremia is associated with increased morbidity and mortality [1]. As bacteria grow in the bloodstream, subsequent immune response can cause sepsis, a life-threatening organ dysfunction [2]. Early administration of antibiotics is important for reducing the mortality associated with this infectious condition [3]. As the observable features of infection are symptoms or laboratory data, the systemic inflammatory response syndrome (SIRS) criteria have been used to detect sepsis in bedside medicine [4], even though it harbors issues such as underscoring and inaccuracy [2]. Variations of rule-based scoring systems such as the Modified Early Warning Score (MEWS) [5] and the
Sequential Organ Failure Assessment (SOFA) [6] have also been developed; however, these systems are not commonly used outside the setting of critical care [2].

More recently, machine learning or deep learning–based models that use data from electronic health records (EHRs) were developed for early prediction of sepsis [7-9]. However, labeling the start time of sepsis is a delicate matter. Different scholars have used different criteria to define sepsis, such as the increase of SOFA score [8] or the detection of any two SIRS criteria in in-patients with the International Classification of Diseases, Ninth Revision (ICD-9) codes of sepsis [7,9,10]. The SIRS criteria should only be used when an infection is suspected [11]. This is why the ICD-9 code for sepsis is used with SIRS criteria; however, using the ICD-9 code does not guarantee that the patients are indeed suspected with sepsis, especially if other interventions such as surgery are performed. Another gold standard of defining sepsis is the Sepsis-3 criteria, which refers to the increase of the SOFA score, that is also used in suspected infection. Considering the infectious condition, some studies used a time stamp of antibiotics and blood culture as the suspected time of infection [12,13]. However, the SOFA score is continuously measured only for patients in the intensive care unit (ICU), as in the case of the Glasgow coma scale.

For these reasons, although existing models have shown significant results, they cannot be used in the general ward especially when factors other than infection, such as surgery, may affect the SIRS criteria through inflammation or when the SOFA score cannot be measured. To overcome the limitations of indirect measurements of infection, direct measurements of blood culture could be helpful for defining infection. In the EHR data set, the results of a blood culture are recorded along with the reception time and the isolated species; therefore, clinicians can define the period of bacteremia so that the labeling of bacteremia only represents the infection. Once a clinician identifies the risk for patients, the clinician could investigate the source of infection and prescribe antibiotics.

Recently, the time series models based on the long short-term memory model [14] and the gated recurrent unit [15] have gained popularity due to their end-to-end modeling, ease of incorporating exogenous variables, and ability for extracting features [16]. The models use a time window to characterize the trend of features. Time series data such as vital signs or laboratory measurements could have different features whether the body temperature increases slowly or quickly. Moreover, if the model uses a longer time window, the model could imply a longer trend of data. With the ability to characterize the trend of time series data, previous studies showed significant performance using those models for predicting sepsis or acute kidney injury [8,17].

This paper presents a model based on a recurrent neural network (RNN) that continuously detects and predicts bacteremia for surgical in-patients in the general ward and the ICU. We compared the performance of this model with the traditional models used in sepsis detection (ie, SIRS criteria, SOFA score, and MEWS). To enhance the reader’s understanding, the paper also presents figures depicting continuous detection alongside vital signs and laboratory measurements.

Methods

Study Population

We retrospectively included all patients who had undergone general surgeries at Asan Medical Center (Seoul, South Korea) between October 2007 and December 2017. The following surgical procedures, coded by the International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM), were included: lung lobectomy (32.0-32.4), gastrectomy (43.4-43.9), hepatectomy (50.0-50.4), and pancreaticoduodenectomy (51.5-51.7, 52.7). We excluded patients who did not undergo spirometry within 3 months before the surgery as well as those who received operations other than the previously mentioned types according to the manually written operation records (first e-table in Multimedia Appendix 1). For querying the EHRs, we used the Asan Biomedical Research Environment system at Asan Medical Center [18,19].

The data can be categorized into time-invariant and time-variant data depending on whether the data changed over the admission period. The time-invariant data included demographic data (ie, age, sex, height, weight, body mass index), underlying disease as coded with the ICD-10-CM code, type of operation, disease for operation, amount of transfusion during operation, spirometry (forced expiratory volume in 1 second [FEV$_1$], forced vital capacity [FVC], FEV$_{1}$/FVC, each with raw and predicted values), and the department of surgery. The time-variant data were vital signs (systolic blood pressure [sBP], diastolic blood pressure [dBP], pulse rate, respiratory rate, temperature) and laboratory data (groups as white blood cell [WBC], red blood cell, liver function, electrolyte, kidney function, arterial blood gas analysis, inflammation).

Definition of Bacteremia

Bacteremia was defined as a laboratory-confirmed bloodstream infection that meets at least one of the following criteria [1]. First, the patients must have a recognized pathogen cultured from ≥1 blood specimen. Second, patients must have a fever (>38.0 °C) or hypotension (sBP<90 mmHg) in case of common skin contaminant (eg, diphtheroids, Bacillus species, Propionibacterium species, coagulase-negative staphylococci, or micrococci) that should be isolated from more than 2 blood cultures.

Ground Truth for Bacteremia Periods

Two time points of bacteremia were present in the EHR data set: time ordered by a clinician and time of reception at the department of laboratory. Often there existed a time discrepancy between a clinician’s order and the actual sampling time. Therefore, the reception time (which was a little later than sampling time) was used as the ground truth time point of the bacteremia. In a previous study, bacteremia episodes identified in more than one blood culture within 24 hours were considered as a single episode [20]. In general, within the 24-hour period, vital signs are not readily stabilized even with the appropriate use of antibiotics. Thus, we defined the “bacteremia period” as 24 hours after the time of bacteremia and labeled it as the ground truth.
The prediction target at each point in time prior to the blood culture was a binary variable that was deemed positive if the bacteremia occurred within a predetermined time window. To determine the effect of the length of the time window on the detection ability of the model, we trained three different models (8, 16, and 24 hours prior) for predicting future time points.

Models for Detecting and Predicting Bacteremia
All models function across the entire time period of admission. In the beginning of an admission period, there were not enough data to fill each time window. In these cases, only the existing data were used for predicting bacteremia. For example, to predict bacteremia 24 hours after admission, with a 96 hour (4 days) time window, only data from the first 24 hours of admission were used, and the vacant 72 hours of data, which was prior to the admission, were masked (Keras Masking layer). We tested time-variant variables with different time steps (1, 2, 4, 6, 8, 10, and 12 days) to find the optimal length of time steps that results in superior detection performance.

When constructing the model, different approaches were taken depending on the nature of the variables: time-variant variables were treated with an RNN-based model and time-invariant variables were treated with dense neural networks (first e-Figure in Multimedia Appendix 1). The outputs of both arms were concatenated, and the probability of bacteremia was calculated by a dense neural network. The code used to train and evaluate the model is available on GitHub [21].

We used the area under the receiver operating characteristic curve (AUROC), area under the precision-recall curve (AUPRC), sensitivity, specificity, and positive predictive value as comparative measures. The 95% CI was calculated by using a bootstrap approach in which we resampled the data at each time point 1000 times. All analyses were conducted in Python, version 3.7.5 (Python Software Foundation).

Details on data preprocessing, feature embedding, hyperparameter optimizing, ensemble of each batch for overcoming imbalance of data, and model testing are described in the method section of Multimedia Appendix 1.

Significance of Features Analysis
The performance of the model changes when some variables are masked. This method is known as occlusion analysis, which is frequently applied in the field of image analysis [17,22]. We investigated the relative importance of the variables in our trained models through the occlusion analysis, in which variable groups were occluded one by one to determine their respective influence on the prediction of bacteremia. For example, if the occluded variables held higher importance in bacteremia detection, the resulting model would have a lower performance. Each group of variables was independently embedded with separate autoencoders, and the groups are described in the second e-Table in Multimedia Appendix 1.

Results
Baseline Characteristics
A total of 56,339 patients and 58,223 admission records were included when applying ICD-10-CM codes and spirometric results. After applying the exclusion criteria, 35,256 patients and 36,023 admission records were left in the final data set. The baseline demographic characteristics, operation types, and hours of operation are described in the third e-Table in Multimedia Appendix 1. The incidence of bacteremia was 1.9% (720/36,023 cases) and the period of bacteremia was 0.22% (1006/1,362,865 person-time). Furthermore, the annual incidence of bacteremia was rather stable during the study period, ranging from 1.6% (76/4484 cases) to 2.3% (45/1882 cases; second e-Figure in Multimedia Appendix 1).

The median time of bacteremia was 9 (IQR 2-18) days since admission, and the median time of postoperative bacteremia was 9 (IQR 6-15) days after surgery. If bacteremia occurred prior to surgery, patients underwent surgeries at a median of 10 (IQR 5-18) days after the occurrence of bacteremia (third e-Figure in Multimedia Appendix 1).

Predicted Probability in Laboratory Sheets
Figure 1 depicts the predicted probability of bacteremia along with the vital signs and the laboratory data during hospital admission. As shown in Figure 1, the probability of bacteremia notably increased when the pulse rate and body temperature were elevated. In contrast, laboratory data such as WBC, hemoglobin, platelet, and c-reactive protein (CRP) did not show such changes in accordance with the increase in bacteremia probability (Figure 1). More examples of good, bad, and obscure prediction results are presented in the fourth e-Figure in Multimedia Appendix 1.

Figure 2 shows the actual time of negative blood cultures as green bars. Even though the model was only trained based on the red bars (ie, bacteremia periods), the green bars indicate high probabilities for bacteremia. As the results of a blood culture could be false negative, the green bar might represent bacteremia at which clinicians should inspect patients and prescribe antibiotics. Other examples related to this figure are shown in the fourth e-Figure in Multimedia Appendix 1.

Our model had an AUROC of 0.978 (95% CI 0.974-0.981) and an AUPRC of 0.17 (95% CI 0.147-0.203; Figure 3). The AUROC of previous models are as follows: SIRS 0.778 (95% CI 0.768-0.786), SOFA 0.738 (95% CI 0.728-0.748), and MEWS 0.673 (95% CI 0.662-0.682). The AUPRC of previous models are as follows: SIRS 0.011 (95% CI 0.010-0.013), SOFA 0.010 (95% CI 0.009-0.011), and MEWS 0.010 (95% CI 0.008-0.011).
Figure 1. Patterns of the probability of bacteremia along with vital signs and laboratory data. Data from a 76-year-old female patient admitted for pancreatic cancer who underwent pylorus-preserving pancreaticoduodenectomy on hospital day 8. The graph in the bottom shows the probability of bacteremia at each time step. Red bars represent the actual period of bacteremia during which bacteria was isolated in the blood culture. The name of the pathogen is written in a small box. On hospital day 21, fever was noted and the probability of bacteremia was elevated. Lab data did not show a notable correlation with bacteremia probabilities. CRP: c-reactive protein; WBC: white blood cell.

Figure 2. Time of negative blood culture could represent high likelihood of bacteremia. Data from a 77-year-old male patient admitted for intrahepatic duct stone. The lobectomy of the liver was carried out on hospital day 3. On hospital day 15, high fever was noted, and the blood culture was performed; however, no bacterial species were isolated. On hospital day 20, the second high fever was identified, and the blood culture was performed again. Candida Albicans was isolated, and the vital sign was subsequently stabilized. The green bar is the blood culture with no isolation. CRP: c-reactive protein; WBC: white blood cell.
**Figure 3.** Receiver operating characteristics and precision-recall curve of the proposed model. The AUROC of the model was 97%, and the area under the precision-recall curve was 17%, which were higher compared with those of previous models. Each circle of previous criteria is the metric of the cut-off value of the models. AUROC: area under the receiver operating characteristic curve; MEWS: Modified Early Warning Score; SIRS: systemic inflammatory response syndrome; SOFA: Sequential Organ Failure Assessment.

**Table 1** shows the trend of sensitivity and specificity of the proposed model according to different thresholds, along with the performances of other models (ie, SIRS, SOFA, and MEWS). The positive predicted value was relatively low because of the low incidence of bacteremia in our data set. Overall, our model showed superior performance to the SIRS criteria [23], SOFA score [6], and MEWS score [24] in terms of both AUROC and AUPRC for detecting bacteremia.

<table>
<thead>
<tr>
<th>Model and threshold</th>
<th>Sensitivity</th>
<th>Specificity</th>
<th>PPV^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recurrent neural network model</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>0.94</td>
<td>0.92</td>
<td>0.023</td>
</tr>
<tr>
<td>0.2</td>
<td>0.88</td>
<td>0.95</td>
<td>0.034</td>
</tr>
<tr>
<td>0.3</td>
<td>0.86</td>
<td>0.96</td>
<td>0.044</td>
</tr>
<tr>
<td>0.4</td>
<td>0.83</td>
<td>0.97</td>
<td>0.054</td>
</tr>
<tr>
<td>0.5</td>
<td>0.79</td>
<td>0.98</td>
<td>0.065</td>
</tr>
<tr>
<td>0.6</td>
<td>0.72</td>
<td>0.98</td>
<td>0.079</td>
</tr>
<tr>
<td>0.7</td>
<td>0.65</td>
<td>0.99</td>
<td>0.099</td>
</tr>
<tr>
<td>0.8</td>
<td>0.53</td>
<td>0.99</td>
<td>0.122</td>
</tr>
<tr>
<td>0.9</td>
<td>0.41</td>
<td>0.99</td>
<td>0.165</td>
</tr>
<tr>
<td>SIRS^b criteria (&gt;2 score)</td>
<td>0.46</td>
<td>0.92</td>
<td>0.011</td>
</tr>
<tr>
<td>SOFA^c score (&gt;2 increase from baseline)</td>
<td>0.60</td>
<td>0.79</td>
<td>0.006</td>
</tr>
<tr>
<td>MEWS^d score (&gt;4 score)</td>
<td>0.12</td>
<td>0.99</td>
<td>0.031</td>
</tr>
</tbody>
</table>

^aPPV: positive predictive value.
^bSIRS: systemic inflammatory response syndrome.
^cSOFA: Sequential Organ Failure Assessment.
^dMEWS: Modified Early Warning Score.

**Various Experiments for Bacteremia Prediction**

We developed models predicting 8, 16, and 24 hours before the event of bacteremia (Table 2). Both the AUROC and AUPRC values decreased as the time to predict bacteremia increased from 8 to 24 hours (AUROC 0.963 to 0.929; AUPRC 0.176 to 0.154).

When we made the model using various time step lengths (1, 2, 4, 6, 8, 10, and 12 days), the AUROC values did not show...
notable decreases (0.977 to 0.971) as the time windows increased from 1 to 12 days; in contrast, the AUPRC value increased from 0.139 to 0.174 (Table 2). Performance for predicting bacteremia events 8, 16, and 24 hours prior to the event are shown. Different time steps and performances in our data set are shown. The time steps indicate the length of time period used in the RNN model to predict bacteremia.

**Table 2.** Model performance for predicting bacteremia according to forecasting time to event and time steps of the recurrent neural network model.

<table>
<thead>
<tr>
<th>Variables</th>
<th>AUROC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>AUPRC&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Prior time to event (hour)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0 (at event)</td>
<td>0.98</td>
<td>0.17</td>
</tr>
<tr>
<td>8 prior</td>
<td>0.96</td>
<td>0.18</td>
</tr>
<tr>
<td>16 prior</td>
<td>0.95</td>
<td>0.17</td>
</tr>
<tr>
<td>24 prior</td>
<td>0.93</td>
<td>0.15</td>
</tr>
<tr>
<td><strong>Time steps (days)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.98</td>
<td>0.14</td>
</tr>
<tr>
<td>2</td>
<td>0.98</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>0.98</td>
<td>0.15</td>
</tr>
<tr>
<td>6</td>
<td>0.98</td>
<td>0.15</td>
</tr>
<tr>
<td>8</td>
<td>0.97</td>
<td>0.16</td>
</tr>
<tr>
<td>10</td>
<td>0.97</td>
<td>0.174</td>
</tr>
<tr>
<td>12</td>
<td>0.98</td>
<td>0.165</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUROC: area under the receiver operating characteristic curve.<br><sup>b</sup>AUPRC: area under the precision-recall curve.

**Relative Importance of Variables**

Table 3 shows the results of the occlusion analysis. We found that occlusion of vital signs resulted in the largest decrease in both the AUROC and AUPRC values, followed by kidney-related values and WBC. In contrast, the occlusion of time-invariant data, which were reported to be important in predicting postoperative complications [25-27], showed little effects in decreasing AUROC or AUPRC. For comparison with previous studies that only used time-invariant data [25-27], we also trained a model only with time-invariant data; as a result, we observed that this model had a similar performance with those in previous studies (AUROC 0.84, AUPRC 0.15; fourth e-Table in Multimedia Appendix 1). Vital signs and lab data were more important than time-invariant data, even though the latter could also somewhat assess the risk of bacteremia. Particularly, body temperature was the most important vital sign in detecting bacteremia, followed by dBP and pulse rate (fifth e-Table in Multimedia Appendix 1).

The model performance was described as when the important variables were occluded.
Table 3. Detecting performance of the proposed model in occlusion analysis.

<table>
<thead>
<tr>
<th>Methods</th>
<th>AUROC&lt;sup&gt;a&lt;/sup&gt;</th>
<th>AUPRC&lt;sup&gt;b&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Original model</td>
<td>0.98</td>
<td>0.17</td>
</tr>
<tr>
<td>Occluding method</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Occluding vital sign</td>
<td>0.85</td>
<td>0.05</td>
</tr>
<tr>
<td>Occluding kidney-related values</td>
<td>0.95</td>
<td>0.06</td>
</tr>
<tr>
<td>Occluding WBC&lt;sup&gt;c&lt;/sup&gt;</td>
<td>0.96</td>
<td>0.07</td>
</tr>
<tr>
<td>Occluding electrolyte</td>
<td>0.96</td>
<td>0.10</td>
</tr>
<tr>
<td>Occluding RBC&lt;sup&gt;d&lt;/sup&gt;-related lab</td>
<td>0.97</td>
<td>0.11</td>
</tr>
<tr>
<td>Occluding ABGA&lt;sup&gt;e&lt;/sup&gt;</td>
<td>0.97</td>
<td>0.12</td>
</tr>
<tr>
<td>Occluding inflammatory markers</td>
<td>0.98</td>
<td>0.14</td>
</tr>
<tr>
<td>Occluding time-invariant data</td>
<td>0.97</td>
<td>0.14</td>
</tr>
<tr>
<td>Occluding liver function test</td>
<td>0.98</td>
<td>0.15</td>
</tr>
</tbody>
</table>

<sup>a</sup>AUROC: area under the receiver operating characteristic curve.

<sup>b</sup>AUPRC: area under the precision-recall curve.

<sup>c</sup>WBC: white blood cell.

<sup>d</sup>RBC: red blood cell.

<sup>e</sup>ABGA: arterial blood gas analysis.

**Discussion**

**Summary of the Principal Finding**

By using the deep learning method, we devised a model that generates a real-time probability of detecting and predicting bacteremia. The proposed model had an AUROC of 0.978 in detecting bacteremia every 8 hours, which is a notably superior performance compared with other existing criteria [2, 5, 6, 24]. In predicting bacteremia 24 hours in advance, the model showed a relatively lower performance (AUROC 0.929) than the detecting model. Occlusion analysis showed that vital signs were the most important variables in bacteremia detection. Confirming our expectation that patterns of time-variant variables such as vital signs could be used to characterize the risk type of a patient, the model using long time steps showed more accurate results (time steps: 10 days vs 1 days, AUPRC: 0.174 vs 0.139).

This study is also important for the continuous monitoring of bacteremia so that clinicians can get advice on the risk of uncontrolled infection. Other studies on predicting sepsis rely on assessments about the clinical state (based on the SOFA or SIRS criteria) [8, 9, 20]. However, if the outcome label included systemic inflammations as well as infections, the probability results would be difficult for interpretation by clinicians [2]. To overcome the unclear labeling problem, we used the direct results from the blood culture and suggested the “bacteremia period,” which can be used as an indication of infection. Since the model derives the results solely from the blood cultures, the resulting predicted probabilities directly indicate the infection so that physicians can get advice when they search for the source of infection, start new antibiotics, or monitor the appropriate response to antibiotics.

**Importance of Variables in the Deep Learning Model**

Deep neural networks are often questioned for being non-transparent and because the basis of the prediction results is hard to explain [28]. By depicting the probability with vital signs and major laboratory findings, we were able to determine whether the prediction results were proper (fourth e-Figure in Multimedia Appendix 1). Specifically, we observed that the bacteremia probability was elevated in accordance with increases in body temperature, respiratory rate, and pulse rate, whereas laboratory data such as WBC and CRP did not show notable correlations with the bacteremia probability.

To explain what variables drive the model, we used occlusion analysis, a method used in image analyses [28]. If the model is driven by an important location within the image, the result must not be changed after occluding the surrounding of the image [22]. We found that the most important variable of our model was the vital sign, followed by kidney-related values and WBC. The result resembles the SIRS criteria, which consists of three vital sign categories [2], and supports our expectation that our model would focus on relevant variables for predicting bacteremia. Underlying diseases are also known as important predictors of postoperative complications [25-27]. However, time-invariant variables such as the underlying diseases and the type of surgery did not have significant effects in the detection of bacteremia. In clinical practice, patients with a high likelihood of postoperative complications are not always suspected of having an infection, unless they show features of infection such as fever. As previous risk factors suggest that only high-risk patients acquired infection during the whole admission period, the detection of bacteremia should be based on clinical clues such as vital signs or laboratory data. This is in line with the routine practice of clinicians suspecting infection based on vital signs and clinical features rather than underlying disease.
Validation of Predicted Probability Compared With Medical Chart

Blood cultures are usually performed for diagnosing infections or monitoring the bacteremia, and some negative blood cultures could be false negatives [1]. Investigating negative blood cultures (green bars in the fourth e-Figure in Multimedia Appendix 1), the predicted probability of the green bar is high among negative cases (Figure 2). However, a green bar following 2 days after a positive blood culture showed a lower probability of bacteremia (4.2.2 e-Figure in Multimedia Appendix 1). Although the negative blood culture was not trained in our model, the probability at the green bar represents the time of the blood culture following a clinician’s suspicion. Usually, the probability for bacteremia is high at the green bar, meaning that both clinicians and our model suspected high risk of infection at similar time points. In other words, our model is not just trained for the labeling but also trained against general features of bacteremia.

Additionally, we examined the performance of our model using different time steps. We assumed that additional information exists when there are spikes in body temperature or lab data, or when the data exhibits recognizable patterns throughout the time. Using the RNN-based model, such information can be considered in the hidden state and be used to predict bacteremia. When we increased the time steps per bacteremia prediction, the performance of the model in bacteremia detection was increased, indicating that the model was able to further learn the patterns of vital signs and lab data. For example, when the changes in value were not steep, the predicted probability was relatively low despite the elevated pulse rate and body temperature (4.1.3 e-Figure in Multimedia Appendix 1). These patterns of vital signs and lab data could also be used for differentiating different species of bacteremia if they have distinct disease patterns.

Limitations

Our study has the following limitations. First, we used the outcome defined by positive blood culture. In the Prehospital Antibiotics Against Sepsis Trial, only 42.6% of the cases were culture-positive sepsis [29]. Therefore, this labeling may have affected our model and the results. However, because we assumed that the vital signs and laboratory results are similar between culture-positive sepsis and culture-negative sepsis, the model could predict higher probability even when the blood culture produced negative results. Further prospective study is needed to validate the proper prediction about culture-negative sepsis. Second, our model was trained on data from a single tertiary hospital in Korea and may, thus, have limited generalizability. Nevertheless, our data set does not seem to significantly deviate from the country-wide data, as the incidence rates of bacteremia in our data set and the general Korean cohort data were 1.9% and 2.2%, respectively [30]. As our data set included all consecutive patients who underwent surgeries, it could represent the global population of surgical patients undergoing major upper abdominal surgery and thoracic surgery. In addition, as our model used the data set in a retrospective manner, a prospective study is needed to determine whether our proposed model confers real-time values in helping clinicians predict bacteremia at an earlier stage.

Conclusions

In conclusion, we have applied the deep learning algorithm to develop a model for detecting and predicting bacteremia with in-hospital data. Our model may help clinicians to make appropriate decisions regarding early responses to bacteremia. In the future, clinicians may be able to improve the clinical outcomes of patients with bacteremia using this algorithm in the EHR system.
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Abstract

Background: Chest computed tomography (CT) is crucial for the detection of lung cancer, and many automated CT evaluation methods have been proposed. Due to the divergent software dependencies of the reported approaches, the developed methods are rarely compared or reproduced.

Objective: The goal of the research was to generate reproducible machine learning modules for lung cancer detection and compare the approaches and performances of the award-winning algorithms developed in the Kaggle Data Science Bowl.

Methods: We obtained the source codes of all award-winning solutions of the Kaggle Data Science Bowl Challenge, where participants developed automated CT evaluation methods to detect lung cancer (training set n=1397, public test set n=198, final test set n=506). The performance of the algorithms was evaluated by the log-loss function, and the Spearman correlation coefficient of the performance in the public and final test sets was computed.

Results: Most solutions implemented distinct image preprocessing, segmentation, and classification modules. Variants of U-Net, VGGNet, and residual net were commonly used in nodule segmentation, and transfer learning was used in most of the classification algorithms. Substantial performance variations in the public and final test sets were observed (Spearman correlation coefficient = .39 among the top 10 teams). To ensure the reproducibility of results, we generated a Docker container for each of the top solutions.

Conclusions: We compared the award-winning algorithms for lung cancer detection and generated reproducible Docker images for the top solutions. Although convolutional neural networks achieved decent accuracy, there is plenty of room for improvement regarding model generalizability.

(J Med Internet Res 2020;22(8):e16709) doi:10.2196/16709
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Introduction

Lung cancer is one of the most prevalent cancers worldwide, causing 1.76 million deaths per year [1,2]. Chest computed tomography (CT) scans play an essential role in the screening for [3] and diagnosis of lung cancer [4]. A randomized controlled trial demonstrated that low-dose CT screening reduced mortality from lung cancer among high-risk patients [3], and recent studies showed the benefit of CT screening in community settings [5]. The wide adoption of lung cancer screening is expected to benefit millions of people [6]. However, millions of CT scan images obtained from patients constitute a heavy workload for radiologists [7]. In addition, interrater disagreement has been documented [8]. Previous studies suggested that computer-aided diagnostic systems could improve the detection of pulmonary nodules in CT examination [9-12]. To stimulate the development of machine learning models for automated CT diagnosis, the Kaggle Data Science Bowl provided labeled chest CT images from 1397 patients and awarded $1 million in prizes to the best algorithms for automated lung cancer diagnosis, which is the largest machine learning challenge on medical imaging to date. In response, 1972 teams worldwide have participated and 394 teams have completed all phases of the competition [13], making it the largest health care–related Kaggle contest [14]. This provides a unique opportunity to study the robustness of medical machine learning models and compare the performance of various strategies for processing and classifying chest CT images at scale.

Due to the improved performance of machine learning algorithms for radiology diagnosis, some developers have sought commercialization of their models. However, given the divergent software platforms, packages, and patches employed by different teams, their results were not easily reproducible. The difficulty in reusing the state-of-the-art models and reproducing the diagnostic performance markedly hindered further validation and applications.

To address this gap, we reimplemented, examined, and systematically compared the algorithms and software codes developed by the best-performing teams of the Kaggle Data Science Bowl. Specifically, we investigated all modules developed by the 10 award-winning teams, including their image preprocessing, segmentation, and classification algorithms. To ensure the reproducibility of results and the reusability of the developed modules, we generated a Docker image for each solution using the Docker Community Edition, a popular open-source software development platform that allows users to create self-contained systems with the desired version of software packages, patches, and environmental settings. According to Docker, there are over 6 million Dockerized applications, with 130 billion total downloads [15]. The Docker images are easily transferrable from one server to another, which ensures the reproducibility of scientific computing [16]. Our Dockerized modules will facilitate further development of computer-aided diagnostic algorithms for chest CT images and contribute to precision oncology.

Methods

Data and Classification Models

We obtained the low-dose chest CT datasets in Digital Imaging and Communications in Medicine format from the Kaggle Data Science Bowl website [13]. The dataset was acquired from patients with high risks for developing lung cancers. In this Kaggle challenge, a training set (n=1397) with ground truth labels (362 with lung cancer; 1035 without) and a public test set (n=198) without labels were provided to the participants. The ground truth label is 1 if the patient developed lung cancer within 1 year of the date the CT scan was performed and 0 otherwise. The diagnosis was confirmed by pathology evaluation as a part of the National Lung Screening Trial [3,17]. Once participants submitted the prediction results for the public test set, the Kaggle competition platform reported their models’ performance on the public leaderboard instantaneously. The final test set (n=506, ground truth labels were not disclosed to participants) was only available to participants after the model submission deadline, thus serving as an independent validation set that decided the final winners. The chest CT images in the training set, public test set, and final test set all came from multiple hospitals and had different qualities. In particular, the final test set contained more recent and higher quality data with thinner slice thickness than those in the two other sets [18].

To systematically compare the solutions developed by the award-winning teams, we acquired the source codes of the winning solutions and their documentation from the Kaggle news release after the conclusion of the competition. Per the rules of this Kaggle challenge, the source codes of these award-winning solutions were required to be released under open-source licenses approved by the Open Source Initiative [19] in order to facilitate free distribution and derivation of the solution codes [20]. The default license is the MIT license [20]. Under the open-source licenses approved by Open Source Initiative, the software can be freely used, modified, and shared [19].

Comparison of the Approaches and Their Performance

We compared the workflows of the top 10 solutions by examining and rerunning their source codes. For each solution, we inspected all steps taken from inputting the CT images to outputting the prediction. We documented the versions of the software package and platform dependencies of each solution.

The Kaggle Data Science Bowl used the log-loss function to evaluate the performance of the models [13]. The log-loss function

\[
\log \text{loss} = - \frac{1}{n} \sum_{i=1}^{n} y_i \log(\hat{y}_i)
\]

where \( n \) is the number of patients in the test set, \( y_i \) is 1 if patient \( i \) has lung cancer, 0 otherwise, and \( \hat{y}_i \) is the predicted probability that patient \( i \) has lung cancer [13]. If the predicted outcome is set as 0.5 for all patients, the log-loss value would be \( \ln(2) \approx 0.69 \).

To investigate whether models with high performance in the public test set generalize to the images in the final test set, we computed the Spearman correlation coefficient of the log-loss

https://www.jmir.org/2020/8/e16709
in the two test sets. All analyses were conducted using R version 3.6 (R Foundation for Statistical Computing).

**Docker Image Generation for the Top Ten Solutions**
We reproduced the results by recompiling the source codes and dependencies of each of the top ten solutions. Since the solutions used various platforms and different versions of custom software packages, many of which were not compatible with the most updated packages or mainstream release, we generated Docker images [16] to manage the software dependencies and patches required by each solution to enhance the reusability and reproducibility of the developed algorithms.

**Results**

**Performance Comparison**

Figure 1 summarizes the public and private test set scores of the top 250 teams that participated in the Kaggle Data Science Bowl. Results showed that the top 20 teams achieved a log-loss less than 0.5 in the final test set, and more than 80 submissions reached a log-loss less than 0.6 in the same set. However, these models had varying performances in the public test set. Surprisingly, 11 out of the top 50 teams had a public test set log-loss greater than 0.69, which was worse than blindly submitting “0.5” as the cancer probability for every patient. The correlation between the public test set scores and the final test set scores was weak among all teams that completed the contest (Spearman correlation coefficient = .23; Figure 2A). In the top 10 teams, the correlation is moderate (Spearman correlation coefficient = .39; Figure 2B).

**Figure 1.** The log-loss score distribution of the top 250 teams in the Kaggle Data Science Bowl Competition. The log-loss scores of the public test set and the final test set of each team were plotted. The red horizontal line indicates the log-loss of outputting the cancer probability as 0.5 for each patient. The blue horizontal line shows the log-loss of outputting cancer probability of each patient as the prevalence of cancer (0.26) in the training set.
**Figure 2.** A weak to moderate correlation between the log-loss scores of the public test set and the scores of the final test set. The red regression line shows the relation between the log-loss scores of the public test set and those of the final test set using a linear regression model. (A) The log-transformed scores of all participants who finished both stages of the Kaggle Data Science Bowl Competition were plotted. The Spearman correlation coefficient of the performance in the two test sets is .23. (B) The log-transformed scores of the top 10 teams defined by the final test set performance. The Spearman correlation coefficient among the top 10 teams is .39.

**Data Workflow Comparison**

Figure 3 summarizes the most frequently used strategy by the winning teams. Most solutions used additional publicly available datasets, generated lung segmentation, rescaled the voxels, and performed nodule segmentations before fitting the classification models. Table 1 compares the additional datasets, data preprocessing, segmentation, classification, implementation, and final test set scores of the top 10 solutions.

In addition to the training dataset provided by the Kaggle challenge, most teams used CT images and nodule annotations from other publicly available resources. Table 2 summarizes the sample size, availability of nodule locations, nodule segmentation, diagnoses, other characteristics of the Kaggle dataset, and additional datasets employed by the participants. Most of the top solutions used images and nodule segmentations from the Lung Nodule Analysis 2016 (LUNA16) challenge to develop their segmentation algorithms. LUNA16 is a closely related competition organized in 2016 with an aim to detect lung nodules in chest CT images [21,22]. Two teams also reported using the lung CT images, diagnostic annotations, and nodule location data from the International Society for Optics and Photonics (SPIE)–American Association of Physicists in Medicine (AAPM) Lung CT Challenge [23], but one of them did not incorporate this relatively small dataset (n=70) when building the final models. Only one of the top 10 teams did not use any additional datasets outside of the competition.

Frequently used image preprocessing steps include lung segmentation and voxel scaling. Voxel scaling ensures that the voxels of images from various CT scan protocols correspond to similar sizes of physical space. Variants of U-Net [24], VGGNet [25], and residual net (ResNet) [26] were commonly used as the nodule segmentation algorithms, and the nodule segmentation models trained on the LUNA16 dataset were often applied to the Data Science Bowl dataset.

After lung nodule segmentation, classification algorithms were employed to generate final cancer versus noncancer predictions. Most of the solutions leveraged existing ImageNet-based architecture and transfer learning [12,27]. All teams employed 2D or 3D convolutional neural networks (CNN). A few teams employed CNNs as feature extractors and used tree-based classifiers for this classification task.
Figure 3. A model of the informatics workflow used by most teams. In addition to the Kaggle training set, most teams obtained additional publicly available datasets with annotations. Lung segmentation, image rescaling, and nodule segmentation modules were commonly used before classification.
<table>
<thead>
<tr>
<th>Rank</th>
<th>Team name</th>
<th>Additional datasets used</th>
<th>Data preprocessing</th>
<th>Nodule segmentation</th>
<th>Classification algorithms</th>
<th>Implementation</th>
<th>Final test set score</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Gt123</td>
<td>LUNA16</td>
<td>Lung segmentation, intensity normalization</td>
<td>Variant of U-Net</td>
<td>Neural network with a max-pooling layer and two fully connected layers</td>
<td>Pytorch</td>
<td>0.39975</td>
</tr>
<tr>
<td>2</td>
<td>Julian de Wit and Daniel Hammack</td>
<td>LUNA16, LIDC</td>
<td>Rescale to 1×1×1</td>
<td>C3D, ResNet-like CNN</td>
<td>C3D, ResNet-like CNN</td>
<td>Keras, Theano</td>
<td>0.40117</td>
</tr>
<tr>
<td>3</td>
<td>Aidence</td>
<td>LUNA16</td>
<td>Rescale to 2.5×0.512×0.512 (for nodule detection) and 1.25×0.5×0.5 (for classification)</td>
<td>ResNet</td>
<td>3D DenseNet with multitask model (different loss functions depending on the input source)</td>
<td>Tensorflow</td>
<td>0.40127</td>
</tr>
<tr>
<td>4</td>
<td>qfpxfd</td>
<td>LUNA16, SPIE-AAPM</td>
<td>Lung segmentation</td>
<td>Faster R-CNN, with 3D CNN for false positive reduction</td>
<td>3D CNN inspired by VGGNet</td>
<td>Keras, Caffe</td>
<td>0.40183</td>
</tr>
<tr>
<td>5</td>
<td>Pierre Fillard (Therapixel)</td>
<td>LUNA16</td>
<td>Rescale to 0.625×0.625×0.625, lung segmentation</td>
<td>3D CNN inspired by VGGNet</td>
<td>3D CNN inspired by VGGNet</td>
<td>Tensorflow</td>
<td>0.40409</td>
</tr>
<tr>
<td>6</td>
<td>MDai</td>
<td>None</td>
<td>Rescale to 1×1×1, normalize HU</td>
<td>2D and 3D ResNet</td>
<td>3D ResNet + a Xgboost classifier incorporating CNN output, patient sex, # nodules, and other nodule features</td>
<td>Keras, Xgboost</td>
<td>0.41629</td>
</tr>
<tr>
<td>7</td>
<td>DL Munich</td>
<td>LUNA16</td>
<td>Rescale to 1×1×1, lung segmentation</td>
<td>U-Net</td>
<td>2D and 3D residual neural network</td>
<td>Tensorflow</td>
<td>0.42751</td>
</tr>
<tr>
<td>8</td>
<td>Alex, Andre, Gilberto, and Shize</td>
<td>LUNA16</td>
<td>Rescale to 2×2×2</td>
<td>Variant of U-Net</td>
<td>CNN, tree-based classifiers (with better performance)</td>
<td>Keras, xgboost, ExtraTree</td>
<td>0.43019</td>
</tr>
<tr>
<td>9</td>
<td>Deep Breath</td>
<td>LUNA16, SPIE-AAPM</td>
<td>Lung mask</td>
<td>Variant of SegNet</td>
<td>Inception-ResNet v2</td>
<td>Theano and Lasagne</td>
<td>0.43872</td>
</tr>
<tr>
<td>10</td>
<td>Owkin Team</td>
<td>LUNA16</td>
<td>Lung segmentation</td>
<td>U-Net, 3D VGGNet</td>
<td>Gradient boosting</td>
<td>Keras, xgboost</td>
<td>0.44068</td>
</tr>
</tbody>
</table>

aLUNA16: Lung Nodule Analysis 2016.
bLIDC: Lung Image Database Consortium.
cC3D: convolutional 3D.
eResNet: residual net.
fDenseNet: dense convolutional network.
gSPIE-AAPM: International Society for Optics and Photonics–American Association of Physicists in Medicine Lung CT Challenge.
iHU: Hounsfield unit.
jDataset has been evaluated but not used in building the final model.
Table 2. A summary of the chest computed tomography datasets employed by the participants.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of CT scan series</th>
<th>Data originated from multiple sites</th>
<th>Availability of nodule locations</th>
<th>Availability of nodule segmentations</th>
<th>Availability of patients’ diagnoses (benign versus malignant)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kaggle Data Science Bowl (this competi-</td>
<td>Training: 1397; public</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>tion)</td>
<td>test set: 198; final test set: 506</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lung nodule analysis</td>
<td>888</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>SPIE-AAPM Lung CT Challenge</td>
<td>70</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Lung Image Database Consortium</td>
<td>1398</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

CT: computed tomography.
SPIE-AAPM: International Society for Optics and Photonics–American Association of Physicians in Medicine.

Comparison of the Implementation Platforms and Software Dependencies

Most of the winning teams developed their modules with Keras and Tensorflow. Only one team used Pytorch (the top-performing team), Caffe, or Lasagne. All of the top 10 teams employed a number of python packages for scientific computing and image processing, including NumPy, SciPy, and Scikit-image (skimage). A summary of package dependencies is shown in Figure 4. This reflected the popularity of the tools for processing chest CT images, building neural networks, and scientific computing among the top contestants of this contest.

Figure 4. The most widely used dependencies by the top 10 teams. The packages are ordered by their prevalence among the top teams. For simplicity, dependencies used by only one team are omitted from the figure.
Docker Images of the Top Solutions
To facilitate reusing the code developed by the top teams, we generated a Docker image for each of the available solutions. Our developed Docker images are redistributed under the open-source licenses chosen by the original developers [28]. Detailed instructions on accessing the Docker images can be found on GitHub [29].

Discussion
Principal Findings
This is the first study that systematically compared the algorithms and implementations of award-winning pulmonary nodule classifiers. Results showed that the majority of the best-performing solutions used additional datasets to train the pulmonary nodule segmentation models. The top solutions used different data preprocessing, segmentation, and classification algorithms. Nonetheless, they only differ slightly in their final test set scores.

The most commonly used data preprocessing steps were lung segmentation and voxel scaling [30]. For nodule classification, many solutions used CNNs. However, 2 of the top 10 teams employed tree-based methods for cancer versus noncancer classification. Tree-based approaches require a predefined set of image features, whereas CNNs allow data to refine the definition of features [31]. Given sufficient sample size, CNNs outperformed tree-based methods in many image-related tasks [12,32], whereas tree-based methods could reach satisfactory performance when the sample size was small, and they provided better model interpretability [33-35]. Since the conclusion of the contest, additional works on machine learning for CT evaluation have been published [36-40]. Nonetheless, these works reported similar strategies for data processing and classification overall.

To enhance the reproducibility of the developed modules, we generated a Docker image for each of the award-winning solutions. The Docker images contain all software dependencies and patches required by the source codes and are portable to various computing environments [16], which will expedite the application and improvement of the state-of-the-art CT analytical modules implemented by the contest winners.

Limitations
Since it was difficult to compile and release a large deidentified chest CT dataset to the public, the public test set only contains images from 198 patients. Leveraging the 5-digit precision of the log-loss value shown on the leaderboard, one participant implemented and shared a method for identifying all ground truth labels in the public test set during the competition [41]. Several participants successfully replicated this approach and got perfect scores on the public leaderboard. Thus, solutions with very low log-loss in the public test set may result from information leakage. Interestingly, among the top-10 models defined by the final test set, 2 performed worse than random guessing in the public test set, which raised concerns on their generalizability [42].

There are several approaches future contest organizers can take to ensure the generalizability of the developed models. First, a multistage competition can filter out the overfitted models using the first private test set and only allow reasonable models to advance to the final evaluation. In addition, organizers can discourage leaderboard probing by only showing the performance of a random subset of the public test data or limiting the number of submissions allowed per day. Finally, curating a larger test set can better evaluate the true model performance and reduce random variability [43]. If data deidentification is difficult, requiring contestants to submit their models to a secure computing environment rather than distributing the test data to the participants can minimize the risk of leaking identifiable medical information.

Conclusion
In summary, we compared, reproduced, and Dockerized state-of-the-art pulmonary nodule segmentation and classification modules. Results showed that many transfer learning approaches achieved reasonable accuracy in diagnosing chest CT images. Future works on additional data collections and validation will further enhance the generalizability of the current methods.
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Abstract

Background: Changeful seasonal influenza activity in subtropical areas such as Taiwan causes problems in epidemic preparedness. The Taiwan Centers for Disease Control has maintained real-time national influenza surveillance systems since 2004. Except for timely monitoring, epidemic forecasting using the national influenza surveillance data can provide pivotal information for public health response.

Objective: We aimed to develop predictive models using machine learning to provide real-time influenza-like illness forecasts.

Methods: Using surveillance data of influenza-like illness visits from emergency departments (from the Real-Time Outbreak and Disease Surveillance System), outpatient departments (from the National Health Insurance database), and the records of patients with severe influenza with complications (from the National Notifiable Disease Surveillance System), we developed 4 machine learning models (autoregressive integrated moving average, random forest, support vector regression, and extreme gradient boosting) to produce weekly influenza-like illness predictions for a given week and 3 subsequent weeks. We established a framework of the machine learning models and used an ensemble approach called stacking to integrate these predictions. We trained the models using historical data from 2008-2014. We evaluated their predictive ability during 2015-2017 for each of the 4-week time periods using Pearson correlation, mean absolute percentage error (MAPE), and hit rate of trend prediction. A dashboard website was built to visualize the forecasts, and the results of real-world implementation of this forecasting framework in 2018 were evaluated using the same metrics.

Results: All models could accurately predict the timing and magnitudes of the seasonal peaks in the then-current week (nowcast) ($\rho=0.802-0.965$; MAPE: 5.2%-9.2%; hit rate: 0.577-0.756), 1-week ($\rho=0.803-0.918$; MAPE: 8.3%-11.8%; hit rate: 0.643-0.747), 2-week ($\rho=0.783-0.867$; MAPE: 10.1%-15.3%; hit rate: 0.669-0.734), and 3-week forecasts ($\rho=0.676-0.801$; MAPE: 12.0%-18.9%; hit rate: 0.643-0.786), especially the ensemble model. In real-world implementation in 2018, the forecasting performance was still accurate in nowcasts ($\rho=0.875-0.969$; MAPE: 5.3%-8.0%; hit rate: 0.582-0.782) and remained satisfactory in 3-week forecasts ($\rho=0.721-0.908$; MAPE: 7.6%-13.5%; hit rate: 0.596-0.904).

Conclusions: This machine learning and ensemble approach can make accurate, real-time influenza-like illness forecasts for a 4-week period, and thus, facilitate decision making.
Introduction

Seasonal influenza is one of the most prevalent infectious diseases in Taiwan, accounting for millions of cases, over tens of thousands of patient hospitalizations, and hundreds of deaths annually [1-4]. In Taiwan, the seasonal influenza epidemic typically begins in winter and continues to the end of the year until the spring of the next year [2]. However, the changeful influenza activity in subtropical areas like Taiwan sometimes causes problems in epidemic preparedness. For instance, in Taiwan, the 2015-2016 influenza epidemic, with H1N1 as the main circulating strain, was the biggest since the 2009 novel H1N1 outbreak. Nevertheless, H1N1 influenza activity was unexpectedly low in the following 2016-2017 influenza season, whereas H3N2 influenza activity peaked unpredictably in the summer season in 2017 and caused a severe epidemic [2,3].

Since 2004, to monitor changes in influenza activity, the Taiwan Centers for Disease Control (Taiwan CDC) has established real-time national influenza surveillance systems for influenza-like illness visits to hospitals and clinics [5,6]. The surveillance systems have minimal time lag in data collection; therefore, public-health professionals can immediately adjust their response almost in real time. The decision-making process, however, remains based only on past data (despite the short time lag). Influenza epidemic forecasting for upcoming weeks or months can provide more information for policymaking and is relevant for preparedness [7]. The ability to provide a short-term forecast in terms of epidemic magnitude is particularly vital for emergency departments during a long weekend or the Lunar New Year in Taiwan (eg, the Lunar New Year comprised 9 vacation days in 2019), during which time, influenza-like illness visits at emergency departments considerably increase (since outpatient services are closed), and sometimes patients crowd the emergency departments. In this situation, reliable forecasts are required to determine the surging capacity.

Many research teams have worked on influenza forecasting for a long time. Among the models used by researchers, the autoregressive integrated moving average (ARIMA) model is a methodology that is often chosen for seasonal influenza forecasts because of its advantage in dealing with time-series data [8,9], its satisfactory performance using data that are time dependent for short-term projection, and its widespread use in other health-related forecasting tasks [9-14]. Decision tree–based machine learning algorithms such as random forest and extreme gradient boosting also have their strengths in predictive analysis and forecasting, which has been shown in data science competitions such as Kaggle [15], influenza outbreaks [14], and foodborne disease trends [16]. A study in Canada [17] showed random forest models had better performance predicting influenza A virus frequency than that of ARIMA and generalized linear autoregressive integrated moving average models. Unlike ARIMA, random forest and extreme gradient boosting, as ensemble weak prediction models, have better performance dealing with high-dimension data [18], while support vector regression’s strength is finding an optimal hyperplane with a nonlinear boundary [19,20]. Previous research has also demonstrated a successful combination of linear regression with nonlinear predictor, random forest, support vector regression, and extreme gradient boosting to predict dengue fever outbreak in the United States [21].

Instead of traditional surveillance data, researchers have also attempted using nontraditional data sources, such as Google Flu Trends and Flu Near You, to improve their forecasts since 2008 [22,23]. These data served as surrogate indicators or supplement data for influenza-like illness activity. Lasso regression, random forest, extreme gradient boosting, and support vector regression have been widely implemented to aggregate these data from Google search, Google trend, Wikipedia, and social media (such as Twitter and Baidu) in influenza forecasting [24-27]. The performance of elastic net and support vector regression was considered to be comparable in a study [26] which used the Baidu index as a predictor and predicted the number of influenza cases in China by support vector regression, and in a study [28] in France which used electronic health record data with historical epidemiology information for influenza-like illness incidence rate predictions.

On the other hand, researchers began to explore the possibility of simultaneously using multiple models or data sources to find an ensemble approach to produce more robust forecasts by combining the results of different forecasting models [11,29-32]. For seasonal influenza forecasting in the US, the empirical Bayes method has been used to integrate the forecasts from linear models using multiple data sources as predictors [29]. Kandula et al [32] also evaluated the performance of the susceptible-exposed-infectious-recovered-susceptible model, Bayesian weighted outbreaks, k-nearest neighbor, and a superensemble method when combining distinct forecast methods to predict influenza outbreaks in the United States. A meta-ensemble of statistical and mechanistic methods has shown better accuracy than individual methods [31,32].

Compared to internet data, which might easily be influenced by search engine marketing, the surveillance database in Taiwan can provide much more comprehensive data with a small time lag. These data sources are also easier to be maintained and reliable for a long-term decision-making system. Therefore, using the surveillance data, we aimed to develop a practical framework consisting of an ensemble model with machine learning models to combine the advantages of different forecasting models for real-time influenza-like illness predictions, and facilitate influenza preparedness.
Methods

Data Source
The data we used to train and validate the machine learning algorithm included weekly data from the Real-Time Outbreak and Disease Surveillance System, the National Health Insurance Database, and the National Notifiable Disease Surveillance System [5,6]. The details and characteristics of the data sets are described in Multimedia Appendix 1. Other data used include the number of national holidays in each week, regular weekends, and long weekends. We used surveillance data from 2008-2017 to establish the framework of the forecasting models.

Forecasting Targets and the Renewal of the Surveillance Data and Models
The forecasting targets in our study were short-term forecasts—weekly number of influenza-like illness visits for the 4-week period after the most recent surveillance data. Real-Time Outbreak and Disease Surveillance System, National Health Insurance, and National Notifiable Disease Surveillance System databases were updated daily. Because of the potential delay in data entry by hospitals, all the models were automatically retrained and updated every Tuesday night using data up until the end of the previous week. The updated models would then produce the predictions of influenza-like illness visits for 4 weeks from that time point (the end of the previous week). Therefore, the initial forecast actually predicts the number of influenza-like illness visits in the then-current week (nowcast), whereas the 1-week, 2-week, and 3-week forecasts represent the weekly predictions for each of the subsequent 3 weeks (Figure 1).

Figure 1. Timeline of historical data used for model training and forecasting periods.

Machine Learning Algorithms
Four machine learning algorithms—ARIMA, random forest, support vector regression, and extreme gradient boosting—were used to produce weekly influenza-like illness predictions for a 4-week period. We chose these algorithms, each with different characteristics and strengths, so that the forecasting task could benefit from the diversity of the machine learning algorithms.

To summarize the forecasts of the 4 different machine learning algorithms, we adopted the ensemble method called stacking [31,33] An ensemble model was trained using another support vector regression algorithm with a linear kernel that optimized the best regression between the observed number of influenza-like illness visits and the 4-week forecasts. A previous study [32] adopted a Bayesian model, which requires the prior distribution estimation to produce the ensemble forecast. We chose a support vector regression with a linear kernel model because it can produce a weighted-average forecast from 4 individual models without considering data distribution. By using the stacking method, the forecasts of different algorithms are automatically weighted and combined to produce the ensemble forecasts. The linear kernel was chosen because of the forecasting and efficient computing performance it showed in the training process. The hyperparameter tuning mechanism, described in the section that follows, was used to evaluate the performance of the ensemble model from the first week of 2015 to the 40th week of 2017.

Feature Selection, Engineering, and Model Tuning
The initial features were selected after discussions with experts of Taiwan CDC. The number of past influenza-like illness visits in the 8 previous weeks (from the Real-Time Outbreak and Disease Surveillance System and National Health Insurance database) and the length of national holidays in a week were the basic features. We also included essential holidays, such as the Lunar New Year, in the feature set because it was believed to have a significant influence on influenza-like illness visits, especially in emergency departments. Our feature engineering work included moving average, moving difference with varying time lags, and the proportion of influenza-like illness visits to total medical visits (Multimedia Appendix 2).

We chose naïve (heuristic) mechanisms, instead of the conventional methods, for feature selection. We used surveillance data from 2008-2017 for feature selection and model tuning. We evaluated the overall forecasting performance of the algorithms during the first week of 2015 to the 40th week of 2017 by comparing the forecasts to observed historical data in the same period. Using this framework, we dynamically
retrained each model from zero every week to incorporate newly collected data (Figure 2):

**Figure 2.** The framework of feature selection and model tuning for our model training and validation compared to the conventional method.

1. For an individual week $T$ from the first week of 2015, the training data set included the weekly influenza-like illness data from week 1 in 2008 to week $T$.

2. Given a set of features and fixed hyperparameter value, the model $f(\cdot | T, h)$, forecasting the $h$ weeks ahead, was trained using the training data set at week $T$.

3. The number of influenza-like illness visits in week $T+h$ was forecasted by the trained $f(\cdot | T, h)$.

4. The forecasted number was compared to the observed number of influenza-like illness visits in week $T+h$ using the evaluation metrics.

5. For each week from the first week of 2015 to the 40th week of 2017, we repeated Step 1 to Step 4 and calculated the evaluation metrics for specific feature sets and hyperparameters. Then we selected the feature set and hyperparameters that performed best in evaluation metrics.

If we only used k-fold cross-validation during model training, look-ahead bias might have occurred when using time-series data with potential autocorrelation. The advantage of this framework avoided look-ahead bias and made use of all historical data before the week $T$ to train the models in forecasting the weekly influenza-like illness visits of the week $T+h$ at the week $T$.

**Evaluation Metrics**

The metrics we used to evaluate the model performance included Pearson correlation ($\rho$), root mean squared error (RMSE), mean absolute percentage error (MAPE), and hit rate (Multimedia Appendix 3). Lower MAPE, lower RMSE, higher hit rate, and higher correlation indicated better forecasting performance.

**Software and Visualization**

We used data munging and feature engineering (dplyr), the time-series model, ARIMA (forecast), random forest model (randomForest), support vector regression (e1071), and extreme gradient boosting model (xgboost) packages in R (version 3.4.4) on Ubuntu (version 14.0.4). The functions and hyperparameters that were used are listed in Multimedia Appendix 4. A visualization dashboard website was designed to display and compare the predictions of the 5 models (using D3.js and several JavaScript frameworks) [34].
Results

Real-Time Estimates (Nowcast)
The visualized comparison of the estimated epidemic curve in nowcasts and the observed number of influenza-like illness visits showed that all the models, especially the ensemble model, could predict the time and magnitude of the peaks of the influenza epidemic throughout the influenza season from 2015-2017, such as the peaks of the Lunar New Year vacation for each year and the peak of the summer flu in 2017 (Figure 3). All models could appropriately fit the epidemic curve of the outpatient ($\rho=0.891-0.962$) and emergency ($\rho=0.802-0.967$) departments (Table 1).

For 2015-2017, the nowcast prediction by the 4 machine learning models exhibited good accuracy (MAPE as low as 5.2%); however, the ensemble model (outpatient: $\rho=0.956$, MAPE 6.0%, hit rate 0.756; emergency: $\rho=0.967$, MAPE 5.2%, hit rate 0.705) outperformed individual models.

Figure 3. Nowcasts (current week predictions) of the influenza-like illness visits in outpatient and emergency departments by the 5 machine learning models (colored lines) compared with the observed historical data (black line), 2015-2017. ARIMA: autoregressive integrated moving average; ILI: influenza-like illness; RF: random forest; SVR: support vector regression; XGB: extreme gradient boosting.
### Table 1. The evaluation metrics of the 5 machine learning models for then-current week forecasts (nowcast), 1-week forecasts, 2-week forecasts, and 3-week forecasts for 2015 to 2017 data.

<table>
<thead>
<tr>
<th>Time period</th>
<th>Outpatient influenza-like illness visits</th>
<th>Emergency influenza-like illness visits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>MAPE&lt;sup&gt;b&lt;/sup&gt;, %</td>
</tr>
<tr>
<td>Nowcast (current week)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>6621.9</td>
<td>6.5</td>
</tr>
<tr>
<td>RF&lt;sup&gt;d&lt;/sup&gt;</td>
<td>10773.1</td>
<td>9.2</td>
</tr>
<tr>
<td>SVR&lt;sup&gt;e&lt;/sup&gt;</td>
<td>9265.0</td>
<td>7.7</td>
</tr>
<tr>
<td>XGB&lt;sup&gt;f&lt;/sup&gt;</td>
<td>10063.6</td>
<td>7.3</td>
</tr>
<tr>
<td>Ensemble</td>
<td>6903.5</td>
<td>6.0</td>
</tr>
<tr>
<td>1-week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>11165.2</td>
<td>11.5</td>
</tr>
<tr>
<td>RF</td>
<td>12256.6</td>
<td>11.7</td>
</tr>
<tr>
<td>SVR</td>
<td>11573.6</td>
<td>10.7</td>
</tr>
<tr>
<td>XGB</td>
<td>13604.7</td>
<td>11.0</td>
</tr>
<tr>
<td>Ensemble</td>
<td>11752.8</td>
<td>10.1</td>
</tr>
<tr>
<td>2-week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>15471.8</td>
<td>15.3</td>
</tr>
<tr>
<td>RF</td>
<td>13464.5</td>
<td>13.8</td>
</tr>
<tr>
<td>SVR</td>
<td>13972.9</td>
<td>13.7</td>
</tr>
<tr>
<td>XGB</td>
<td>15317.7</td>
<td>13.6</td>
</tr>
<tr>
<td>Ensemble</td>
<td>13758.1</td>
<td>12.0</td>
</tr>
<tr>
<td>3-week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>19338.3</td>
<td>18.9</td>
</tr>
<tr>
<td>RF</td>
<td>14310.9</td>
<td>14.9</td>
</tr>
<tr>
<td>SVR</td>
<td>16004.3</td>
<td>15.9</td>
</tr>
<tr>
<td>XGB</td>
<td>16888.8</td>
<td>15.7</td>
</tr>
<tr>
<td>Ensemble</td>
<td>15193.6</td>
<td>13.3</td>
</tr>
</tbody>
</table>

<sup>a</sup>RMSE: root mean squared error.  
<sup>b</sup>MAPE: mean absolute percentage error.  
<sup>c</sup>ARIMA: autoregressive integrated moving average.  
<sup>d</sup>RF: random forest.  
<sup>e</sup>SVR: support vector regression.  
<sup>f</sup>XGB: extreme gradient boosting.

### Forecasts for the Following 3 Weeks

The forecasts for the following 3 weeks using our ensemble model exhibited satisfactory performance for predicting the epidemic trend and successfully captured the epidemic peaks. Still, there were some time lags in peak prediction in the 1-, 2-, and 3-week forecasts (Figure 4). The accuracy slightly decreased with an increase in the forecast time horizons as well (MAPE: 8.3%-18.9%; hit rate: 0.643-0.786 in the 1-week, 2-week, and 3-week forecasts) (Table 1). Although the ARIMA model had the highest accuracy and hit rate in nowcasts, the random forest and support vector regression models performed better in the forecasts of the subsequent 2 and 3 weeks, particularly in terms of outpatient influenza-like illness visits.
Real-World Application in 2018

We started using the framework with the 5 models in Taiwan CDC in early 2018. Since 2018, the nowcasts of our models has exhibited good accuracy (outpatient MAPE: 5.3%-5.8%; emergency MAPE: 5.7%-8.0%). Moreover, the 3-week forecasts maintained comparable accuracy to one another (outpatient MAPE: 8.8%-13.5%; emergency MAPE: 8.8%-13.5%; Table 2 and Multimedia Appendix 5). Hit rates of the nowcasts were 0.600-0.727 in outpatient and 0.582-0.782 in emergency department and remained at a high level in the 3-week forecasts (0.787-0.908 and 0.596-0.788 in outpatient and emergency department, respectively). All the models could approximately detect the declining trend when the magnitude of the epidemic had already reached a peak (Figure 5). The random forest and extreme gradient boosting model better identified the increasing trend during the early stage of the epidemic.

Figure 4. Forecasts using the ensemble model (red) and the observed (black) number for influenza-like illness visits in (A) outpatient and (B) emergency departments, 2015-2017.
Table 2. Evaluation metrics of the 5 machine learning models for the current week forecasts (nowcast), 1-week forecasts, 2-week forecasts, and 3-week forecasts in 2018.

<table>
<thead>
<tr>
<th>Model</th>
<th>Outpatient influenza-like illness visits</th>
<th>Emergency influenza-like illness visits</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE&lt;sup&gt;a&lt;/sup&gt;</td>
<td>MAPE&lt;sup&gt;b&lt;/sup&gt;, %</td>
</tr>
<tr>
<td>Nowcast (current week)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA&lt;sup&gt;c&lt;/sup&gt;</td>
<td>6422.8</td>
<td>5.5</td>
</tr>
<tr>
<td>RF&lt;sup&gt;d&lt;/sup&gt;</td>
<td>6472.1</td>
<td>5.4</td>
</tr>
<tr>
<td>SVR&lt;sup&gt;e&lt;/sup&gt;</td>
<td>5343.2</td>
<td>5.8</td>
</tr>
<tr>
<td>XGB&lt;sup&gt;f&lt;/sup&gt;</td>
<td>7384.6</td>
<td>5.8</td>
</tr>
<tr>
<td>Ensemble</td>
<td>6170.7</td>
<td>5.3</td>
</tr>
<tr>
<td>1-week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>9874.7</td>
<td>9.0</td>
</tr>
<tr>
<td>RF</td>
<td>8644.1</td>
<td>7.2</td>
</tr>
<tr>
<td>SVR</td>
<td>7330.1</td>
<td>7.9</td>
</tr>
<tr>
<td>XGB</td>
<td>9738.7</td>
<td>9.0</td>
</tr>
<tr>
<td>Ensemble</td>
<td>9156.8</td>
<td>7.5</td>
</tr>
<tr>
<td>2-week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>11630.6</td>
<td>11.8</td>
</tr>
<tr>
<td>RF</td>
<td>10082.3</td>
<td>9.4</td>
</tr>
<tr>
<td>SVR</td>
<td>9292.7</td>
<td>10.1</td>
</tr>
<tr>
<td>XGB</td>
<td>11262.8</td>
<td>11.3</td>
</tr>
<tr>
<td>Ensemble</td>
<td>10078.8</td>
<td>8.6</td>
</tr>
<tr>
<td>3-week</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ARIMA</td>
<td>13656.7</td>
<td>13.5</td>
</tr>
<tr>
<td>RF</td>
<td>10258.0</td>
<td>10.1</td>
</tr>
<tr>
<td>SVR</td>
<td>9439.7</td>
<td>10.9</td>
</tr>
<tr>
<td>XGB</td>
<td>12789.3</td>
<td>13.0</td>
</tr>
<tr>
<td>Ensemble</td>
<td>9160.9</td>
<td>8.8</td>
</tr>
</tbody>
</table>

<sup>a</sup>RMSE: root mean squared error.

<sup>b</sup>MAPE: mean absolute percentage error.

<sup>c</sup>ARIMA: autoregressive integrated moving average.

<sup>d</sup>RF: random forest.

<sup>e</sup>SVR: support vector regression.

<sup>f</sup>XGB: extreme gradient boosting.
Visualization Dashboard of Forecasts

To easily compare the predictions of the 5 models, we created a visualization dashboard website to display the projections concurrently (Multimedia Appendix 6). We also provided the MAPEs and hit rates of all the models that were calculated using the recent 4-, 8-, and 52-week data. In this manner, policy makers could also consider accuracy when evaluating predictions.
Discussion
Principal Results
By using the influenza surveillance data from Taiwan CDC, we established a forecasting model framework that comprises 4 machine learning models and one ensemble model. Our ensemble approach and the framework of model training could provide highly precise forecasts of weekly influenza-like illness visits for a 4-week period. Then-current week forecasts (nowcasts) were the most accurate with MAPE as low as approximately 5% and hit rates of approximately 0.75. Because of the satisfactory hit rate, the change in the influenza-like illness visits in the forecasts for the 4-week period could be regarded as the estimated temporal trend forecasts of a future epidemic as well.

A comparison with models developed in other countries or areas revealed that our models could provide better accuracy with a very low MAPE, which was less than 10% in nowcasts and remained below 20% in the 4-week period forecasts. These results outperform previously-reported models with MAPE mostly greater than 15%-20% [11,25,35,36], suggesting that our models can provide promising predictivity of short-term forecasts on the epidemic magnitude; however, it is difficult to directly compare the performance among different algorithms developed in varying clinical settings and with varying data quality. As for short-term forecasting of the epidemic magnitude in Taiwan, an MAPE less than 10%, especially during the peak time, would be helpful when policymakers need to evaluate the required surging capacity. Because the weekly change of influenza-like illness visits is usually less than 10%-15% in Taiwan, an MAPE greater than 15%-20% might not reliably catch the shift in the epidemic.

The high accuracy of our models might be attributed to the comprehensive data set that we used [5]. The high coverage and good representativeness of the Real-Time Outbreak and Disease Surveillance System and National Health Insurance database allowed the forecasts to more accurately reflect the trends and magnitude of influenza-like illness without being affected by the bias that would have been caused by incompletely sampled data. Conversely, previous models in the US and other countries mostly relied on the sentinel surveillance system such as the influenza-like illness net in the US, which was mainly composed of volunteered sentinel clinics and had problems pertaining to completeness and representativeness [37-40]; the predictivity of the models might have been significantly impaired when they were trained using imprecise historical data. Researchers usually develop an algorithm using a specific period of historical data and then use the trained algorithm with newly-collected data to forecast; therefore, forecasting performance can become worse and worse over time and require periodic adjustment.

In contrast, with our method, models can be retrained every week using updated data. In this way, the algorithms learn from the updated data and maintain satisfactory performance even after being used by the Taiwan CDC for more than one year. In addition, our ensemble model was adapted from the stacking method and could summarize the forecasting outputs from the 4 basic machine learning algorithms with appropriate weighting [31-33]. The aim of our ensemble model was not to build the most accurate forecasting model for any given time. Since the 4 models select features independently from our data sources and had different forecasting performance in real-world applications, for example, ARIMA was usually a lagging indicator of the peak in the influenza season, while random forest and extreme gradient boosting predicted the peak better but tended to underestimate the magnitudes at the peak; therefore, by combining the forecasts from ARIMA and extreme gradient boosting model, the ensemble approach could overcome the disadvantages of each individual model and generate the most robust forecasts with stable performance.

In addition to completeness and representativeness, the Real-Time Outbreak and Disease Surveillance System and National Health Insurance database provided excellent timeliness for our forecasting models. Thanks to the nearly real-time data exchange of the Real-Time Outbreak and Disease Surveillance System and National Health Insurance database with a time lag of, at the most, 1-2 days [5], we could use influenza-like illness data from the previous week at the beginning the week and generate forecasts for a 4-week period that started every Tuesday, for any given week. Because of the delay in the collection of surveillance data, models developed in other countries usually acquire data with at least 1-2 weeks of delay. Thus, their 1-week forecast generated using historical data up until 2 weeks prior is actually the prediction for the previous week [11,25,40,42]. Compared to those models [43], the aforementioned short time delay made our forecast model, which can generate the forecast of a given week (nowcast), a real real-time forecasting model. This information can be of great help to the authorities for decision making concerning epidemic preparedness and interventions.

In order to resolve the timeliness problem of the influenza-like illness surveillance data, researchers have attempted to explore the use of social media data (such as Twitter and Facebook) or internet search data (such as Google search and Google Flu Trends) to develop forecasting models because these data can be collected in almost real-time [11,22,26,36,41,44]. However, the method of data collection, quality of social media data, and accuracy of the models still posed problems [22,26,36,41]. In our framework, we did not include social media data because of the following reasons. First, ideal sources of social media information have not yet been established in Taiwan. The largest social media website in Taiwan is Facebook. Still, it is rarely used in social media surveillance because of the hindrances in collecting personal posts from individual profiles (personal walls). A microblog such as Twitter is less prevalent in Taiwan netizens. Second, as for web search data, the Taiwan CDC conducts a regular weekly press release and usually causes a higher amount of search for the related terms on the day of the press release. For example, the searches for influenza significantly increase when an influenza-related news article is released. Therefore, it is difficult to determine whether the increase in the number of web searches, epidemic-related news, or social media discussions is due to an increase influenza-like illness visits or the effect on the media of the official press release. Conversely, access to medical service in Taiwan is easy, and our surveillance systems, such as the Real-Time Outbreak
and Disease Surveillance System and the National Health Insurance database, have already collected highly comprehensive data. Thus, we do not need to rely upon the use of social media as a supplementary data source for disease forecasting, especially for influenza-like illness.

For the models based on traditional frequency statistics such as ARIMA, it is relatively easy to produce a 95% confidence interval, but it is not similarly easy for random forest, support vector regression, and extreme gradient boosting models. Although some literature discussed how to generate prediction intervals for machine learning models like random forest, it is not practical to display 5 intervals on one chart simultaneously. Too much information only confuses the user and makes it difficult to interpret the trend from the 5 forecasts. As we introduced 4 forecasting models based on different algorithms, they already provide and demonstrate the variations in forecasts. When we combine these forecasts with the most robust forecasts from the ensemble model, decision makers can easily get an impression of the forecast without ignoring the potential outlier at one time. Thus, this framework can provide similar information to that provided by confidence intervals.

The models used were machine learning models, which were different from traditional mechanistic models and those such as the susceptible-infectious-recovered model [45,46]. The susceptible-infectious-recovered model considers the dynamics of infectious disease and other biological components. For example, a researcher could create a compartment to simulate the interaction dynamics between infected and immunized people to estimate the effects of vaccination. However, these models are usually built on the basis of historical data and are useful in evaluating the relationship between the different compartments. This characteristic makes such a model better for assessing the effectiveness of vaccination or other interventions on disease transmission, but poor in making future prediction since it is difficult to extrapolate the results because of unknown data at forecasting [43]. For example, when building a susceptible-infectious-recovered-V model, including the compartment V as vaccinated, we need to enter the possible number of vaccinated people in the near future if we want to use this model for forecasting.

Limitations
There are some limitations to our forecasting models. First, the predictivity of our models decreased with longer time horizons, and the best hit rate was only approximately 0.75, suggesting that our models are better at predicting the epidemic magnitude but not the trend. However, we could calibrate the forecasts by learning from the experience of the real-world application. For example, compared with traditional time-series models, such as the ARIMA model, we found that the random forest and support vector regression models may better predict the epidemic dynamics, when the models were applied in 2018. By combining the forecasts and human judgment, the decision-making process for future epidemics can be further ameliorated. Second, using other new deep learning algorithms, especially those with promising performance in time-series forecasting tasks, such as a recurrent neural network and long short-term memory networks, may help to improve the forecasting accuracy. Unlike sequential learning, we retrained the models from zero with mostly updated data every week to manage the time factor better. Our model is only designed for short-term forecasts not for the long-term epidemic change. A deep learning algorithm may be able to deal with this type of forecasting task. Further studies using other algorithms on different forecasting targets, such as the start of a seasonal influenza outbreak and its peak time, are still required to be able to provide more information.

Conclusions
Our project demonstrated real-time short-term forecasting models on weekly influenza-like illness visits using comprehensive influenza surveillance data. By using an ensemble approach to aggregate the forecasts of 4 machine learning models, we could provide accurate predictions for a 4-week period (nowcast and forecasts for the subsequent 3 weeks) to enhance epidemic preparedness.
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Abstract

Background: The implementation of clinical decision support systems (CDSSs) as an intervention to foster clinical practice change is affected by many factors. Key factors include those associated with behavioral change and those associated with technology acceptance. However, the literature regarding these subjects is fragmented and originates from two traditionally separate disciplines: implementation science and technology acceptance.

Objective: Our objective is to propose an integrated framework that bridges the gap between the behavioral change and technology acceptance aspects of the implementation of CDSSs.

Methods: We employed an iterative process to map constructs from four contributing frameworks—the Theoretical Domains Framework (TDF); the Consolidated Framework for Implementation Research (CFIR); the Human, Organization, and Technology-fit framework (HOT-fit); and the Unified Theory of Acceptance and Use of Technology (UTAUT)—and the findings of 10 literature reviews, identified through a systematic review of reviews approach.

Results: The resulting framework comprises 22 domains: agreement with the decision algorithm; attitudes; behavioral regulation; beliefs about capabilities; beliefs about consequences; contingencies; demographic characteristics; effort expectancy; emotions; environmental context and resources; goals; intentions; intervention characteristics; knowledge; memory, attention, and decision processes; patient–health professional relationship; patient’s preferences; performance expectancy; role and identity; skills, ability, and competence; social influences; and system quality. We demonstrate the use of the framework providing examples from two research projects.

Conclusions: We proposed BEAR (BElavior and Acceptance Framework), an integrated framework that bridges the gap between behavioral change and technology acceptance, thereby widening the view established by current models.

(J Med Internet Res 2020;22(8):e18388) doi:10.2196/18388
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Introduction

Every year, significant amounts of resources are invested in medical research globally, an average of 0.19% of the gross domestic product in high-income countries [1]. All this effort has resulted in the exponential growth of scientific evidence. However, the translation of that knowledge into changes in clinical practice is advancing at a much lower rate, creating a growing knowledge-practice gap [2]. Reducing this gap requires not only the development and dissemination of evidence-based guidelines but also the integration of guideline recommendations into care processes and that health professionals change their practice. Clinical decision support systems (CDSSs) present a promising approach to address these challenges [3-6].

CDSSs encode clinical knowledge into computerized algorithms and combine them with patient-specific data to provide clinicians with information and decision guidance [7]. When successfully implemented, the ability of a CDSS to provide patient-specific decision support empowers health professionals to make timely decisions at the point of care while reducing medical errors [8,9]. Another benefit of this technology is that the transformation of clinical knowledge into algorithms allows for the correction of areas where documents (eg, clinical practice guidelines) are ambiguous or unclear [10-13]. CDSSs have been implemented to support care in several specialties [14-20], both in developed and developing countries [14,18,21].

Although several literature reviews have shown improvements in process measures after the implementation of CDSSs [8,22-24], the evidence of their effectiveness on clinical outcomes is still mixed [22,25,26]. This is partially explained because successful implementation of practice-change interventions is a multidimensional problem requiring attention to many factors [27-30]. Relevant factors include not only those internal and external to the health organization [29] but also those related to the clinicians' preferences and their mental model about their practice [28,30]. Additionally, CDSSs must be integrated into the clinical workflow and be accepted by the users.

We hypothesize that improving the implementation of CDSSs requires attention to factors related to practice change and also to those associated with technology acceptance, defined as the user’s decision to use a technology system routinely [31]. Theories and frameworks about these topics can be found in the research fields of implementation science and technology acceptance. However, though drawing from similar sources (ie, psychology, sociology, and management science), these fields have developed into separate disciplines. Therefore, a researcher considering studying the implementation of a CDSS as a strategy to foster clinical change is confronted with a fragmented corpus of knowledge and the choice among conceptual frameworks, potentially missing or having to give up the contributions from one of these fields.

Another issue is that there are competing frameworks within the fields of implementation science and technology acceptance. Several authors have proposed theoretical models to explain the determinants of clinical practice change [32]. Similarly, several models attempt to explain the factors influencing the user’s decision to use a technology system routinely [33,34]. Furthermore, several recent studies have identified determinants that are specific to the acceptance of CDSSs [35-40]. When seen together, these frameworks amount to too many concepts for a reasonable research project to use effectively.

To address these issues, we propose BEAR (Behavior and Acceptance Framework), an integrated conceptual framework that bridges the gap between behavioral change and technology acceptance aspects of the implementation of CDSSs. BEAR synthesizes literature about factors influencing both practice change and acceptance of CDSSs from the health professional’s perspective. Furthermore, BEAR seeks to capture the variability in the phenomenon of implementing CDSSs while providing an integrated tool that facilitates the design of research and evaluation projects.

Methods

Overview

We developed BEAR by employing an iterative process in which two investigators (JC and MZM) mapped constructs reported in the literature as determinants of behavioral change and acceptance of CDSSs (see Figure 1). In each iteration, both investigators mapped the constructs from a framework or a literature review into the emerging construct pool, starting with the Theoretical Domains Framework (TDF) [28,30] and the Unified Theory of Acceptance and Use of Technology (UTAUT) [34]. At the beginning of each iteration, the two investigators (JC and MZM) developed maps independently contrasting the information in the articles with the definitions in the construct pool. After that, the investigators discussed differences in their maps and agreed on modifications to the pool. These modifications encompassed the following: the inclusion of new constructs, in addition to agreeing to their definitions; changes in construct labels or definitions; and changes in the grouping of constructs into domains. The emerging framework was progressively documented in two files: one contained the definitions and the other contained the map to the original constructs (see Multimedia Appendices 1 and 2).
Base Frameworks
The first iteration comprised the mapping of two well-established frameworks: the TDF [28,30] and the UTAUT [34]. The TDF, proposed by Michie et al in 2005 [30] and revised by Cane et al in 2012 [28], comprises 84 theoretical constructs included in classic psychological theories about behavior change. The UTAUT, on the other hand, was proposed by Venkatesh et al in 2003 [34] to integrate the eight predominant models at the time about technology acceptance. The UTAUT comprises eight constructs that influence the regular use of a technology, directly or indirectly. The selection of these frameworks as a starting point was guided by the authors’ previous experiences with the evaluation of medical informatics interventions.

Literature Review
Subsequent iterations comprised the mapping of constructs identified through a literature review of recent aggregative studies presenting determinants of the acceptance of CDSSs. To obtain the initial pool of references, we queried Scopus, MEDLINE (Medical Literature Analysis and Retrieval System Online), Embase, CINAHL (Cumulative Index of Nursing and Allied Health Literature), and PsycINFO. Figure 2 presents the search strategy used in Scopus. We constructed equivalent searches for the other databases.

Two investigators (JC and MZM) screened the initial reference pool and evaluated their titles and abstracts. For a reference to be selected, it needed to fulfill all of the following inclusion criteria: (1) address the topic of CDSSs, (2) employ literature review methods to obtain its results, and (3) include, among its results, determinants of the acceptance of CDSSs. Exclusion criteria were limited to the following: (1) the publication was not a research article (eg, abstract, viewpoint, commentary, editorial, or protocol) and (2) the full text was not in English or Spanish.

We limited the search strategy to articles published since 2014; we were working under the assumption that, although recent, the aggregate studies found would cover the relevant literature published before that year. That assumption was validated by documenting the period covered by each included review.

The investigators (JC and MZM) then extracted the constructs and their definitions from the full text of each article (see Multimedia Appendix 1). In cases where definitions or descriptions were not explicitly stated, the investigators reviewed the full text of the cited articles, including...
supplemental materials. Furthermore, in cases where other frameworks were used to organize the review findings, those frameworks were included in the mapping exercise with their own iterations.

**Domain Structure and Refinement**

The grouping of constructs into domains was initially informed by the organization and definitions in the base frameworks (ie, TDF and UTAUT). Later on, new constructs identified from the literature reviews were contrasted with the domain definitions to choose their locations. In some cases, this process resulted in the creation of new domains or in changing previous definitions.

Finally, preliminary versions of the framework were discussed with the other authors (ZLL, SLKG, and RDB) and other colleagues, resulting in the refinement of construct labels, definitions, and grouping.

**Results**

**Overview**

The mapping process comprised 13 iterations, corresponding to 10 reviews and four frameworks. The initial literature search identified 584 references. After removing duplicates, 405 references passed through the screening process (see Figure 3). Of these, 23 were selected for full-text assessment; however, text from six of these articles was not available. After reviewing the 17 available articles, seven were excluded. Finally, 10 articles met all inclusion criteria [35-40,42,45]. Only one article was excluded based on language. Table 1 shows the characteristics of the reviews included in this study and any associated frameworks [29,35-45].

**Figure 3.** Flow diagram of the literature review. CDSS: clinical decision support system.

**Included Reviews**

The 10 reviews included in the mapping exercise (see Table 1) synthesize 219 studies from 1995 to 2018; these studies include participants from several populations of health professionals (ie, nurses, general practitioners, specialists, pharmacists, residents, laboratory technicians, physical therapists, medical
assistants, medical students, paramedics, psychologists, and social workers). Additionally, two frameworks were included: the CFIR (Consolidated Framework for Implementation Research) [29], which was used in Ross et al [37], and the HOT-fit (Human, Organization, and Technology-fit) framework [41], which was used in Kilsdonk et al [38] and Van Dort et al [44].

**Table 1.** Characteristics of included reviews.

<table>
<thead>
<tr>
<th>Source</th>
<th>Number of references</th>
<th>Time span</th>
<th>Participants</th>
<th>Framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>Khong et al, 2015 [35]</td>
<td>16</td>
<td>2005-2014</td>
<td>Nurses, general practitioners, specialists, pharmacists, and medical assistants</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Khairat et al, 2018 [36]</td>
<td>14</td>
<td>1995-2015</td>
<td>Nurses, general practitioners, specialists, residents, and medical students</td>
<td>N/A</td>
</tr>
<tr>
<td>Ross et al, 2016 [37]</td>
<td>44</td>
<td>2002-2014</td>
<td>Nurses, general practitioners, specialists, laboratory technicians, physical therapists, paramedics, medical students, residents, pharmacists, and social workers</td>
<td>CFIRb [29]</td>
</tr>
<tr>
<td>Kilsdonk et al, 2017 [38]</td>
<td>35</td>
<td>2003-2015</td>
<td>Nurses, general practitioners, specialists, physical therapists, medical students, residents, pharmacists, and psychologists</td>
<td>HOT-fitc [41]</td>
</tr>
<tr>
<td>Miller et al, 2017 [39]</td>
<td>14</td>
<td>2003-2015</td>
<td>Nurses, general practitioners, specialists, pharmacists, medical assistants, and residents</td>
<td>N/A</td>
</tr>
<tr>
<td>Borum, 2018 [40]</td>
<td>9</td>
<td>2011-2016</td>
<td>Nurses, general practitioners, specialists, and pharmacists</td>
<td>N/A</td>
</tr>
<tr>
<td>Baig et al, 2019 [42]</td>
<td>22</td>
<td>2014-2016</td>
<td>Nurses, general practitioners, and specialists</td>
<td>N/A</td>
</tr>
<tr>
<td>Carter et al, 2019 [43]</td>
<td>13</td>
<td>2014-2017</td>
<td>Nurses, midwives, nurse students, specialists, and community health workers</td>
<td>N/A</td>
</tr>
<tr>
<td>Hussain et al, 2019 [45]</td>
<td>39</td>
<td>2008-2017</td>
<td>Nurses, general practitioners, and specialists</td>
<td>N/A</td>
</tr>
</tbody>
</table>

*aN/A: not applicable.  
bCFIR: Consolidated Framework for Implementation Research.  
cHOT-fit: Human, Organization, and Technology-fit.

**BEAR**

Table 2 presents the constructs and domains included in the proposed framework [28,34,46-50]. The mapping of each construct into the sources is included in Multimedia Appendix 2. BEAR comprises 156 constructs arranged into 22 domains. Domain definitions are included in Table 2, whereas definitions for each construct are included in Multimedia Appendix 1.
<table>
<thead>
<tr>
<th>Domaina</th>
<th>Domain definition</th>
<th>Constructsb</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td>Awareness, understanding, or information about a subject that has been obtained by experience or study: based on [46]</td>
<td>Knowledge&lt;br&gt;Knowledge of task environment&lt;br&gt;Procedural knowledge&lt;br&gt;Knowledge of the decision algorithm&lt;br&gt;Knowledge of the patient’s condition&lt;br&gt;Previous experience with decision support technology</td>
</tr>
<tr>
<td>Skills, ability, and competence</td>
<td>An ability or proficiency acquired through training and practice [28]: based on [47]</td>
<td>Skills, ability, and competence&lt;br&gt;Computer and mobile device skill&lt;br&gt;Interpersonal skills&lt;br&gt;Skills development</td>
</tr>
<tr>
<td>Role and identity</td>
<td>A coherent set of behaviors and displayed personal qualities of an individual in a social or work setting [28]: based on [47]</td>
<td>Individual identity&lt;br&gt;Professional identity&lt;br&gt;Organizational commitment&lt;br&gt;Professional boundaries&lt;br&gt;Professional role&lt;br&gt;Professional autonomy</td>
</tr>
<tr>
<td>Beliefs about capabilities</td>
<td>Acceptance of the truth, reality, or validity about an ability, talent, or facility that a person can put to constructive use [28]: based on [47]</td>
<td>Beliefs about capabilities&lt;br&gt;Empowerment&lt;br&gt;Perceived behavioral control&lt;br&gt;Professional confidence&lt;br&gt;Self-confidence&lt;br&gt;Self-efficacy&lt;br&gt;Self-esteem</td>
</tr>
<tr>
<td>Beliefs about consequences</td>
<td>Acceptance of the truth, reality, or validity about outcomes of a behavior in a given situation [28]: based on [47]</td>
<td>Beliefs about consequences&lt;br&gt;Anticipated regret&lt;br&gt;Outcome expectancies&lt;br&gt;Beliefs that technology would disrupt the delivery of care&lt;br&gt;Characteristics of outcome expectancies&lt;br&gt;Concerns about liability and responsibility&lt;br&gt;Concerns over patient privacy</td>
</tr>
<tr>
<td>Attitudes</td>
<td>Relatively enduring and general evaluations of an object, person, group, issue, or concept on a dimension ranging from negative to positive. Attitudes provide summary evaluations of target objects and are often assumed to be derived from specific beliefs, emotions, and past behaviors associated with those objects [48].</td>
<td>Attitudes&lt;br&gt;Interest in technology&lt;br&gt;Perceived uselessness&lt;br&gt;Optimism&lt;br&gt;Pessimism&lt;br&gt;Unrealistic optimism&lt;br&gt;Attitude toward practice guidelines</td>
</tr>
<tr>
<td>Contingencies</td>
<td>A conditional probabilistic relationship between two events. Contingencies may be arranged via dependencies or they may emerge by accident [28]: citing [47].</td>
<td>Contingencies&lt;br&gt;Consequences&lt;br&gt;Reinforcement&lt;br&gt;Incentives&lt;br&gt;Punishment&lt;br&gt;Rewards&lt;br&gt;Sanctions</td>
</tr>
<tr>
<td>Domain</td>
<td>Domain definition</td>
<td>Constructs</td>
</tr>
<tr>
<td>--------</td>
<td>------------------</td>
<td>------------</td>
</tr>
</tbody>
</table>
| Intentions | A conscious decision to perform a behavior; a resolve to act in a certain way or an impulse for purposeful action. In experiments, intention is often equated with goals defined by the task instruction [28]: citing [47]. | Intentions
Stability of intentions
Stages of change—precontemplation
Stages of change—contemplation
Stages of change—preparation
Stages of change—action
Stages of change—maintenance |
| Goals | Mental representations of outcomes or end states that an individual wants to achieve [28]: based on [47] | Goals
Goals—level of control (autonomous vs controlled)
Goals—temporality (distal vs proximal)
Target setting
Goal priority
Action planning
Change plan |
| Memory, attention, and decision processes | The ability to retain information, focus selectively on aspects of the environment, and choose between two or more alternatives [28]: based on [47] | Memory
Attention
Attention control
Decision process
Cognitive overload and tiredness |
| Environmental context and resources | Any circumstance of a person’s situation or environment that discourages or encourages the development of skills and abilities, independence, social competence, and adaptive behavior [28]: based on [47] | Environmental context
Resources
Environmental stressors
Organizational structure
Organizational culture and climate
Assessment—skills
Assessment—knowledge
Assessment—performance
Person × environment interaction
Salient events and critical incidents
Time availability—patient care
Time availability—learning
Technical support
Technical infrastructure
Facilities
Implementation climate
Tension for change
Access to information and knowledge about the intervention |
| Social influences | Those interpersonal processes that can cause individuals to change their thoughts, feelings, or behaviors [28]: based on [47]
The degree to which an individual perceives that others important to him or her believe he or she should use the new system [34] | Social influences
Alienation
Group conformity
Group identity
Group norms
Leadership
Intergroup conflict
Modelling
Power
Social comparisons
Social norms
Social pressure
Social support |
<table>
<thead>
<tr>
<th>Domaina</th>
<th>Domain definition</th>
<th>Constructsb</th>
</tr>
</thead>
</table>
| Emotions | A complex reaction pattern, involving experiential, behavioral, and physiological elements, by which the individual attempts to deal with a personally significant matter or event [28]: based on [47] | Emotions  
Affect  
Positive affect  
Negative affect  
Anxiety  
Burnout  
Depression  
Apprehension  
Fear  
Stress  
Frustration  
Uncertainty  
Dissatisfaction |
| Behavioral regulation | Anything aimed at managing or changing objectively observed or measured actions [28]: based on [47] | Behavioral regulation  
Breaking habit  
Self-monitoring |
| Intervention characteristics | Intervention attributes that facilitate or hinder its implementation. The intervention includes not only the system but also all processes and resources needed to deploy it. | Intervention characteristics  
Intervention source  
Adaptability  
Trialability  
Interoperability  
Implementation complexity  
Costs—initial  
Costs—recurrent  
Voluntariness of use |
| Performance expectancy | The degree to which an individual believes that using the system will help him or her to attain gains in job performance [34] | Performance expectancy  
Benefits for the patient  
Improved communication with other health professionals  
Improved access to knowledge  
Consistency of care  
Error prevention  
Time-saving  
Habituation |
| Effort expectancy | The effort an individual believes is required to implement or use the system | Effort expectancy  
Quality of the user interface  
Compatibility with the clinical workflow  
Access at the point of care  
Familiarization |
| Demographic characteristics | The characteristics of people who form a particular group, with reference to distribution, composition, or structure: based on [46,49] | Demographic characteristics  
Age  
Gender  
Professional experience  
Training level and educational level  
Nationality |
The way we include references in this column seeks to help the reader trace back the origin of each definition. In cases where we use the same text from the source (ie, a textual citation), we only include the reference number. In cases where the source text was adapted, we precede the reference number with the phrase “based on.” In cases where the source is citing another source, we include a reference for the latter, preceded by the word “citing.” Finally, definitions without a reference were developed by the authors.

Construct definitions are included in Multimedia Appendix 1.

Discussion

Principal Findings

Our objective was to develop a framework, grounded in the literature about determinants of behavioral change and technology acceptance, that would be useful to researchers investigating the implementation of CDSSs as a strategy to foster the uptake of evidence-based recommendations.

Developing Strategy and Structure

The idea of BEAR originated in our search for a conceptual framework to guide our research in the use of CDSSs as a strategy to implement clinical practice guidelines. From the beginning, we realized that the effectiveness of such an approach would be mediated by aspects of behavioral change and technology acceptance. We found part of the guidance we were looking for in the TDF [28,30] and the UTAUT [34]. These frameworks provide constructs that address both aspects of the phenomenon, although at a higher level than the one we were seeking, particularly on the side of technology acceptance. For example, UTAUT includes the concept of facilitating conditions, defined as “the degree to which an individual believes that an organizational and technical infrastructure exists to support the use of the system” [34]. However, that definition is not enough to identify what specific facilitating conditions are missing, which we consider a necessary step for the development of interventions. This need for further detail is what led us to an iterative process by which we incorporated the findings of recent literature reviews about determinants of the acceptance of CDSSs.

To capture the variability in the phenomenon of implementing CDSSs, we sought to include constructs that are specific enough to facilitate the identification of what is different between one implementation experience and another. For example, we added constructs to represent four quality aspects for the system’s output: accuracy, completeness, specificity, and timeliness. However, recognizing that it is unlikely that we have identified every relevant concept, we also included general constructs, in this case output quality. Along the same lines, most domains include a construct that shares the domain’s label. In cases where a domain label corresponds to a group of concepts (eg, memory; attention, and decision processes), we do not include a general construct but only those representing each constituting concept.

The decision to include both specific and general constructs led us to make two more decisions about the framework’s structure: (1) to have only one grouping level (ie, domain and construct) and (2) to include each construct only once, inside the domain where, in our opinion, the construct fits better. With these decisions, we sought to control complexity while maintaining detail. The resulting domains sort the constructs thematically; that is, constructs included in a domain represent determinants that could influence the concept represented by the domain, instead of particularizations of that concept.

Use Cases

BEAR is not a parsimonious framework. We believe this is both a strength and a limitation. On the one hand, we expect that the level of detail facilitates the identification of actionable determinants; on the other hand, using the whole framework could be difficult, particularly in quantitative-oriented projects.
However, for most projects, using every construct in the framework is not necessary or even advisable.

Our recommendation is to use the framework at the domain level during the initial stages of research design, particularly when discussing scope. Later, in qualitative-oriented studies, BEAR could be utilized to develop data collection guides for interviews, focus groups, or observations. This could be done at the domain level, in the case of exploratory studies, or based on selected constructs. During analysis, BEAR could serve as an initial coding schema, either at the domain or construct levels, raising the researcher’s awareness of determinants and supporting the identification of categories.

In quantitative-oriented studies, besides informing decisions about scope and research questions, BEAR could support the search for theories and measurement tools. In both cases, we recommend reviewing the definitions and references provided in Multimedia Appendix 1.

In the next section, we present two examples of how we have used BEAR in our research.

**Use Example: A CDSS to Support Chronic Obstructive Pulmonary Disease Active Case-Finding**

We are currently using BEAR in a qualitative-oriented project whose objective is to identify barriers and facilitators to the use of a CDSS to support the implementation of a case-finding recommendation included in the Colombian chronic obstructive pulmonary disease (COPD) clinical practice guideline.

According to the recommendation, suspicion of airflow obstruction could be established by the identification of specific risk factors and symptoms. Once the suspicion is established, spirometry should be ordered to confirm the limitation in the airflow [51].

In the study, we explained the recommendation to primary-level physicians and asked them to use a CDSS, implemented as a mobile app, during their patient encounters. The CDSS asked a series of questions about the patient’s clinical history and current symptoms. Using this information, the system applied a decision algorithm to establish the suspicion of COPD, in which case it recommended that the participant order a spirometry test to discard or confirm the diagnosis.

After 2 months using the system, we interviewed the participants to explore their experiences applying the recommendation and using the system. The guide used in these interviews was developed using BEAR at the domain level. Table 3 presents selected questions included in the guide. Designing the interview around BEAR’s domains allowed us to explore both the behavioral change and the technology acceptance aspects of the intervention.

**Table 3. Example 1 questions.**

<table>
<thead>
<tr>
<th>Domain</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge</td>
<td>Before this project, did you know about this recommendation?</td>
</tr>
<tr>
<td></td>
<td>Given the information you had before, and what we have given you in the project, do you consider that you have all the information you need to carry out the screening?</td>
</tr>
<tr>
<td>Role and identity</td>
<td>Do you consider that screening for COPD* cases is part of the primary care physician’s responsibility or should it be assigned to someone else?</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>Was the app useful in the process of implementing the recommendation?</td>
</tr>
<tr>
<td>Agreement with the decision algorithm</td>
<td>How did you use it?</td>
</tr>
<tr>
<td></td>
<td>Can you think of anything that the ministry could change in the content of the recommendation to make it easier to meet the goal of detecting COPD cases early?</td>
</tr>
</tbody>
</table>

*COPD: chronic obstructive pulmonary disease.*

Data collected in the interviews were analyzed thematically using BEAR’s constructs as the initial coding schema. During the initial analysis, the transcript below—adapted from the original data in Spanish—was coded under the following constructs: patient–health professional relationship, diminished eye-contact, and patient’s preferences.

...nowadays, we hardly see the patient, we are always [gestures representing the use of a keyboard]. We are all the time writing in the health record...In fact, some patients get upset. They complain that I do not look them in the eye. I try to look at them while writing in the computer, but I don’t have the ability yet. [Participant]

Does this mean that they got upset when you used the application on your phone? [Interviewer]

No, because I tell them, “Look, I am going to use this app to help in the diagnosis,” and I show them my phone. [Participant]

Later in the analysis, the review of the content in these codes led to development of two categories: perceived loss of attention and negotiating the use of the device with the patient. The first category refers to the way the patient seems to interpret and resent that he has lost the physician’s attention when the latter is using the computer. The second category refers to the way physicians prevent complaints about themselves when using the phone during the encounter by telling the patients what they are using the phone for and sometimes including them in the process of using the system. The relationship between these categories allows us to recognize differential effects over the patient–health professional relationship of CDSSs implemented as mobile apps and as desktop applications.
Use Example: Clinician Responsiveness to the CDSS in Clinical Practice

Alert fatigue is a common problem for clinicians who use technology designed to improve patient safety. Evidence-based strategies to overcome alert fatigue are lacking, especially in the intensive care unit (ICU). There is an evidence gap, as discussed in a recent review and guidance document [52]. The goal of the project in this use example is to provide effective strategies for the management of alert fatigue in the ICU. The behavioral change of interest is increasing clinician responsiveness to CDSS alerts provided during patient care (eg, ordering medications). Formative research needs to be completed to understand the barriers and facilitators to clinicians’ responsiveness to alerts. To meet these goals, a mixed methods approach was applied using a survey and in-depth interviews conducted with critical care clinicians. Questions were developed based on BEAR at the domain level. A sample of selected questions is provided in Table 4.

Table 4. Example 2 questions.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Questions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Skills, ability, and competence</td>
<td>Do you feel competent to respond to the alerts you are receiving?</td>
</tr>
<tr>
<td>Beliefs about consequences</td>
<td>What do you think will happen if you do not respond to alerts?</td>
</tr>
<tr>
<td>Social influences</td>
<td>How responsive are your peers to alerts?</td>
</tr>
<tr>
<td>Emotions</td>
<td>How frequently does receiving an alert lead to an evoked emotional response?</td>
</tr>
<tr>
<td>Behavioral regulation</td>
<td>What would encourage you to be more responsive to alerts?</td>
</tr>
<tr>
<td>Performance expectancy</td>
<td>To what extent are the alerts useful?</td>
</tr>
<tr>
<td>Effort expectancy</td>
<td>How easy is it to respond to the alerts?</td>
</tr>
</tbody>
</table>

BEAR in Relation to Other Frameworks

Out of 122 constructs identified in the literature review, 52 (42.6%) mapped to the TDF (see Multimedia Appendix 2). This supports our initial assumption that, in the context of CDSSs, behavioral change and technology acceptance are interrelated. Since the TDF was selected as a source from the beginning, it is not a surprise that both its constructs and structure had a substantial influence on the resulting framework. However, the TDF’s constructs emerged from the mapping process with some modifications. In some cases, these changes corresponded to the integration of constructs (eg, the TDF’s skills, ability, and competence, whose definitions in the American Psychological Association Dictionary of Psychology [48] are similar). In other cases, we changed the construct definition to facilitate its interpretation in the context of clinical practice change. For instance, the TDF’s definition for modelling—“In developmental psychology the process in which one or more individuals or other entities serve as examples (models) that a child will copy” [28]—was changed to “The process in which one or more individuals or other entities serve as examples (models) for a person to copy.” We believe these alterations do not substantially change the meaning of the affected TDF constructs, but rather improve their applicability.

The CFIR [29] and HOT-fit framework [41] were also part of the mapping process. However, several of their constructs were not included in the resulting framework due to differences in the scope. Whereas BEAR deals with behavioral change and technology acceptance from the individual’s perspective, the CFIR considers the implementation as a whole, integrating other perspectives (ie, those related to the organization, the government and health system, and the implementation project [29]). In some cases, those perspectives intersected. For example, the CFIR’s inner setting—implementation climate construct represents an organizational characteristic that influences the individual’s behavior. However, in other cases (eg, the CFIR’s process—reflecting and evaluating construct), we did not identify a direct influence over the individual. The same happened with the HOT-fit framework’s organization domain [41]. We recognize that the level of influence of a particular construct over the individual’s behavior could be a matter of debate—indeed, we had several discussions about it during the mapping process—thus, we used our better judgment. For information about the mapping of specific constructs, we refer the reader to Multimedia Appendix 2.

This is certainly not the first attempt to apply technology acceptance models in health care [31,53]. The majority of these attempts have tried to adapt the Technology Acceptance Model (TAM) [33], one of UTAUT’s eight contributing frameworks [34]. BEAR has similarities and differences with these works. On the one hand, BEAR attempts to cover a wide range of possible determinants, but it does not make statements about the magnitude of their influence on each other or the individual’s behavior. In other words, BEAR does not attempt to state a theory about technology acceptance. Instead, BEAR is meant as an exploratory tool that allows for the identification of determinants that could be articulated into hypotheses and potentially form the basis of interventions. We hope that the study of those hypotheses in different health care contexts results in a future theory that is able to explain and predict practice change in the context of CDSSs.

On the other hand, literature reviews have found that the TAM has low explanatory power in health care environments [31,53]. The authors of these studies attribute this lack of fit to professional differences between health professionals and other workers [53] and to the fact that the TAM does not completely incorporate the emotional and cultural aspects of health care decision making [31]. Our interpretation of these findings is that behavioral change determinants operate differently in health care in comparison to other work environments. If that is correct,
it could be expected that bridging the gap between behavioral change and technology acceptance brings forward the missing pieces in the puzzle.

Finally, our objective of this study was to develop a conceptual framework, not a theory. A theory serves as an explanation of a phenomenon that in many cases allows for the prediction of outcomes. However, our objective was not to predict an outcome or the relative weight of each determinant in the explanation of an outcome, but to synthesize and organize all potential determinants reported in the reviewed literature. That is why we do not state any conclusion about the relationship between specific constructs, besides grouping them into domains to facilitate organization and presentation, nor their relative contribution to the success in the implementation of CDSSs. In this sense, BEAR is akin to other determinant frameworks [54], such as the TDF [28,30] or the CFIR [29], rather than a theory, such as the UTAUT [34].
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Abstract

Background: Fungal ocular involvement can develop in patients with fungal bloodstream infections and can be vision-threatening. Ocular involvement has become less common in the current era of improved antifungal therapies. Retrospectively determining the prevalence of fungal ocular involvement is important for informing clinical guidelines, such as the need for routine ophthalmologic consultations. However, manual retrospective record review to detect cases is time-consuming.

Objective: This study aimed to determine the prevalence of fungal ocular involvement in a critical care database using both structured and unstructured electronic health record (EHR) data.

Methods: We queried microbiology data from 46,467 critical care patients over 12 years (2000-2012) from the Medical Information Mart for Intensive Care III (MIMIC-III) to identify 265 patients with culture-proven fungemia. For each fungemic patient, demographic data, fungal species present in blood culture, and risk factors for fungemia (eg, presence of indwelling catheters, recent major surgery, diabetes, immunosuppressed status) were ascertained. All structured diagnosis codes and free-text narrative notes associated with each patient’s hospitalization were also extracted. Screening for fungal endophthalmitis was performed using two approaches: (1) by querying a wide array of eye- and vision-related diagnosis codes, and (2) by utilizing a custom regular expression pipeline to identify and collate relevant text matches pertaining to fungal ocular involvement. Both approaches were validated using manual record review. The main outcome measure was the documentation of any fungal ocular involvement.

Results: In total, 265 patients had culture-proven fungemia, with Candida albicans (n=114, 43%) and Candida glabrata (n=74, 28%) being the most common fungal species in blood culture. The in-hospital mortality rate was 121 (46%). In total, 7 patients were identified as having eye- or vision-related diagnosis codes, none of whom had fungal endophthalmitis based on record review. There were 26,830 free-text narrative notes associated with these 265 patients. A regular expression pipeline based on relevant terms yielded possible matches in 683 notes from 108 patients. Subsequent manual record review again demonstrated that no patients had fungal ocular involvement. Therefore, the prevalence of fungal ocular involvement in this cohort was 0%.

Conclusions: MIMIC-III contained no cases of ocular involvement among fungemic patients, consistent with prior studies reporting low rates of ocular involvement in fungemia. This study demonstrates an application of natural language processing to expedite the review of narrative notes. This approach is highly relevant for ophthalmology, where diagnoses are often based on physical examination findings that are documented within clinical notes.

(J Med Internet Res 2020;22(8):e18855) doi:10.2196/18855
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Introduction
Fungal ocular infection can be highly morbid and vision-threatening. In contrast to bacterial infections, which tend to result from exogenous causes, fungal eye infections more frequently arise endogenously from fungal bloodstream infections [1]. Consequently, they are often diagnosed in inpatient settings, particularly among critical care patients. Although rates of ocular involvement among fungemic patients were reported in early studies to range from 10% to 45% [2-5], most studies in the last two decades have reported rates less than 5% in both adults and children [6-10], a trend attributed to improved systemic antifungal therapies. Although Ghodrasa et al found a slightly higher rate of ocular involvement of 9.2% (22/238) over 5 years, ophthalmic consultation changed management in only 3.8% (9/238) of cases [11]. In short, these studies have shown that a very low percentage of patients with fungemia who are referred for ophthalmological consultation demonstrate ocular involvement.

Prior studies have ascertained positive cases based on manual review of ophthalmic consultation notes, a labor-intensive process, as multiple years of records need to be reviewed given that fungal endophthalmitis is now a relatively rare entity. However, the widespread adoption of electronic health records (EHRs) offers opportunities to facilitate efficient case detection. The most common approach is to utilize structured EHR data in the form of billing or diagnosis codes or other discrete data fields (eg, physiologic measurements, laboratory values, microbiology data). However, structured data comprise a small proportion of the overall data found in EHRs—prior analyses have found that more than 80% of EHR data are unstructured [12]. Natural language processing (NLP) methods have the potential to leverage these unstructured data and are increasingly employed for biomedical applications [13-16]. One impactful application of NLP is information extraction from free-text clinical notes [17-19], which is especially relevant for ophthalmology, where many diagnoses are based on physical examination findings described in free-text notes rather than structured data such as laboratory values. NLP has been applied to extract data on visual acuity [20] and intracameral antibiotic injections and posterior capsular rupture [21]. It has also been used to extract surgical laterality and intraocular lens implant power and model information [22], glaucoma-related characteristics [23], measurements of epithelial defects and stromal infiltrates in microbial keratitis [24], as well as identification of herpes zoster ophthalmicus [25] and pseudoexfoliation [26].

In this study, we evaluated the prevalence of fungal ocular involvement in the Medical Information Mart for Intensive Care III (MIMIC-III), a database of patients admitted to critical care units at the Beth Israel Deaconess Medical Center, a tertiary care hospital in Boston, Massachusetts [27]. It includes deidentified data from over 46,000 critical care patients (adults and neonates) from 2001-2012. In addition to structured data elements such as admission information, demographics, laboratory values, diagnosis codes, intervention/procedure codes, microbiology data, medications, and physiologic measurements, MIMIC-III also includes deidentified free-text clinical notes such as provider admission and progress notes, discharge summaries, consultation notes, and free text reports of electrocardiogram and imaging studies [27]. All authors underwent appropriate Health Insurance Portability and Accountability Act (HIPAA) and Collaborative Institutional Training Initiative (CITI) research ethics training and completed the required data use agreements before accessing any data from MIMIC-III. The University of California San Diego Institutional Review Board (IRB) ruled that approval was not required for this study, as it qualified as non-human subjects research. Consent was not obtained, given that participants were not identifiable. The research adhered to the tenets of the Declaration of Helsinki and conformed with all country, federal, and state laws.

The population of interest consisted of all patients with fungal bloodstream infections, as these individuals would typically be referred for ophthalmological evaluation according to current guidelines from the Infectious Disease Society of America and standard practice patterns [28]. We identified these patients via a structured query language (SQL) query of the “MICROBIOLOGY EVENTS” table in MIMIC-III, selecting for all patients with documented positive blood cultures containing fungal organisms. All fungal species were included. This query yielded 265 patients.

Case Detection via Processing of Structured Data
We defined the outcome of interest as the development of fungal ocular involvement during the documented hospitalization involving culture-positive fungemia. First, we screened for fungal ocular involvement using structured data consisting of International Classification of Disease version 9 (ICD-9) diagnosis codes. As the data in MIMIC-III spanned 2001-2012, there were no ICD-10 codes, which were not available until 2015. We obtained ICD-9 codes by querying the “DIAGNOSES_ICD” table in MIMIC-III, which entails hospital-assigned diagnoses for each patient during each hospitalization and joining the codes with the “D_ICD_DIAGNOSES” table, which is a dictionary of ICD-9
codes and descriptions. To account for known limitations of billing and diagnosis codes such as incomplete coding by clinicians and insufficient granularity of codes [29], we included a broad range of diagnosis codes related to endophthalmitis, retinal disorders, chorioretinal inflammations, vitreous disorders, visual disturbances, and blindness and low vision (see Multimedia Appendix 1 for specific ICD-9 codes). Records for patients with relevant diagnosis codes were then reviewed to determine whether there was any documentation of fungal ocular involvement.

Case Detection via Natural Language Processing of Unstructured Data

We also screened for cases of fungal ocular involvement by analyzing unstructured data consisting of free-text notes available in the MIMIC-III database. Given the large volume of clinical notes for the study population (26,830 total notes for 265 patients), we used NLP methods to facilitate note review and identification of cases. We used a regular expression pipeline based on string matching to extract relevant text strings from notes surrounding the term(s) specified in the regular expression. Regular expressions are strings written in a standardized computational grammar that can be used to identify patterns in free text; they offer an effective strategy for many NLP problems involving pattern matching [30]. Regular expressions have been used in several biomedical contexts to extract information such as conditions and medications from free text [31-34]. Here, we used a variety of terms embedded in regular expressions, ranging from specific single phrases (eg, “fungal endophthalmitis”) to multiterm expressions (eg, “ophth|oph|eye|ocular|retina|fundus|dilat|endophthalmitis|chorioretinitis|vitritis”). We used a string-matching approach for its simplicity and straightforward implementation. Common misspellings, such as “opht-” instead of “ophth-,” were accounted for in the search. In a strategy similar to the one used for the diagnosis code queries, a broad array of terms were included in the regular expressions in order to err on the side of sensitivity, improving the likelihood of case detection, particularly because fungal ocular involvement is a rare condition. We did not include “Candida” in the regular expressions because this term had been removed from the MIMIC-III database as part of de-identification protocols since “Candida” can be a female first name. Therefore, any mentions of "Candida endophthalmitis" would be obscured as "[**Female First Name (un)***] endophthalmitis.” However, because terms such as “endophthalmitis,” “vitritis,” “chorioretinitis,” “ocular involvement,” and other terms related to the eye and fungal infections were included, our strategy was designed to maximize the likelihood of identifying those cases without explicitly including “Candida” in the regular expressions.

We recorded the number of text strings resulting from each pattern-matching script as well as the run time for each script to produce an output. Text strings and subsequently, full clinical notes were manually reviewed to determine whether fungal ocular involvement was documented. The Python package re was used as the regular expression interpreter [35]. Open-source coding details are available on GitHub [36].

Manual Record Review

A full manual record review was performed for all 265 fungemic patients in this cohort by a practicing ophthalmologist (SB). This involved review of all structured (eg, diagnosis codes, microbiology values) and unstructured (eg, notes) data for each patient to identify any mention of fungal ocular involvement. The rationale for this was to establish a “gold standard” using a traditional approach and to ascertain whether there were any additional cases of fungal ocular involvement that may have not been identified by querying diagnosis codes or regular expression-based searches.

Other Patient Characteristics

In addition to the outcome of fungal ocular involvement for each patient, we also recorded demographic data, fungal species present in blood culture, and known risk factors for fungemia such as the presence of indwelling catheters, recent major surgery, diabetes, immunosuppression (either from underlying conditions or induced medically by immune-suppressing medications such as chemotherapy), history of intravenous drug use, and hyperalimentation. We obtained data regarding these various factors via SQL queries of the relevant tables in MIMIC-III based on current procedural terminology (CPT) events and ICD-9 codes for diagnoses and procedures. Definitions for risk factors that we used in the queries are detailed in Multimedia Appendix 2. Data were processed and analyzed using R [37].

Results

Figure 1 depicts an overview of the study methodology and results. In total, 265 patients in the MIMIC-III database had positive blood cultures containing fungal species. The mean (SD) age was 62.3 (16.8) years. A majority (199/265, 75%) self-identified as white, and there were slightly more males (154/265, 58%) than females (Table 1). The mean (SD) length of stay was 24.6 (27) days. The in-hospital mortality rate for these fungemic patients was high, with 121 (41%) who died during hospitalization, reflecting the severity of illness. The most common fungal species found on blood cultures were Candida albicans (114, 43%), Candida glabrata (74, 28%), Candida parapsilosis (32, 12%), and Candida tropicalis (21, 8%).

Over one-half of fungemic patients had recent major surgery (n=148, 55.8%), over one-third had indwelling central catheters (n=96, 36.2%), and over one-quarter carried a diagnosis of diabetes (n=69, 26.0%; Table 1). Other known risk factors for fungemia, such as cancer, immunosuppressed status from chemotherapy or steroids, intravenous drug use, and hyperalimentation, were relatively uncommon (all <10%) in this cohort.
Figure 1. Screening for fungal ocular involvement using approaches leveraging structured and unstructured data within the Medical Information Mart for Intensive Care III (MIMIC-III). SQL: Structured Query Language; ICD: International Classification of Disease.

Table 1. Characteristics of patients with fungemia in MIMIC-III (N=265).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Value, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>111 (41.9)</td>
</tr>
<tr>
<td>Male</td>
<td>154 (58.1)</td>
</tr>
<tr>
<td><strong>Ethnicity</strong></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>199 (75.1)</td>
</tr>
<tr>
<td>Asian</td>
<td>6 (2.3)</td>
</tr>
<tr>
<td>Black/African American</td>
<td>22 (8.3)</td>
</tr>
<tr>
<td>Hispanic or Latino</td>
<td>5 (1.9)</td>
</tr>
<tr>
<td>Other</td>
<td>3 (1.1)</td>
</tr>
<tr>
<td>Patient declined or unknown</td>
<td>30 (11.3)</td>
</tr>
<tr>
<td><strong>Risk factors for fungemia</strong></td>
<td></td>
</tr>
<tr>
<td>Indwelling central catheter</td>
<td>96 (36.2)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>69 (26.0)</td>
</tr>
<tr>
<td>Cancer</td>
<td>19 (7.2)</td>
</tr>
<tr>
<td>Chemotherapy</td>
<td>4 (1.5)</td>
</tr>
<tr>
<td>Steroids</td>
<td>7 (2.6)</td>
</tr>
<tr>
<td>Intravenous drug use</td>
<td>11 (4.2)</td>
</tr>
<tr>
<td>Bone marrow transplant</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Hyperalimentation</td>
<td>2 (0.8)</td>
</tr>
<tr>
<td>Surgery</td>
<td>148 (55.8)</td>
</tr>
</tbody>
</table>
Screening for Fungal Ocular Involvement Using Structured Data

A query of the MIMIC-III diagnosis tables among this cohort of fungemic patients using a broad range of eye- and vision-related ICD-9 codes (Multimedia Appendix 1) yielded 7 unique patients. For these patients, there were 1079 total associated clinical notes in the database. Examination of these records revealed that none had fungal ocular involvement. For example, one patient had been coded as having unilateral vision loss, but based on a review of her records, this was attributed to ischemic optic neuritis, not a fungal infection. Another patient endorsed blurry vision and poor visual acuity following a transfer out of the intensive care unit, prompting dilated fundus examination—there were diabetic proliferative changes noted but no evidence of fungal ocular involvement. Other reasons for ICD-9 codes related to vision changes among the fungemic patients in the cohort included occipital lobe stroke and posterior subcapsular cataracts. Out of all fungemic patients with ICD-9 codes related to vision changes, none were found to have fungal ocular involvement as the cause of their visual symptoms.

Screening for Fungal Ocular Involvement Using Unstructured Data

To leverage the free-text narrative notes in this database, we used a range of regular expressions to identify potential cases of fungal ocular involvement. These regular expressions formed the main component of pattern-matching scripts that returned the matches and surrounding text. First, we used algorithms centered on single phrases, such as “fungal endophthalmitis,” “fungal endophthalmitis” (accounting for common misspelling), and “fungal ocular involvement.” “Fungal endophthalmitis” yielded 3 notes, “fungal endophthalmitis” yielded one note, and “fungal ocular involvement” yielded no notes.

Next, we used a broader range of terms related not only to potential findings from fungal ocular involvement (eg, endophthalmitis, chorioretinitis, vitritis) but also to general eye examinations (eg, dilation, fundus, eye). This approach yielded 4000 notes from 255 patients. However, many mentions of “eye” and “dilat” had no relationship to fungal ocular involvement as these were very general terms. To improve specificity, we removed “eye” and “dilat” from the regular expression, resulting in 683 notes from 180 patients. Examples of the output from the regular expressions are depicted in Figure 2. Our strategy included not only the identification of relevant strings but also the concatenation of all relevant text strings together for each patient to facilitate a subsequent review. Based on a manual review of the relevant text strings identified by the algorithm in these notes, followed by a manual review of the full-length notes, we still did not identify a single case of fungal endophthalmitis or any variation of fungal ocular involvement.

Manual Record Review

A full manual record review was conducted for all 265 patients, encompassing a full-text review of all 26,830 notes as well as all structured data. There was no evidence of fungal ocular involvement for any patient in the cohort, even after manual record review.
Discussion

A major finding from this study was there was not a single case of fungal ocular involvement identified among culture-proven fungemic patients in the MIMIC-III database, which encompasses >50,000 hospital admissions for >46,000 patients between 2000 and 2012. This result is consistent with several other studies where rates of fungal ocular involvement were very low, generally <5% in studies conducted over the last two decades [6-10]. Most of those studies examined periods of 5 years or less, whereas here we did not detect a single case over 12 years. These patients demonstrated several risk factors associated with fungemia, as one-half had recent major surgery.
of application in a PubMed search. Therefore, this approach represents a novel efficient "search" of a large volume and variety of critical care notes to identify the most relevant notes related to this diagnosis. Improving search functionalities will be crucial as EHRs generate an increasing volume of unstructured data requiring analysis.

Several important points arise when considering the issues of sensitivity and specificity of the structured versus unstructured approaches. Because we knew fungal ocular involvement to be a relatively rare condition based on prior studies, we erred on the side of sensitivity and cast a wide net in terms of included diagnosis codes as well as regular expressions. For this reason, we also did not include negation terms in the regular expressions in order to avoid inadvertently excluding any records with pertinent eye findings. At first glance, the structured diagnosis code query may seem to have been “better” than the unstructured NLP approach since it identified fewer patients and therefore appeared more specific and more efficient. However, in several prior studies, using diagnosis codes alone yielded fewer positive cases, resulting in under-detection and decreased sensitivity [25,26]. In this study, we could not assess the relative sensitivity and specificity of each approach, given that there were zero cases of fungal ocular involvement. However, because we manually reviewed the remaining notes that were not returned by the search, we were confident that these search terms did not “miss” any positive cases. Future studies of cohorts that include positive cases would benefit from comparing these metrics across different approaches that leverage structured data, unstructured data, or both. In addition, refining search strategies to include more nuanced approaches such as negation terms would also be relevant in future work.

We considered the possibility that there may have been true cases of fungal ocular involvement that were missed due to one or more of the following: (1) we did not include the appropriate diagnosis codes in our query, (2) we did not include the appropriate terms in our regular expressions, or (3) rare conditions may have been removed from the database as part of de-identification protocols. To address the first two possibilities, we performed a full manual record review of all data (structured and unstructured) for these 265 fungemic patients. There were still no cases of fungal ocular involvement. This study had some limitations. First, some of these patients may have developed fungal ocular involvement in the regular wards or the outpatient setting after being downgraded or discharged from critical care units, and this would not have been reflected in the inpatient critical care records analyzed. In addition, this database was based on a single academic medical center, so it is not clear whether these findings would generalize to other settings. However, fungemic patients tend to have significant co-morbidities and are, therefore, often treated at the tertiary care level. Despite being limited to a single center,
the 12-year longitudinal period of study encompassed in the database allowed for a large number of patients to be analyzed. There may have been patients with highly suspected fungemia and eye findings presumed to be fungal endophthalmitis. However, we did not include them in this analysis due to the difficulty of precisely defining “highly suspected fungemia” using either diagnosis codes or text. By restricting the analysis to patients with culture-proven fungemia, we increased certainty around the denominator in the prevalence calculation. Finally, only five patients had ICU providers who had copied and pasted ophthalmic exam findings verbatim into their notes. For the remaining patients, ICU notes contained summaries stating the ophthalmology consultation did not show any evidence of ocular involvement, but not a direct recapitulation of ophthalmic exam findings. Some patients may have had positive eye exam findings that were not captured in ICU provider notes, which is a limitation of using this particular data source. However, in clinical practice, typically, the detection of fungal ocular involvement is a rare and notable event such that the likelihood of an ICU provider not documenting a positive case would be low.

In summary, we demonstrated an application of NLP-based methods to a large-scale clinical database to gain insights about the prevalence of fungal ocular involvement. As clinical research increasingly includes unstructured narrative notes in addition to structured data, NLP will play a growing role in phenotyping. This approach will be critical for ophthalmological entities where details and descriptions are often embedded within notes rather than within structured data fields.
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Abstract

Background: A clinical algorithm (Algo) in paper form is used in Quebec, Canada, to allow health care workers other than occupational therapists (OTs) to make bathroom adaptation recommendations for older adults. An integrated knowledge transfer process around Algo suggested an electronic version of this decision support system (electronic decision support system [e-DSS]) to be used by older adults and their caregivers in search of information and solutions for their autonomy and safety in the bathroom.

Objective: This study aims to (1) create an e-DSS for the self-selection of bathroom-assistive technology by community-dwelling older adults and their caregivers and (2) assess usability with lay users and experts to improve the design accordingly.

Methods: On the basis of a user-centered design approach, the process started with content identification for the prototype through 7 semistructured interviews with key informants of various backgrounds (health care providers, assistive technology providers, and community services) and 4 focus groups (2 with older adults and 2 with caregivers). A thematic content transcript analysis was carried out and used during the creation of the prototype. The prototype was refined iteratively using think-aloud and observation methods with a clinical expert (n=1), researchers (n=3), OTs (n=3), older adults (n=3), and caregivers (n=3), who provided information on the usability of the e-DSS.

Results: Overall, 4 themes served as the criteria for the prototype of the electronic Algo (Hygiene 2.0 [H2.0]): focus (safety, confidentiality, well-being, and autonomy), engage, facilitate (simplify, clarify, and illustrate), and access. For example, users first pay attention to the images (engage and illustrate) that can be used to depict safe postures (safety), illustrate questions embedded in the decision support tool (clarify and illustrate), and demonstrate the context of the use of assistive technology (safety and clarify).

Conclusions: The user-centered design of H2.0 allowed the cocreation of an e-DSS in the form of a website, in line with the needs of community-dwelling older adults and their caregivers seeking bathroom-assistive technology that enables personal self-selection of the technology.
hygiene. Each iteration improved usability and brought more insight into the users’ realities, tailoring the e-DSS to the implementation context.

(J Med Internet Res 2020;22(8):e16175) doi:10.2196/16175
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Introduction

Background
Performing personal hygiene is an essential daily activity for health and dignity that commonly becomes difficult with aging. A survey of 28,406 noninstitutionalized Canadians (50-104 years old) revealed that the prevalence of disability increased with age, exponentially increasing when considering the oldest old [1]. At 90 years of age, 21% of Canadians reported requiring assistance to wash themselves [1]. In such cases, adapting the bathroom environment with assistive technologies, such as bath seats, grab bars, or nonslip mats, is a common recommendation to promote autonomy and safety [2,3].

To address this issue in Quebec, a mainly French-speaking province of Canada, the clinical algorithm Algo [4] has been proposed allowing occupational therapists (OTs) to collaborate with non-OTs: health care workers other than OTs, such as home health aides, social workers, and nurse assistants. In a situation deemed straightforward (ie, clients of standard morphology with predictable occupational performance in bath transfer in their standard shower stall or bathtub) [5], Algo supports decision making for home care clients who need recommendations on full-body hygiene, considering their preferences as well as their abilities and the actual physical environment in which they live [6].

Indeed, Algo is a clinical algorithm in paper form paired with a user guide that outlines the logical steps for non-OTs to select bathing equipment (Figure 1). It also identifies complex cases to be referred to an OT [6]. Older adults receive 1 of 9 possible recommendations [6], with or without assistive technology, specific to their bathing situation (ie, standing without a seat in the bathtub, sitting on a bath stool in the shower stall, or stop and refer to an OT). The content of the Algo was developed through an integrated knowledge approach [6,7], and psychometric studies [8-12] revealed, for example, that it guided non-OTs toward a bath seat that meets the needs of community-dwelling older adults in the majority of cases (mean 84%, SD 9%) [9]. The appropriateness rate of seats recommended by non-OTs did not statistically differ from that of 2 OTs [9].

In 2015, approximately half (48%) of the targeted end users knew about Algo, with half of these (24%) reporting that they had begun the implantation process in their clinical settings [13]. Since then, community OTs have ideated about converting the knowledge embedded in Algo into an electronic version to be used by their clients [14]. It appears to these OTs that Algo could be the foundation for an electronic decision support system (e-DSS) to help people make informed decisions about assistive technologies [15]. Usually, e-DSSs include first, a knowledge base; second, a program to combine that knowledge with user-specific information; and third, an interface used to collect data about the user and to provide the user with relevant information [16].
Objectives
This study aims to adapt Algo’s paper version to an e-DSS for older adults and caregivers experiencing difficulty when performing personal hygiene. Specifically, the objectives were to (1) create an e-DSS for the self-selection of bathroom-assistive technology by community-dwelling older adults and their caregivers, and (2) assess usability with lay users and experts to improve the design accordingly.

Methods
Design Process
A user-centered design method [17] was conducted, in which an ongoing iterative process facilitated dialogue between potential users and designers (Figure 2). The designers are the principal investigator (an OT) and a research professional (background in mechanical engineering and cognitive ergonomics). The term older adults refers to community-dwelling adults aged at least 65 years who have difficulty completing their personal hygiene routine and their caregivers refers to people concerned about or assisting a community-dwelling older adult with their personal hygiene. Although Algo is the name of the algorithm in paper form, Hygiene 2.0 (H₂₀) is the name given to the electronic version of the decision support system.
First Iteration

In addition to the knowledge gathered during our previous studies, 7 semistructured interviews were conducted with stakeholders, recruited by word-of-mouth, to participate in the research project for their professional experience by providing information on bathing assistive technology for the elderly or selecting and providing such technology. The interviews aimed at gaining deeper knowledge of the needs an e-DSS should address in their work context. In a private room in their work settings, participants were encouraged to express their point of view following open-ended questions from an interview guide developed by the research team and iteratively modified (Multimedia Appendix 1). Interviews were recorded and transcribed. Qualitative data analysis principles of thematic data condensation were first conducted by the interviewer using Microsoft Word and Excel software. A total of 2 members of the research team reviewed and clarified the theme definitions by analyzing the transcription extracts iteratively (individual coding and dyad work sessions). Memos were used to facilitate reflexivity and research team discussions.

The designers considered these themes while creating the first version of an electronic Algo as they represent user needs related to this e-DSS. A mock-up was designed on PowerPoint as a rough draft using 6 questions extracted from Algo and pictures taken by the designers to illustrate them (Figure 3). The mock-up allowed the collection of participants’ spontaneous comments and questions regarding specific features, facilitating the iterative design process.

A total of 4 focus groups were organized to give users the opportunity to express their experience regarding the choice of assistive technologies, their needs regarding health information, their use of computer technology, and their opinion on the PowerPoint mock-up (Multimedia Appendix 2). A moderator (the research professional), a content expert (the principal investigator), and a graduate student responsible for logistics were present in the room ensuring privacy.

Overall, 2 of those focus groups included older adults and were constituted with a systematic sampling procedure. Every fifth volunteer aged 65 years on a list from the Research Center on Aging was contacted. A research assistant reviewed with the volunteer, over the phone, the following inclusion criteria: having experienced difficulties with bathing per the definition of the Functional Autonomy Measurement System [18]. The exclusion criteria were cognitive impairment limiting expression or comprehension and inability to speak French.

Additionally, 2 focus groups were conducted with caregivers. Recruitment was performed in collaboration with 2 community resources (a domestic help service and a volunteer bureau), which helped identify caregivers for people having difficulty with bathing. The same exclusion criteria applied to older adults in the previous focus groups were applied to the caregivers.

All 4 focus groups were transcribed verbatim and analyzed with the methodology described above for the interviews, but using NVivo software (QSR International) to analyze the data. Modifications were made to the PowerPoint mock-up after each focus group. A grid relating the themes to specific solutions for the prototype was implemented to verify that each general theme emerging through the coding would be translated into practical solutions and that each modification to the prototype corresponded to the previously established themes (Multimedia Appendix 3). In addition to considering the user needs and context, tracking and correcting usability challenges were also considered within the iterative evolution of the prototype. Emerging knowledge was integrated in an ongoing process into the different versions of the prototypes.
Figure 3. Excerpt from the PowerPoint mock-up (translation: Can you spread your feet about 12 inches? Options: Yes, No).

Second Iteration
The analysis of the focus groups integrated with the results from the interviews revealed that an offline mobile app and a responsive website would be the preferred formats for users of the adapted Algo. To do so, the Algo algorithm was broken down and reorganized into a diagram, referred to as a mind map [19], considering previously gathered data regarding the users and the context of use. For example, the item order in the paper form of Algo was modified to make the e-DSS easy to understand and minimize the steps before obtaining an assistive technology recommendation.

An OT with 25 years of clinical experience in home care for older adults was hired to conduct a thorough review of the mind map. She was familiar with Algo in paper form and had trained OTs and non-OTs on using the same. The expert conducted a careful reading of the results of the qualitative analysis and the mind map prototype. She was asked to provide her professional opinions on equivalency, noting missing or superfluous information, as well as on literacy (target audience: 10-year-old reader). A total of five 2-hour unstructured interviews were conducted with her (for a total of 10 hours), encouraging the think-aloud process and modifying the mind map live with her throughout the meetings.

Third Iteration
The conception of a partial electronic prototype was initiated with the involvement of a programmer. The questions of the mind map relating to the recommendation “sitting on a bath stool in the shower stall” were programmed.

In parallel, to identify the best practices in web design for older adults, a literature review was conducted with the assistance of 2 librarians. The databases Education Resources Information Center (ERIC), AgeLine, Medical Literature Analysis and Retrieval System Online (MEDLINE), and Cumulated Index to Nursing and Allied Health Literature (CINAHL) were searched for publications before January 1, 2014, in French or English with such keywords as Internet*, health*, health education*, instructional design*, product design*, and older computer users*. Of the 47 references selected by the principal investigator for their relevance to the subject, the guidelines from Chaffin and Maddux [20], Czaja [21], Fisk et al [22], Nielsen [23], the National Institute on Aging (NIA) [24], and norms International Organization for Standardization (ISO) 9241-210 [25] and ISO 9241-11 [26] were applicable to this...
study. Relevant publications regarding literacy and usability published since then were also considered during the design: US Federal Plain Language Guidelines [27], a guide for communicating in the field of health from the Montreal Health and Social Services Agency [28], and a guide from the US Department of Health on the design of easy-to-use health websites [29].

The partial electronic prototype (Figure 4) was used for guerrilla testing, which consists of validating a design by conducting quick usability tests with passersby in a public space [30]. In our case, this was done during the poster sessions of 2 geriatric and rehabilitation scientific conferences in Sherbrooke and Montreal, Canada. Volunteers were recruited among attendees (interdisciplinary Masters or PhD students, rehabilitation researchers, research professionals, health care professionals, and decision makers). Although these settings did not include older adults, they did include other stakeholders and offered a good opportunity to rapidly get feedback on the preliminary design. Specifically, these tests aimed at verifying the font and size of the text, the page layout, the understanding of questions and associated images, and the swift functioning of the navigation. After giving them minimal contextual setting, the programmer and a designer, respectively, observed and took note of the volunteers’ comments and behavior while they tested the prototype presented on a tablet. As the partial prototype was pared down and the testing method was quick (approximately 5 min), the comments were brief. The programmer and designer discussed these comments and notes were taken. Aspects with the greatest impact on usability (eg, loading of the web pages was slow, hyperlinks were not understood as well as buttons) were considered to make corresponding changes. When the comments were contradictory between volunteers and no trend could be identified, they were kept to be verified during the following tests.

Figure 4. Excerpt from the partial prototype (translation: Can your family member or loved one stand with his or her feet about 12 inches [30 cm] apart? Options: Yes, No, I Don’t Know).

Votre proche peut écarter les pieds d’environ 12 pouces (30 cm) ?

Fourth Iteration
A full prototype was programmed, with the process being performed backward, meaning each of Algo’s 9 potential recommendations was programmed and added to the prototype one at a time. After every addition, the designers reviewed the prototype independently, navigating systematically and randomly, to identify potential errors and suggest improvements. They compared the equivalence between questions within the original paper form of Algo and the prototype. Every discrepancy was noted and discussed among the research team to verify the rationale for changes within the results.

This procedure was repeated with a clinical OT; the expert hired for the second iteration was recruited. She had to independently compare the algorithm structure of the paper form and the electronic form and question discrepancies while thinking aloud. The interview lasted 134 min. Designers gathered observations in person, verifying that they had a rationale within the study results, iteratively modifying the grid relating the themes to specific solutions for the prototype. Incoherencies were discussed among designers and the prototype was modified accordingly to have it ready for usability testing with potential users. As these users advised during previous iterations, a professional photographer was hired, and 3 older adults were recruited by word-of-mouth to appear in pictures depicting the questions in the prototype.

Fifth Iteration
The prototype was first tested with 3 researchers, recruited by word-of-mouth, having previously worked as clinical OTs. Although they were not the target users, they had clinical experience, and as researchers tend to be very thorough, these tests acted as a comprehensive review of the prototype. Moreover, 2 categories of users and 1 category of stakeholders were then tested: older adults, caregivers, and OTs. A sample of 3 participants from each category was formed as it is the most resource-efficient way to conduct testing [31]. Recruitment of
the older adults and caregivers followed the same procedure described for the focus groups. Tests were conducted at each participant’s home. Overall, 3 OTs were recruited by word-of-mouth and tested in their work settings.

Every participant was invited to explore the prototype as if they were using it alone on a personal device of their choosing while enunciating their thoughts out loud [32]. The interviewer would ask the reason for a certain reaction or facial expression. Thorough note taking and recording of interviews allowed us to compile and analyze comments, from which the designers and programmer evaluated the modifications deemed essential before further testing. The decision to modify the prototype following a comment was made by considering its relation to the themes drawn from the previous research on user needs; its influence on the user’s comprehension; the resources available; and the different, possibly contradicting, comments. All modifications applied to the prototype would always help the user’s comprehension to maintain the adequacy of the consequent recommendations. The comments with the highest impact on usability were prioritized to make corresponding changes (Figure 5). Modifications were made to the prototype following each group of the 3 tests described earlier.

Figure 5. Excerpt from the French version of the full prototype (translation: I can stand with my feet shoulder-width apart; if not sure, answer No; Options: Yes, No).

Je peux écarter mes pieds à la largeur de mes épaules

En cas de doute, répondez NON

Oui Non

Translation and Graphic Identity

French was the working language throughout the study. Therefore, the prototype was developed and tested in French. However, English being the language used by most Canadians, and a language for scientific communications, an English translation (Figure 6) was performed by the designers and reviewed by a certified translator. The designers and the programmer collaborated with a graphic designer to create a graphic identity for H₂O.
Ethical Considerations

This research project was approved by the ethics committee of the CIUSSS de l’Estrie-CHUS. Sociodemographic data were not gathered during the second, third, and fourth iterations. Indeed, the second and fourth iterations involved an expert who helped design and review the structure of the e-DSS and not interface use. The guerrilla testing on the third iteration values quick and numerous comments on a few key interface aspects, and therefore should not involve sociodemographic data gathering. Confidentiality during navigation on H₂0 was ensured by not asking for identity-related information (eg, no profile creation before use) and the computer’s internet protocol address was not collected. The website is hosted locally on the research center server.

Results

Participant Characteristics

A total of 47 different participants were recruited during the 5 iterations. For iterations 1 and 5, 24 (75%) of the participants were women. Tables 1 and 2 present the sociodemographic characteristics. Interviews lasted on average 48 min (range 30-82 mins), focus groups lasted on average 105 min (range 98-116 mins), and testing lasted on average 53 min (range 30-93 mins). Table 3 presents the different devices and browsers used by the participants during the fifth iteration. Researchers and OTs preferred using their smartphones or laptops, whereas older adults and caregivers were generally more comfortable using their desktop computer or iPad. Tests performed on a variety of brands and internet browsers allowed verification of website functioning.
### Table 1. Number and profile of the participants by iteration.

<table>
<thead>
<tr>
<th>Participant profile</th>
<th>Iterations, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>First</td>
<td>Second</td>
</tr>
<tr>
<td>Older adults</td>
<td>8 (17)</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Caregivers</td>
<td>5 (10.6)</td>
<td>N/A</td>
</tr>
<tr>
<td>Occupational therapists</td>
<td>3 (6.4)</td>
<td>1 (2.1)</td>
</tr>
<tr>
<td>Researchers</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Other stakeholders</td>
<td>4&lt;sup&gt;c&lt;/sup&gt; (8.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total</td>
<td>20 (42.5)</td>
<td>1 (2.1)</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

<sup>b</sup>The clinical expert was the same on the second and fourth iterations.

<sup>c</sup>Other stakeholders were members of health care interdisciplinary teams (n=1), members of community resources (n=2), and a bathing assistive technology provider (n=1).

<sup>d</sup>Passersby in rehabilitation or geriatric scientific conferences could include caregivers, clinical experts, researchers, and occupational therapists.

### Table 2. Sociodemographic characteristics of participants for the first and last iterations (n=32).

<table>
<thead>
<tr>
<th>Iteration and participants</th>
<th>Sample, n (%)</th>
<th>Age (years), mean (SD); (range)</th>
<th>Education (years), mean (SD); (range)</th>
<th>Use of internet (years), mean (SD); (range)</th>
<th>OT&lt;sup&gt;a&lt;/sup&gt; experience (years since graduation), mean (SD); (range)</th>
</tr>
</thead>
<tbody>
<tr>
<td>First iteration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Interviewees</td>
<td>7 (22)</td>
<td>41 (7.4); (30-51)</td>
<td>17 (1); (16-18)</td>
<td>___&lt;sup&gt;b&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;c&lt;/sup&gt;</td>
</tr>
<tr>
<td>Focus group members</td>
<td>13 (41)</td>
<td>69 (7.1); (52-84)</td>
<td>14 (3.2); (8-18)</td>
<td>14 (9.7); (0-30)</td>
<td>N/A</td>
</tr>
<tr>
<td>Fifth iteration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prototype reviewers</td>
<td>3 (9)</td>
<td>49 (4); (45-53)</td>
<td>22 (0); (22-22)</td>
<td>23 (2.5); (20-25)</td>
<td>26 (4.1); (21-29)</td>
</tr>
<tr>
<td>Testers</td>
<td>9 (28)</td>
<td>61 (13.8); (41-76)</td>
<td>16 (3.2); (12-22)</td>
<td>24 (6.9); (12-30)</td>
<td>22 (6); (18-29)&lt;sup&gt;d&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>OT: occupational therapist.

<sup>b</sup>Not available.

<sup>c</sup>N/A: not applicable.

<sup>d</sup>Values only for the 3 testers who were OTs.
Table 3. Devices and browsers used during individual testing (fifth iteration).

<table>
<thead>
<tr>
<th>Participants</th>
<th>Device used for testing</th>
<th>Brand</th>
<th>Internet browser used for testing</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Researchers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Smartphone</td>
<td>Samsung</td>
<td>Chrome</td>
</tr>
<tr>
<td>2</td>
<td>Smartphone</td>
<td>Samsung</td>
<td>Chrome</td>
</tr>
<tr>
<td>3</td>
<td>Smartphone</td>
<td>Samsung Galaxy</td>
<td>Safari</td>
</tr>
<tr>
<td><strong>Older adults</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Desktop</td>
<td>iMac Apple</td>
<td>Safari</td>
</tr>
<tr>
<td>2</td>
<td>Desktop</td>
<td>ASUS</td>
<td>Chrome</td>
</tr>
<tr>
<td>3</td>
<td>iPad</td>
<td>Apple</td>
<td>Chrome</td>
</tr>
<tr>
<td><strong>Caregivers</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Desktop</td>
<td>ASUS</td>
<td>Firefox</td>
</tr>
<tr>
<td>2</td>
<td>Laptop and smartphone</td>
<td>Macbook pro and Samsung Galaxy A5</td>
<td>Chrome</td>
</tr>
<tr>
<td>3</td>
<td>iPad</td>
<td>Apple</td>
<td>Chrome</td>
</tr>
<tr>
<td><strong>Occupational therapists</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Laptop</td>
<td>HP</td>
<td>Chrome</td>
</tr>
<tr>
<td>2</td>
<td>Smartphone</td>
<td>iPhone 6S</td>
<td>Safari</td>
</tr>
<tr>
<td>3</td>
<td>Smartphone</td>
<td>Samsung Note 3</td>
<td>Chrome</td>
</tr>
</tbody>
</table>

Identification and Integration of Stakeholders’ Perspective During Prototype Design

Overall, 4 emerging themes (and 7 subthemes) of an e-DSS for older adults having difficulty performing personal hygiene, and their caregivers, were identified from interviews, focus groups, and tests. These are focus (safety, confidentiality, autonomy, and well-being), engage, facilitate (simplify, clarify, and illustrate), and access. Multimedia Appendix 3 presents a summary of how these themes and subthemes were translated into features of the prototype to adapt Algo’s paper version into an e-DSS using the participants’ perspective. The following paragraphs describe the themes and subthemes, which are included in each title. The integration of these themes in the resulting website is also illustrated in a video [33].

Focus on Underlying Values

The e-DSS for persons having difficulty performing personal hygiene should focus on 4 purposes: safety, confidentiality, well-being, and autonomy.

Promote Safety During Navigation and After

The e-DSS should promote the physical safety of seniors with diminishing autonomy. Physical safety must be ensured not only during the use of the system but also during the implementation of its recommendations:

No, but it’s because you can see that there is no non-slip surface, you can see that there is no grab bar to hold on to. [...] For me, it is not safe. [Focus group–caregiver]

Q: You look at her position and you think: “Would I be able to take that position exactly?” A: Yes, that’s it. [Focus group–caregiver]

In addition, OTs indicated that having users enter both feet in the bathtub could be unsafe for some of them. The e-DSS would need to indicate only lifting the feet up to the bath rim to test one’s capacity.

Ensure Confidentiality of Personal Information

The e-DSS should ensure the confidentiality of personal information. As the domestic help service director of a community resource explained in an interview, “… maybe there could be some reluctance from clients to enter their information into the client file… be careful with sensitive information…”

Enhance People’s Well-Being

The e-DSS should enhance people’s well-being. Sensible questions (eg, is the person at the end of his or her life?) should be rephrased and asked only if needed, and at the end of the navigation. Navigation and questions must also be straightforward to minimize the risk of confusion:

[…] caregivers who call us are in a higher age range […] so starting to explore each item when they already have some confusion about other things I think could be difficult for them. [Interview–advisor in a caregiver support organization]

Promote Functional Autonomy of Users

The e-DSS should promote the autonomy of users seeking information about bathing difficulties and how to mitigate them:

It becomes humiliating, I find [to not be able to wash ourselves]. We can’t get along on our own, we feel diminished, we don’t feel like ourselves. It’s as simple...
as that. It isn’t much, but that’s the way it is. [Focus group—older adult]

“I am finding it hard to wash myself” [opening question], that summarizes a little what we would need; give us tips […] because our mobility is reduced. I mean, my back hurts. It’s out of the question for me to wash my back or to wash below my knees. I can’t bend. […] Maybe I will never be able to do that again, but at least if they suggested some tips. [Focus group—older adult]

Engage Users Throughout Navigation

The e-DSS should engage users from the very beginning, opening the navigation with their worries. The main worry is hygiene, as an older adult said during a focus group, “Yes, I really found hygiene was the most difficult.” Focus groups and interviews highlighted that in addition to difficulties in performing hygiene, two other major concerns must be addressed as opening questions. First, fear of falling while performing hygiene is a common reason to initiate bathroom adaptations:

[…] it’s not rare for the child to say “my mother fell in the bathroom on the weekend, and now I want to make the bathroom safer, what options are available? [Interview–director in an assistive technology store]

Even today, getting in and out of the bathtub, I’m always afraid of falling. That has remained. So, you see, it’s been almost eight years. The fear has remained. [Focus group—older adult]

Second, acquiring knowledge about available assistive technologies would also be a hook for potential users:

Sometimes caregivers would tell me “I bought this”… and they would ask me “is what I bought adequate?” […] Often the aids […] would ask “what do you think would be the safest to use as equipment?” … “is there another piece of equipment that could be safer, more adapted to the person? [Interview–OT]

They give us tips like buying a sponge (the ones with the long handle) […], but to use it to reach our toes, that’s another story. [Focus group—older adult]

Facilitate Navigation

The e-DSS should make navigation as easy as possible. This implies simplifying, clarifying, and illustrating.

Simplify the Navigation Experience

First, navigation on the e-DSS should be simple and therefore short in time, requiring a minimal number of steps:

Because on Internet, that’s the danger. We go over things quickly. [Focus group—older adult]

You have to read a lot. I mean, nothing can be understood quickly in the image. You really must take your time to look at the […] different steps or different recommendations. You have to read. [Is it a lot of text for you?] Yes. [Focus group—older adult]

[Did you think it was possible to […] go back only one screen?] Oh no, the thought did not cross my mind. [Individual testing–caregiver]

Clarify Information Requested or Provided

Second, the information should be clear enough to facilitate the user’s general comprehension and ensure the accuracy of the answers given to the e-DSS’s questions. For example, users need to know what to answer if they are unsure of their capacities:

There is something about the closed question […] sometimes it’s as if they [elderly people] are uncomfortable, […] it creates some hesitation, raises some anxiety, it’s as if, well I don’t know if it’s yes, I don’t know if it’s no, well sometimes, so I don’t know what to answer. [Interview advisor in a caregiver support organization]

It would have been yes and no. If it had been in cycles, it would have been no when I just got out, and, a month later, yes. [Would you have answered yes or no according to now; the moment when you responded to the questionnaire, is that it?] Exactly. Today, yes, but a month ago, no. Oh no. [Would it be better to say: “Today, can you…”] It might be better to explain the moment when you have to spread your legs 12 inches. That might be better. [Focus group—older adult]

Consequently, to provide clarity to the user, the sentence “If not sure, answer No” was added above the Yes and No buttons. Another example of clarity is that the user must know exactly what to consider when answering the question:

Maybe have a note saying if it is for someone else, consider the other person’s capacities. [Individual testing–caregiver]

[…] I don’t understand the context […] if I was a lady who did not have the notion of transfer capacity, I would wonder “why should I do that”? […] I would tend to word this question “I am able to move from one chair to the other” […] [Individual testing–OT]

Clarity also means that the user must be aware of his progress while navigating. An OT said during individual testing, “Well, it took me some time before I realized it was the end.”

The e-DSS also ensures clarity by offering two navigation pathways, one for older adults and one for caregivers. The caregiver path gives the option of being accompanied and answering on behalf of someone else.

Maybe encouraging people to navigate with another person could be interesting also […] [Quebec College of OTs (OEQ) staff member]

Illustrate What Is Communicated

Specifically, the e-DSS should use images to promote understanding and simplification of the questions while still considering the user’s perceptions and preferences. Indeed, users rely on images to further understand the question and its context:
That image, for me, I find it very confusing, because I’m looking […] OK, a bath seat, I read the first sentence, “anti-slip mat”. But then I don’t see the relevance. […] I would move on to something else.

[Focus group–older adult]

Me, I am very visual, so I prefer with images. [Focus group–older adult]

It should be as explicit as possible regarding what a standard environment is or what the particular characteristics can bring in terms of difficulty in installing the equipment so that what is usually done through the healthcare professional’s judgement can be done by the client. [Interview executive advisor for OT services]

According to the picture, I would say that you have to use your hands [to get up]. [Individual testing–caregiver]

[What do you think of this picture compared to the drawing in the beginning?]. It’s [the picture] easier, we can really see what it is. [Individual testing–older adult]

**Ensure Ready Access to Users**

The e-DSS should be readily accessible to users. Potential users said that they would be happy to use an electronic tool that would be provided to them via a web link by their health professionals:

I think it would be wonderful. I mean, I leave the hospital […] and I don’t have to go meet anyone at all, I just go on my computer. Advice, everything I need is there. I put them into action or I don’t. I just have to type on my keyboard and I have it all. All my data is there. [Focus group–older adult]

After an operation, when we return home, they say: “There’s a computer program. We’ll send it to you. Check it out.” [Focus group–older adult]

Had I known that a computer program like that one existed [H₂ₐ0], I would have gone on Internet, yes, even if I’m not 100% computer-savvy. But I would have gone to check it out. [Focus group–older adult]

Yes, I give my e-mail and it comes to my place. Hello. [Focus group–older adult]

Furthermore, the use of an offline mobile app that can be downloaded at one time and used at another, when the internet is not available, is both practical and strategic. In fact, the internet is not always available to users for reasons related to cost or location (eg, cost of a data plan on a mobile device or availability of high-speed internet in rural areas). Users also have varying internet access depending on where they work and live:

I’m thinking of when I was working with a hospitalized clientele: it’s one computer for five professionals, and there is no computer having an access to internet. [Interview–OT]

A choice of either an offline mobile app or a responsive website, using any device, portable or fixed, could guarantee availability to most users. Through the focus groups, we gathered information that users prefer different devices for different activities (eg, consult bank account, play games, read an email). Through interviews, it appeared that users might also not be able to choose which device they use in their work context because of what is provided to them and what is restricted for confidentiality reasons:

Well, normally it’s not well looked upon [to use a personal cell phone with a patient] on a confidentiality level and all. [Interview–OT]

Well, if I had the choice, […] tablets are really an interesting technology because they are very easy to use. [Interview–OT]

Users highlighted the importance of finding a name for the app that would contribute to accessing it. After brainstorming by the research team, the electronic prototype was named Hygiene 2.0. This name is bilingual (French and English), short, and evocative of the purpose and the format.

**Hygiene 2.0 Full Electronic Prototype**

Although H₂₀ is an adaptation of Algo’s paper format decision support tool, some key differences exist between the 2. First, some questions are combined in the paper form (Figure 1), whereas the questions in the H₂₀ e-DSS are asked one at a time. This is meant to meet the facilitating criteria, a need expressed by older adults and caregivers. Even though it might add steps, it makes each question simpler and clearer for both pathways, the one designed for older adults facing hygiene challenges, and the one for their caregivers navigating with, or for them.

Second, although the whole algorithm is presented at once to a health care worker using Algo’s paper format, in the H₂₀ e-DSS, each question presented to the user will be determined by the response given to the previous question. This dynamic aspect of the electronic version makes the process different for each user.

Third, the items in Algo are structured in 4 sections. The first 2 sections are grouped according to 3 central concepts in occupational therapy: occupation, person, and environment (Figure 1). Indeed, components are addressed successively, starting with items related to the occupation, then the ones regarding the person, and finally, those related to his or her environment. This structure is no longer followed in H₂₀ (Figure 7). All aspects are still covered, but the order favored is in line with user needs; for example, minimizing the number of questions and presenting the more sensitive ones at the end. The theoretical occupational therapy background is not as obvious for a lay user in H₂₀ as it is in Algo.
Fourth, the paper format takes into account the user’s desire regarding the place where he or she wants to shower: Wants to shower in a bathtub (Algo) versus I shower in a standard bathtub (H₂,0) and Wants to shower in a shower stall (Algo) versus I shower in a standard shower stall (H₂,0). This was thoroughly discussed while comparing the algorithm structure of the paper form and the electronic form with an OT:

I find it’s at another level, not only preference. I can prefer washing myself in the bath but not be able to get into the bath […] so I don’t do it in the bath but I would like to do it in the bath. […] There is preference and then there is capacity, the fact that the shower or the bath becomes an architectural barrier. [Prototype review–OT]

It is possible for a health care professional using Algo’s paper format with a client to consider his or her preference while...
taking into consideration his or her capacities as well as the presence of a standard shower or bathtub in the dwelling (Figure 1). This becomes more challenging when answering a series of questions presented one at a time, without the user’s knowledge of the whole algorithm. To minimize the number of questions and maintain the yes or no answering pattern, the questions regarding the place where the user showers were modified in the e-DSS. This meets the user’s need for facilitating. Although it does not consider the user’s preference for showering in the shower stall or in the bathtub, it still evaluates the capacity and architectural barriers (standard shower stall or bathtub).

Fifth, to enhance facilitating while ensuring safety as desired by potential users, some details are not made explicit in the text but by combining text and picture, thereby minimizing the amount of text. For example, the question in the H2.0 e-DSS does not explicitly state that the client can use some form of support as it is done in the Algo user guide (Figure 6). However, the picture shows a woman using a support with her right hand.

Sixth, to further enhance facilitating while answering questions, some formulations were adapted. Instead of asking the user to spread his or her feet 12 inches apart as in Algo, the shoulder-width reference is used in H2.0 (Figure 8).

**Figure 8.** Spreading feet about 12 inches. (a) Paper format Algo and (b) website Hygiene 2.0.

---

### Discussion

#### Principal Findings

This study aims to adapt Algo’s paper form into an e-DSS to allow self-selection of bathroom adaptation by community-dwelling older adults. On the basis of a user-centered design method, e-DSS H2.0 was created by taking into consideration the perspective of older adults having difficulty performing personal hygiene in their home, caregivers, OTs, assistive technology providers, and community resources. To enhance usability, H2.0 focuses on 4 purposes (safety, confidentiality, well-being, and autonomy); engages users from the beginning by listing potential major concerns on the first page; and eases navigation as much as possible by simplifying, clarifying, and illustrating. For older adults having difficulty bathing (or their caregivers), navigating on such an e-DSS would enable them to, for straightforward cases, self-select common assistive technologies fitting their needs to promote autonomy and safety. The more complex cases identified will be redirected to occupational therapy services.

One might wonder about the choice of opting for a digital tool for people aged 65 years and older. Seniors, particularly those aged between 65 and 74 years, are increasingly using the internet as a source of information for their health. According to a CEFRIO (Centre facilitant la recherche et l’innovation dans les organisations) survey, 80% of people living in the province of Quebec, Canada, aged 65 years now have an internet connection at home, 60% use the internet every day, and 76% of internet users evaluate their personal internet use skills at an average or high level [34]. Digital technologies are, therefore, becoming major potential vectors to help older people take care of their health. However, it is important not to exclude those who do not use technologies; hence, the importance of caregivers being involved in the development of H2.0 and the e-DSS giving an option to answer on behalf of someone else. Community pharmacists that sell assistive technology for hygiene could also be users of H2.0 as well as other formal resources available in the community. This would allow people who are unfamiliar with the internet to receive guidance when using the website. Besides including the possibility of receiving help, the website is also easy to use for people with lower digital literacy. Nonetheless, as the older adults and caregivers who tested the website during the fifth iteration had been using the internet for many years, future usability tests should involve people with lower digital literacy.

According to the World Health Organization (WHO) guidelines, H2.0 has reached the mid-demonstration stage [35] for monitoring and evaluating digital health interventions throughout their development process from the prototype stage to full implementation of the technology. The WHO defines 6 stages of an intervention maturity life cycle (preprototype, © 2020, J Med Internet Res
This research was conducted in French as it is the primary language in Quebec, Canada; the English version of H₂.0 lacks transcultural adaptation [36], a process that could be conducted further on. Despite 2 bilingual content experts and a translator revising the last iteration, the prototype might still employ field-specific terms that need to be adapted to make them understandable to the general French- and English-speaking public while conveying the correct meaning.

Conclusions

On the basis of knowledge embedded in the clinical algorithm, Algo, H₂.0 [33] is an e-DSS conceived for individuals having difficulty performing personal hygiene or people concerned about assisting a community-dwelling older adult. H₂.0 focuses on safety, confidentiality, well-being, and autonomy to support the self-selection of common assistive technologies. Facilitating assistive technology provision for hygiene using H₂.0 implies simplifying, clarifying, and illustrating yes or no simple questions initially designed for non-OTs as well as developing an accessible format such as a responsive website and an offline mobile application. H₂.0 has reached the demonstration stage and could be integrated in a continuum of care to enhance the personal hygiene of community-dwelling older adults.
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Abstract

Background: The German Biobank Alliance (GBA) aims to establish a cross-site biobank network. For this endeavor, the so-called Sample Locator, a federated search tool for biospecimens and related data, has been developed, forming the heart of its information technology (IT) infrastructure.

Objective: To ensure the sustainable use of such a tool, we included researchers as participants in an end user–based usability evaluation.

Methods: To develop a prototype ready for evaluation, we needed input from GBA IT experts. Thus, we conducted a 2-day workshop with 8 GBA IT team members. The focus was on the respective steps of a user-centered design process. With the acquired knowledge, the participants designed low-fidelity mock-ups. The main ideas of these mock-ups were discussed, extracted, and summarized into a comprehensive prototype using Microsoft PowerPoint. Furthermore, we created a questionnaire concerning the usability of the prototype, including the System Usability Scale (SUS), questions on negative and positive aspects, and typical tasks to be fulfilled with the tool. Subsequently, the prototype was pretested on the basis of this questionnaire with researchers who have a biobank background. Based on this preliminary work, the usability analysis was ultimately carried out with researchers and the results were evaluated.

Results: Altogether, 27 researchers familiar with sample requests evaluated the prototype. The analysis of the feedback certified a good usability, given that the Sample Locator prototype was seen as intuitive and user-friendly by 74% (20/27) of the participants. The total SUS score by the 25 persons that completed the questionnaire was 80.4, indicating good system usability. Still, the evaluation provided useful advice on optimization potential (eg, offering a help function).

Conclusions: The findings of this usability analysis indicate that the considerations regarding a user-friendly application that have been made in the development process so far strongly coincide with the perception of the study participants. Nevertheless, it was important to engage prospective end users to ensure that the previous development is going in the desired direction and that the Sample Locator will be used in the future. The user comments and suggestions for improvement will be considered in upcoming iterations for refinement.

(J Med Internet Res 2020;22(8):e17739) doi:10.2196/17739
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**Introduction**

To align with the overarching goal of improving patient care by strengthening medical research, increased efforts have recently been made to support the secondary use of data generated in the treatment context [1-4]. In Germany, initiatives such as the Medical Informatics Initiative [5] or the German Biobank Alliance (GBA) [6] have emerged to establish an appropriate infrastructure for this endeavor. Coordinated by the German Biobank Node (GBN), the GBA has taken up the challenge of creating a cross-location biobank network to support biospecimen-based research projects. To this end, it is essential not only to ensure the quality of biosamples and associated data, but also to provide tools to improve the sample request process. It is currently customary for biosamples to be requested directly at a biobank location or via a mailing list. The request for fitting samples is usually carried out using a paper form. In addition, the negotiation regarding the sample distribution usually takes place by telephone or via email. GBA strives to bundle these heterogeneous steps into a single information technology (IT) application and thus align the individual process steps of the biobanks. The resulting harmonization should enhance the sample request for the researcher by providing access to the biosamples available in the biobanks via a single point of contact by means of an inquiry request. For this purpose, the so-called Sample Locator forms the core of the federated search for biospecimens and associated data [7,8]. The Sample Locator is intended to enable researchers to send a request to all connected biobanks via a central web application. As a first step, the researcher can check the potentially available number of samples across all locations in a feasibility query. After a positive response, the user can log in and access further functions. This includes the detailed breakdown of the number of samples per biobank, the management of queries, and the establishment of a direct electronic contact to the relevant biobanks. Crucial factors for sustainable use include not only the technical aspects, but also the user-friendliness of such a tool. In order to ensure usability and meet users' needs, it is essential to involve end users in the design process steps of the biobanks. The resulting user-oriented approach can lead to the rejection of the tool. Therefore, its acceptance by the end users plays an influential role in our considerations.

The main objective of this paper is consequently to describe the evaluation of a midfidelity prototype in terms of its fitness for use. For the purpose of comprehensiveness, the paper also includes the necessary preparatory work, which covers the development of the prototype with the required functions and all steps of the request process. Since the focus of our work was to create a user-friendly search interface for the Sample Locator, we tested and assessed the usability of the prototype by end users, researchers familiar with sample requests. The resulting feedback will support the final tool development. An end user–based usability evaluation was used to ensure that the end users’ opinions on the Sample Locator were taken into account in potential further development steps.

**Methods**

**Preliminary Work**

A rough sketch with the required functions of the query process served as a starting point for the development of an interactive prototype. We first examined the search interfaces of already existing tools for a similar scope of application in order to get an idea about how such a search tool could look in its final version. Moreover, to elaborate the sketch towards a prototype ready for evaluation, the input of GBA IT experts was needed. Thus, we planned and conducted a 2-day workshop with 8 GBA IT members, 7 men and 1 woman. Three researchers with expertise in usability moderated the workshop, in which individual steps of a UCD process were pursued in 2 groups of 4 people each [11]. First, the participants discussed the typical context of use of the Sample Locator, resulting in the design of 2 hypothetical users (hereafter referred to as personas) representing potential end users. Second, the participants defined 2 example interaction designs. For this purpose, the groups were each assigned a specific use case to describe a typical usage sequence to be executed with the tool. The use cases were derived from real requests from researchers to biobanks, which were previously collected for a requirements analysis to determine the scope of performance of the Sample Locator. The use cases (adapted from the German version) can be found in Multimedia Appendix 1. With the acquired knowledge, the participants designed low-fidelity mock-ups using Balsamiq (Balsamiq Studios) [12]. The main ideas of these mock-ups were discussed, extracted, and summarized into a comprehensive midfidelity prototype. It was modeled using Microsoft PowerPoint (Microsoft Corp) [13]. The individual slides were linked together with hyperlinks, achieving an interactive navigation through the prototypical tool. Regarding the presentation of the user interface, the website layout of GBN [14] served as a template to harmonize the look with GBN's corporate design. Subsequently, the first draft of the prototype was pretested by 3 male researchers with a biobank background who are affiliated with GBA. In total, 3 versions of the Sample Locator prototype were created in the course of this work. Following the iterative nature of the design process, the versions are based on each other. The second version, which the questionnaire described below refers to, was used for the usability tests. This in turn resulted in the third and final prototype, which was enriched by feedback from the evaluation.

**Study Design**

Based on this preliminary work, the evaluation study was carried out. It was conducted as a usability analysis with female and male researchers aged between 18 and 67 years who work in a scientific institution in Germany. Prior to the start of the study, approval from the ethics committee of the Charité - Universitätsmedizin Berlin was obtained.
Recruitment

The study plan envisaged the recruitment of between 30 and 50 respondents to the survey over a period of 6 weeks. With this number of participants, a detection of 95% to 98% of problems within an application can be expected [15]. In order to address suitable participants, one contact person per GBN partner biobank (n=13) was determined in advance to personally approach potential end users with information material. The study team chose this intermediary approach to ensure the anonymity of the participants. Except for the required activity in the research environment, there were no further inclusion or exclusion criteria. Subsequently, the identified participants received an email from the contact person with a link to the online survey tool, LamaPoll (Langner/Maibaum/Notev GbR) [16]. A first introductory page served to briefly inform the participants about the study and to provide the prototype via a download link. After agreeing to participate by clicking a consent button, the participant was forwarded to the study questionnaire.

Instruments

The study questionnaire for the prototype evaluation consisted of 3 parts: (1) Sample Locator tasks and related questions on feasibility, (2) questions concerning the usability, and (3) general information.

In the first part, 4 tasks needed to be solved with the help of the provided prototype as a basis for subsequent questions. The first task was to search for samples of male patients with lung cancer. The others were to register to the Sample Locator, set project information, and refine the search query (lung metastasis samples plus excluding PAXgene-fixed tissue). The last task was to start negotiations with 2 selected biobanks. The tasks were designed to guide the test users through the prototypical system so they received insights into several possible functionalities. As with formulating the use cases for the workshop, these tasks were conceived based on the previously collected real inquiries to the biobanks. The first 6 questions enabled the researchers to evaluate the prototype’s general intuitiveness and comprehensibility using a 5-point Likert scale (1=strongly disagree, 3=neutral, 5=strongly agree). The following 10 open questions aimed to elicit opinions on content and appearance of the individual steps and further comments on the prototype.

The second part contained the System Usability Scale (SUS), a widely applied and validated score for the quantitative measurement of the usability of an IT application [17]. The wording was slightly adapted by changing “system” to “application” to facilitate the comprehension of the scale.

The third part collected information on age and computer-handling characteristics with 3 questions.

The final questionnaire (adapted from the German version) can be found in Multimedia Appendix 2.

Data Analysis

The data from the pretest were not subjected to a sophisticated analysis due to the small amount of data, so they were immediately examined and implemented by a scientist. Two scientists documented and analyzed the collected data for the usability assessment. The applied data analysis methods include a quantitative evaluation for the SUS score, the calculation of the average rating and the standard deviations for all closed questions, and a descriptive qualitative content analysis for open questions. The result of the qualitative content analysis was a categorized list of comments and suggestions for improvement by topic, which was then prioritized according to its practicability. This means that changes to the user interface can be directly incorporated into the final prototype, while technical aspects must first be discussed with the developers.

Results

Results From Preliminary Work

The workshop laid the groundwork for the following usability analysis. Initially, the 2 groups participating in the workshop each created one persona of a researcher. Since the results overlapped to a high degree, the 2 outcomes were combined into 1 model persona (Figure 1) for a better overview throughout the course of the workshop. The next step—the development of the interaction designs—resulted in 2 sketched workflows of different application scenarios according to the use cases provided to the workshop participants. Here, the participants’ aim was to understand the essential steps of the process that were necessary for a successful trial of the respective use case and to visualize them in a flowchart (for the results, see Multimedia Appendix 3). Finally, the groups designed Sample Locator models by building on the previous steps, enabling the reproduction of the given use cases.
The first version of the prototype was subsequently created considering the graphically sketched specifications of the functionalities and the mock-ups developed during the workshop (for some impressions, see Multimedia Appendix 4). The second version was a revision based on the feedback from biobank-based reviewers from the pretest. However, the revisions were mainly individual imprecise formulations that were corrected for better comprehensibility.

**Evaluation of the Prototype**

A total of 27 participants complied with the call to respond to the survey and completed the questionnaire. Due to the recruitment setting, all participants were researchers who had already collaborated with biobanks and had experience in requesting samples. Thus, they represented typical end users of the Sample Locator. There were 6 persons aged 25 to 34 years, 18 persons aged 35 to 50 years, and 3 persons older than 50 years. Gender was not specifically surveyed in the study.

**Sample Locator Tasks and Related Feasibility Questions**

Most of the participants (20/27, 74%) agreed or fully agreed that the tasks were intuitively solvable using the prototype. Even more participants agreed or fully agreed that the display of the search process and the results were clearly arranged (22/27, 81%). The overall navigation was perceived as intuitive by approximately 74% (20/27) of the participants.

Participants particularly liked the absence of information overload and the prototype’s clear structure, which was “reduced to the essential.” Most testers confirmed this perception of clarity and structure for all of the process steps. Some mentioned that the mere prompt for International Classification of Diseases (ICD) codes for diagnoses was not usable “and it would be more convenient if the diagnoses...were behind the codes or if the list consisted entirely of plain text.” Additionally, one participant stated that the AND/OR/NOT conjunctions to refine the search criteria were not self-explanatory. Another critical voice requested that the search interface should allow defining dependencies between sample parameters (eg, whether the removal date is before or after therapy). The intuitive and simple handling of the tool was highlighted as positive. However, it was also suggested to offer a kind of “query builder, where [users] can still customize the generated query script as power user,” which allows more complex queries. Lastly, help functions were desired.

**Questions About the Usability**

Of the 27 participants, 25 (93%) completed the system usability questionnaire. The total SUS score of these 25 persons was 80.4, indicating good system usability.

The majority of the participants indicated that they would like to use the Sample Locator frequently (20/25, 80%). Additionally, most participants rated it easy to use (21/25, 84%). The complexity of the system was not seen as too high (21/25, 84% disagreed or fully disagreed that the complexity was too high). Regarding the need for technical support when using the Sample Locator, the results indicated a perceived high usability, as 23 of the 25 respondents (88%) disagreed or fully disagreed with the need for assistance.

The interface was seen as consistent (21/25, 84% disagreed or fully disagreed that the system was inconsistent). Most participants thought that their colleagues would easily learn to handle the Sample Locator (23/25, 92%), while 1 test person found the system hard to handle. Of the 25 participants, 21 indicated that they would feel confident using the Sample Locator. Nevertheless, 3 persons disagreed or fully disagreed with that. No participant indicated that he or she would need a lot of instruction before knowing how to use the Sample Locator.
**General Information**

All participants reported that they used a computer for fulfilling work tasks at least daily. Almost all persons (26/27, 96%) used a computer several times a day for their work. Of the 27 respondents, 10 persons (37%) indicated that they understood computers and computer technology very well, 15 persons (56%) understood computers well, and 2 (7%) self-assessed their understanding as sufficient.

**Implementation of the Feedback in the Final Prototype**

The third and final prototype was modified in accordance with the responses of the usability analysis with researchers. Figure 2 illustrates the initial search page with the basic functions of the prototype’s third version. The search tool is divided into 2 sections. Search parameters can be selected in the left area of the screen. A distinction is made between sample-related criteria and donor-related criteria to obtain the most specific query possible. At this point, a help function has been added, as requested, which assists the user in finding the search parameters under the respective subheadings. Once the search criteria have been selected (eg, sex=male, as seen in Figure 3), the search can be performed by clicking the “Search” button. Here, a help function can now also be accessed to inform users about the format that can be searched for. A further implementation based on the test feedback when selecting the search parameters is the more detailed specification of the diagnostic codes. In addition to the simple code, the textual description has been added. In addition, the “direct entry of the ICD code (if already known) for input” is now possible via a free text field, as desired (Figure 4). The results will then be displayed in the right area of the screen. The feasibility query merely produces an aggregated number of potential samples and donor matches. As soon as the user has logged in to the tool in the next step, the allocation of suitable samples per biobank can be viewed (see Figure 5). In addition to an example query with detailed results for biobanks, Figure 5 also shows further functions. On the left “Search” side, the “Clear” button is used to completely restart a search, while the “Edit” button can be used to adjust the previous search. In order to have a better overview of which section you can currently interact with, a feature has been added that grays out and prevents editing within the inactive page. After the search has been carried out, one or more relevant biobanks can be selected on the right-hand side and contacted using the “Negotiate” button. The individual queries are saved and stored in a succeeding component. These can then be viewed and managed via the “Project Overview” button. In addition, general design changes have been introduced (eg, adjusting the font size and color to improve readability). In view of the intended international use, the content was also translated into English, per recommendation. For extensive screenshots of the Sample Locator prototype, see Multimedia Appendix 5.

---

**Figure 2.** Initial search page with the basic functions of the prototype.
Figure 3. Illustration of the selection filters using the example of a patient with the sex parameter set to male.

Figure 4. Continuation of the search for diagnoses by diagnosis classification and free text search.
**Discussion**

**Overview**

The main goal of our work was to evaluate the usability of a federated search tool for biosamples and associated data, the Sample Locator. This paper also illustrates the work that was accomplished in advance of the usability analysis. However, the evaluation of the tool by the end users was of particular importance. The predominantly positive feedback of the usability analysis indicated an intuitive and user-friendly operability. The answers to the open questions provided useful advice on optimization potential.

**Comparison With Prior Work**

In the area of medical research, especially with regard to cohort identification, several search tools are available. Commercial representatives include, among others, TriNetX [18], BC Platforms [19], and Clinerion [20]. Platforms or projects that make their work available as open source resources are i2b2 [21], tranSMART [22], and ConQuery [23]. The German Centre for Cardiovascular Research provides an in-house development for the feasibility query of biospecimens and data called the Feasibility Explorer [24]. The German Cancer Consortium (Deutsches Konsortium für Translationale Krebsforschung [DKTK]) has also implemented an in-house development (Searchbroker) as part of their comprehensive “bridgehead” architecture [8]. After reviewing these already existing tools, the deliberate decision was made to build on the DKTK codebase and their general architecture, but develop a customized, proprietary GBA Sample Locator solution. There were several reasons for this decision. Due to their developer power, industrial suppliers may have several advantages, particularly in the areas of speed and user interface design. However, especially when dealing with sensitive patient data, a solution that would be made available as an open source tool at the end of the project was preferred. In this case, all components can be developed, operated, and sustained by academic players, safeguarding the data sovereignty of biobanks. In this context, the Sample Locator, unlike tranSMART and the Feasibility Locator, follows a decentralized search approach. Consequently, the data remain locally at the biobank location, but can be queried centrally. Furthermore, we consider this open source approach to be a sensible way to ensure the continued existence of the Sample Locator beyond the end of the project [25]. In terms of further development, support, and bug fixing, the community resulting from this project (namely the Samply Community [26]) can continue to make a valuable contribution in the future. An additional functionality that distinguishes the Sample Locator from the search applications under review is that it limits the results visualization to the aggregated sample count from the whole GBA network for anonymous researchers. Only after a researcher’s authentication and log-in, the counts per biobank location are additionally displayed [6]. Further, after the search, the Sample Locator forwards the user directly...
to the Negotiator, a dedicated communication tool to help request material from relevant biobanks and negotiate the terms involved based on the actual planned research project. Thus, based on the considerations outlined above, none of the existing tools were suitable for direct application and deployment in GBA. However, the various approaches provided valuable input for GBA’s own search tool development in our incremental user-centered approach.

Discussion of Results

Preliminary Work

As already mentioned, the procedure described in this paper for preparing and conducting the evaluation study of the Sample Locator was oriented towards the UCD process outlined in ISO 9241-210 [11]. However, due to time constraints inherent to the project and the fact that work had already begun on a development version to drive progress on the technical back end of the search tool, the focus was on the steps most relevant to our objective of providing a user-friendly application in avoidance of undue delay. This comprised the creation of a persona, the identification of an interaction design, the creation of an interactive prototype, and the evaluation of the prototype. In this shortened procedure, the thorough analysis of the user group in particular was neglected. Instead, our work was based on the project specification that the main users of the Sample Locator will primarily be researchers. The requirements of the users were derived from the real biobank queries that were previously collected. The persona and the interaction design not only provided an important input for the creation of the prototype but also served as orientation over the entire development process in order to visualize the user and the process of the product. The preparation of the prototype and its evaluation were aimed specifically at the engagement of those end users. This abbreviated approach still allows us to incorporate the users’ assessments in one of the following iteration steps in the further course of development.

Nevertheless, a limitation of our work might be that we used Microsoft PowerPoint as a tool for our prototype. Prior to creating the prototype, we also considered Balsamiq [12] and Axure [27] as alternative tools. Although these are dedicated tools for prototyping, we decided to use PowerPoint. On one hand, we wanted to have access to a tool that was as barrier free as possible. This applies to the licensing, handling, and distribution on our side as well as the use by the tester. PowerPoint is a widespread application that meets all our requirements in this respect, while the other tools would have required at least licensing and training to implement the project in the planned way. On the other hand, we did not strive to design a functioning, more realistic high-fidelity prototype. As a result, only the previously defined pathways resulting from the evaluation tasks were completely clickable. Although this presents a restricted interaction with the tool, this was sufficient for our purpose. The only constraint that became apparent in the course of implementation was the fact that there was not enough space to include more text, as the prototype was designed in typical PowerPoint slides. For example, ICD codes were not stored with textual descriptions, an aspect criticized by several test users. Apart from this limitation that prevented the test users from accurately experiencing the future tool’s fully featured performance, PowerPoint was a suitable tool for achieving our goal. However, we accepted this limitation, since the prototype should only represent the main functions and be the basis for further developments. With our approach, we were able to receive profound insight into the usability of the general design of the Sample Locator (eg, regarding button arrangements).

Evaluation of the Prototype

Al-Ageel et al [28] performed a literature review and found that bioinformatics tools should be engineered with usability in mind to allow the development of intuitive interactions in order to achieve learnability and ease of use in the interfaces. Usability problems such as inconsistent navigation may even prevent users from completing their tasks [29].

With our task-based approach, using a midfidelity prototype supplemented by the use of the SUS among bioinformatics experts, we found that the Sample Locator was intuitive and easy to use and that there was no information overload. Most participants wanted to use the tool frequently and felt that the interface was consistent.

Bolchini et al [29] identified usability issues that are potentially relevant for bioinformatics resources. One important usability issue with bioinformatics tools is the search function, which potentially leads to usability barriers [29]. For the Sample Locator, such usability problems were identified as well. For instance, the AND/OR/NOT conjunctions for refining the search criteria were not perceived as self-explanatory by 1 study participant. Another participant stated that the search interface should allow the definition of dependencies between different sample parameters (eg, whether the collection date of a biospecimen is before or after therapy). Some participants mentioned that it was not practical to use only ICD codes to search for diagnoses and that it would be more convenient if the diagnoses were behind the codes. From this, we can generally draw the lesson that we should present all information in an immediately understandable way so that even laypersons would comprehend it directly. However, the critical feedback from individual test persons should be considered as well, as this feedback could also be perceived as usability barriers for future end users.

The findings of the usability evaluation indicate that the prototype represented the main functions in a suitable manner. Nevertheless, several limitations have to be taken into account when interpreting the results.

First, the usability survey was performed at a relatively late development stage. A UCD process normally aims to include potential end users’ feedback in an early design phase [30]. Our approach was to assess the usability at a stage in which other attempts of designing the Sample Locator already existed. This unusual deferred approach was chosen because the first drafts of the Sample Locator focused more on technical possibilities, whereas our prototype’s aim was to measure potential end users’ opinions.

A further limitation inherent in our study is that we could only include 27 test users in our usability evaluation. This relatively
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small number of participants does not lead to statistically significant results, but merely provides insight into the participants’ opinions. However, our participants were experienced biobank users and thus could indeed provide reliable feedback. Moreover, it is not uncommon to use the SUS with a small number of participants. For example, Kersting and Weltermann [31] tested the usability of a software prototype supporting the management of multimorbid patients with 18 physicians. Likewise, Nielsen [32] stated that using 5 people in a study is sufficient for identifying almost all usability problems. We were able to gain valuable insights into test users’ expectations and opinions by using several open questions. Thus, we are confident that we have been able to identify the majority of usability problems of the prototypical Sample Locator.

By slightly changing the wording in one item of the SUS, we changed a validated scale. Therefore, the validity of the scale might not be given anymore. Nevertheless, we have accepted this risk to ensure that the scale was understandable for our test users.

**Conclusion**

The current lack of a suitable tool for a national search for biosamples prompted GBA to strive to close this gap. Although the initial focus was to provide a technically functioning development version at an early stage of the project, ensuring the user-friendliness of the tool should not be neglected in the process. To meet this demand, a usability analysis within the framework of a UCD process, which was also the basis for the accompanying preparatory work, was conducted. The findings of this usability analysis indicate that the considerations regarding a user-friendly application that have been made in the development process so far strongly coincide with the perception of the study participants. Despite this overlap, it was important to address the steps of the UCD process carried out in the context of this work and to engage prospective end users to ensure that the previous development was going in the desired direction and that the Sample Locator will be used in the future. Moreover, the users’ comments and suggestions for improvement that were received through the open questions will be considered in upcoming iterations to refine the Sample Locator. In this way, we are confident in the delivery of a final product that offers added technical value but is also intuitive for the user. These results will also have a positive impact on the aspired Europe-wide rollout. In Europe, the Biobanking and Biomolecular Resources Research Infrastructure – European Research Infrastructure Consortium Directory is currently commonly used as an online search tool, listing 720 European biobanks with their 1621 individual collections [33]. The Directory provides a detailed overview of the collections’ contents and enables users to contact a collection’s principal investigator. However, the Sample Locator would offer added value on a more granular level, enabling the search for specific samples and the contacting of the respective biobanks. While the biobank of Masaryk University in Brno is already connected, the further integration of European biobanks is planned.
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Abstract

Background: Novel alcohol prevention strategies are needed for heavy-drinking young adults. Sleep problems are common among young adults who drink heavily and are a risk factor for developing an alcohol use disorder (AUD). Young adults, interested in the connection between sleep and alcohol, are open to getting help with their sleep. Therefore, sleep interventions may offer an innovative solution. This study evaluates social media advertising for reaching young adults and recruiting them for a new alcohol prevention program focused on sleep.

Objective: This study aims to evaluate the effectiveness and cost of using Facebook, Instagram, and Snapchat advertising to reach young adults who drink heavily for a sleep intervention; characterize responders’ sleep, alcohol use, and related concerns and interests; and identify the most appealing advertising content.

Methods: In study 1, advertisements targeting young adults with sleep concerns, heavy alcohol use, or interest in participating in a sleep program ran over 3 months. Advertisements directed volunteers to a brief web-based survey to determine initial sleep program eligibility and characterize the concerns or interests that attracted them to click the advertisement. In study 2, three advertisements ran simultaneously for 2 days to enable us to compare the effectiveness of specific advertising themes.

Results: In study 1, advertisements generated 13,638 clicks, 909 surveys, and 27 enrolled volunteers in 3 months across the social media platforms. Fees averaged US $0.27 per click, US $3.99 per completed survey, US $11.43 per volunteer meeting initial screening eligibility, and US $106.59 per study enrollee. On average, those who completed the web-based survey were 21.1 (SD 2.3) years of age, and 69.4% (631/909) were female. Most reported sleep concerns (725/909, 79.8%) and an interest in the connection between sleep and alcohol use (547/909, 60.2%), but few had drinking concerns (49/909, 5.4%). About one-third (317/909, 34.9%) were identified as being at risk for developing an AUD based on a validated alcohol screener. Among this subsample, 8.5% (27/317) met the final criteria and were enrolled in the trial. Some volunteers also referred additional volunteers by word of mouth. In study 2, advertisements targeting sleep yielded a higher response rate than advertisements targeting alcohol use (0.91% vs 0.56% click rate, respectively; P<.001).

Conclusions: Social media advertisements designed to target young adults with sleep concerns reached those who also drank alcohol heavily, despite few being concerned about their drinking. Moreover, advertisements focused on sleep were more effective than those focused on drinking. Compared with previous studies, cost-effectiveness was moderate for engagement (impressions
to clicks), excellent for conversion (clicks to survey completion), and reasonable for enrollment. These data demonstrate the utility of social media advertising focused on sleep to reach young adults who drink heavily and recruit them for intervention.

(J Med Internet Res 2020;22(8):e17449) doi:10.2196/17449
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Introduction

Background

Heavy alcohol use remains a problem among young adults. Alcohol use disorder (AUD) onset peaks during young adulthood (ie, 18-25 years) [1]. Compared with older adults, young adults report more frequent and heavier alcohol use that is linked to substantial negative consequences including the risk of accidental injury, the primary cause of death among young adults [2,3]. Current alcohol intervention strategies for young adults have modest effects [4-6], and young adults rarely self-identify for specialized alcohol treatment [7,8]. Thus, more research is needed to identify effective alcohol interventions and novel treatment engagement strategies to reduce this substantial public health burden.

Concurrent to their high rates of alcohol consumption, research suggests that many heavy-drinking young adults have poor sleep. In this age group, greater alcohol consumption and alcohol-related consequences are associated with shorter sleep duration, poorer sleep quality, and more delayed bed/wake times [9,10]. In addition, various sleep problems in adolescence predict earlier AUD onset and greater risk of heavy drinking, alcohol-related consequences, and AUD in young adulthood [11-13]. Furthermore, poor sleep in young adults predicts a greater future risk of alcohol-related problems [14].

Although most heavy-drinking young adults do not seek alcohol treatment [7,8], sleep interventions may be a means to identify those who drink heavily and engage them in treatment. Our previous formative work showed that young adults are interested in the connection between sleep and alcohol and are open to getting help for their sleep [15]. Thus, sleep could be a novel intervention target to engage young adults and promote alcohol behavior change [15,16].

The promise of this approach raises the question of the best vehicle for recruitment. Young adults visit health care providers in person less often [17] but go on the web for health information and use mobile health apps more often as compared to adolescents [18]. Among these mobile health apps, sleep is the third most popular topic, following fitness and nutrition [18]. Moreover, heavy-drinking young adults may prefer mobile sleep interventions over in-person models [15]. Thus, considering young adults’ health practices and preferences, one possible recruitment strategy is to utilize technology.

Previous research suggests that social media is a cost-effective method for recruiting young adults [19-26] as well as hard-to-reach populations and those affected by specific physical or mental health conditions [27-29]. Urban women at high risk of HIV were recruited into an HIV prevention intervention [23], young adult smokers were recruited into a smoking cessation intervention [26], and African American women with elevated blood pressure were recruited into a physical activity and nutrition intervention [28]. The majority of studies evaluated Facebook for this purpose [19,20,23,25-29]. Other social media platforms, such as Instagram and Snapchat, have emerged and are highly popular among young adults [30], but few studies have researched them as recruitment tools [21,22].

This is an important research gap because the platforms differ both practically and theoretically. The most salient practical differences include the following: (1) Instagram and Snapchat are image based with minimal text, whereas Facebook uses both images and text, (2) Snapchat immediately deletes content after viewing, whereas Instagram and Facebook archive it, and (3) Snapchat restricts interaction with users with an existing relationship (ie, have exchanged screen names), whereas Instagram and Facebook allow public interactions. The uses and gratifications theory, which rests on the premise that consumers actively choose media with the intention of fulfilling specific needs, has unveiled some ramifications of these differences among young adults. First, image-based social media (Instagram and Snapchat) led to decreased loneliness and increased happiness and satisfaction with life, whereas Facebook and other text-based media did not [31]. Second, Snapchat led to deeper levels of personal disclosure than other platforms [32-34]. A qualitative analysis suggested this could be due to Snapchat’s immediate deletion of communications assuaging user apprehension about their future ramifications and Snapchat’s restriction of communication to existing relationships facilitating more trusting connections than the communications with strangers allowed on other platforms [32-34]. It is not known whether these differing uses and gratifications between the platforms lead to differing utility for research recruitment.

Objectives

The goal of this study is to evaluate social media advertising to recruit young adults who report heavy alcohol use for a mobile sleep intervention. The aims are to evaluate the effectiveness and cost of using Facebook, Instagram, and Snapchat advertising to reach young adults with sleep concerns and a subpopulation with heavy drinking behaviors: characterize sleep, alcohol use, and related concerns and interests among responders; and identify advertising content that yielded the highest response rate. These data may suggest new ideas for recruitment or innovative mobile interventions to address poor sleep and heavy drinking among young adults.

Methods

The methods described below are based on our previous investigation of social media advertising for a different population (heavy-drinking smokers) [35]. Our previous study...
and this study shared the primary objective of evaluating the effectiveness and cost of using social media advertising to recruit from the population of interest.

Screening Process Overview
The target population of the web survey was young adult (aged 18-25 years) heavy drinkers at risk for AUD (defined below, Drinking Habits) who were interested in participating in a sleep intervention (trial registration: NCT036589); lived in the greater New Haven, Connecticut area (to complete in-person visits); owned a smartphone (to complete the mobile intervention); and were literate in English. Research staff contacted volunteers who met these preliminary criteria to verify survey-reported drinking patterns and screened out exclusion criteria: confounders of circadian rhythm (night shift work or >2 time zones travel in the past month or next 3 months), severe AUD, or unsafe to complete transdermal ankle alcohol monitoring (eg, peripheral vascular condition). Eligible and interested volunteers were invited to an intake visit at our research lab. Although the survey has been ongoing, we have restricted our analysis to (1) all responses collected for the first 3 months (January 14 to April 18, 2019) to describe the population of responders and the overall campaign effectiveness and (2) responses to specific advertisements over a short trial period (October 5 and 6, 2019) to compare the effectiveness of advertising themes. The study and screening process were approved by the Yale University Institutional Review Board.

Study 1: Description of the Population of Responders and Overall Campaign Effectiveness

Facebook, Instagram, and Snapchat Recruitment
We ran advertisements through Facebook, Instagram, and Snapchat paid advertising services for 41 days over a 3-month period between January 14 and April 18, 2019. Our campaign included 4 advertisements appearing on the Facebook, Instagram (desktop and mobile), and Snapchat (mobile) interfaces of individuals in our age group (18-25 years). Advertisements were turned on, each for a period of days, until we enrolled our target number of volunteers for that study period (n=32). We specified a spending limit of US $25 per day for Facebook and Instagram (combined) and US $50 per day for Snapchat (Snapchat’s minimum).

We restricted the geographic radius to a range that made travel to New Haven feasible without compromising the daily number of times the advertisement was displayed (ie, impressions). The advertising platforms reported a greater number of users within 25 miles of New Haven for Snapchat (383,000) than for Facebook and Instagram combined (220,000), which was counterbalanced by selecting a narrower radius for Snapchat (10 miles) than for Facebook and Instagram (25 miles). The 4 advertisements featured various combinations of the following 3 themes: (1) sleep concern (eg, “sleep deprived?”), (2) drinking behavior (eg, “drink regularly?”) although not drinking concern, and (3) health behavior intersection (eg, “need a better understanding of how drinking and restless nights affect your unique health data?”; Figure 1). Images featuring only men, which have been previously reported to yield higher conversion rates than advertisements featuring women [36]. Wording style was taken from our previous successful social media campaign [16].

Facebook and Instagram run on a shared platform, and Snapchat runs on its own platform. Facebook and Snapchat allocate advertising space using an auction process based on the spending bid of the advertiser, relevance to the user (ie, web analytic estimated rate of the user acting upon the advertisement), and advertisement quality (ie, past user experience survey results) [37,38]. We used the bid-optimizing algorithms offered by Facebook and Snapchat targeting the lowest cost per click. Facebook’s auctioning and bid optimization include the Instagram space.

Each platform monitored the number of impressions, total reach (ie, number of people seeing the advertisements), advertisement clicks, and total cost for all advertisements. These data allowed us to evaluate efficacy and cost-effectiveness.
Survey Procedures

The Yale Institutional Review Board approved this protocol. Study advertisements could be clicked on Facebook and Instagram or swiped up on Snapchat. By clicking on Facebook or Instagram advertisements, users were directed to a web-based survey to screen for initial eligibility. By swiping up on Snapchat, users were connected to our study website, which provided a description of the study [39] and a link to the same eligibility survey. Snapchat did not allow a direct link to the web-based survey because it found that our privacy policy lacked enough explanation to be directly linked from an advertisement. The eligibility survey was administered by a HIPAA-compliant web interface (Qualtrics). It began with an overview of the study: (1) we are looking for young adults who want to improve their sleep and drink alcohol, (2) we are testing different mobile health strategies for improving sleep, and (3) the procedures include web-based sleep education along with sleep and alcohol biosensors and diaries. It then provided information about study compensation (US $276), funding source, research team contact details, and confidentiality. Volunteers were informed that they had the option to complete screening by phone instead of using the web (none utilized).
Before completing the survey, volunteers were asked to affirm that they were older than 18 years of age, understood the information, and wished to proceed. Volunteers were then encouraged to provide their email addresses and phone numbers to be contacted if eligible.

**Survey Items**

The survey included 29 questions that took approximately 5-10 min to complete. "I choose not to answer" was an option for all multiple-choice items.

**Study Interest and Referral Source**

The initial questions asked how volunteers heard about the study and what made them interested in participating. Volunteers could select one or more options among the multiple options (concerned about sleep, concerned about drinking, interest in sleep, interest in alcohol drinking, interest in the connection between sleep and alcohol drinking, and others).

**Demographics**

Volunteers were asked about their age and sex.

**Basic Exclusion Criteria**

Volunteers were asked if they owned a smartphone and whether they could read and write in English.

**Alcohol Quantity and Frequency**

Volunteers were asked about their quantity of drinking (average standard drinks consumed on each day of the week) over the past 30 days [40] and frequency of any heavy drinking (≥5 drinks among men vs ≥4 drinks among women) over the past 14 days. They were advised to report in standard drinks (12 ounces of beer, 5 ounces of wine, and 1.5 ounces of hard liquor shot or mixed drink).

**AUD Risk Status**

Volunteers also completed the consumption questions of the Alcohol Use Disorders Identification Test (AUDIT-C): frequency of any drinking, typical drinks per occasion, and frequency of ≥6 drinks. The AUDIT-C scores of ≥7 for men and ≥5 for women have strongly distinguished at-risk drinking for young adults compared with reference standards (area under receiver operating characteristic curve=0.89) [41]. Volunteers who met the AUDIT-C threshold were deemed preliminarily eligible. Final eligibility was verified by telephone. Volunteers had to report ≥3 episodes of heavy drinking in the past 14 days.

**Sleep**

Volunteers rated their sleep quality over the past 7 days using a single-item Likert-type scale with anchors 1=“very poor” and 5=“very good.” This single item correlates with the Patient-Reported Outcomes Measurement System Sleep Disturbance Bank (r>0.85), which converges with the Pittsburgh Sleep Quality Index (r=0.85) [42]. They were also asked if they were concerned about their sleep (yes or no).

**Statistical Analysis**

Incomplete surveys or those with duplicate contact information were removed. Histograms of all variables were inspected. All drinking variables were negatively skewed with a high number of 0 cases, but repeating the analysis with these cases excluded did not alter the statistical outcomes.

Descriptive statistics (frequencies, means, and standard deviations) were calculated for all completed surveys and then separately for (1) ineligible web surveys, (2) eligible web surveys not enrolled in the study (phone screen failures or not interested), and (3) eligible surveys that were enrolled in the study. These 3 groups were then compared using the analysis of covariance for continuous variables (ie, age, sleep quality, AUDIT-C, heavy drinking episodes per 14 days, drinks per week) and chi-square for categorical variables (ie, social media platform referral source, each possible reason for interest, sex, brand of smartphone). Similar analyses of covariance were also performed comparing participants with respect to (1) referral from Snapchat versus the other platforms (to investigate sample features possibly contributing to the lower advertising efficiency of Snapchat that we observed) and (2) sex (to investigate sample features affected by the higher preponderance of women than men in our final sample). Analyses were conducted using a significance level of α<.05, and adjusted for age and sex where significant. We applied the Bonferroni correction to post hoc pairwise comparisons. The analysis of AUDIT-C data did not include the ineligible web survey group, because they were all below the high-risk cutoffs (≥5 women and ≥7 men), and the other groups were all at or above these cutoffs.

**Study 2: Comparing Effectiveness Between Advertising Themes**

**Advertising Experiment**

We generated one content-specific advertising set for each theme represented in the advertisements in study 1 (see the section Facebook, Instagram, and Snapchat Recruitment from study 1) so that we could isolate what was most effective (Figure 2): (1) sleep advertisements focused solely on sleep concerns without mentioning alcohol (eg, “Is sleepiness interfering with your life?”), (2) alcohol advertisements focused solely on alcohol concerns without mentioning sleep (eg, “Want to change your drinking?”), and (3) biosensor and health advertisements focused on the concept of multiple health behavior intersections without mentioning sleep or alcohol (eg, “Into biosensors? Want to learn more about them and how they work with your body?”). The biosensor and health set also served as a control arm accounting for attraction to health information, thus isolating the impact of attraction to the specific health topics of sleep and alcohol consumption. We uploaded them to Facebook/Instagram for 48 hours (October 5 and 6, 2019). Each advertisement set was displayed to users by Facebook’s auctioning and bid-optimizing process with an equal spending limit for each set (US $35 per day). Within each set, Facebook chose a specific advertisement for each impression by prioritizing those receiving the greatest number of clicks per impression (ie, a presentation-optimizing tool).
Figure 2. Examples from content-specific advertising sets to compare effectiveness between advertising themes (study #2). A) Sleep; B) Alcohol; C) Biosensor & health.

Statistical Analysis
To evaluate the relative success of different advertising content to attract interest, we compared the number of clicks generated per impression [43] among the 3 sets of advertisements tested for 2 days using a chi-square test with post hoc Bonferroni-adjusted pairwise comparisons.

Results
Study 1
Recruitment Results
The 4 Facebook/Instagram advertisements together were displayed 249,940 times (ie, impressions), clicked 4475 times, and yielded 1052 valid surveys in 3 months for a total cost of US $2013.28 (Figure 3). The number of unique users reached was 80,882 out of 220,000 Facebook/Instagram users in the set demographic (18-25 years of age in the New Haven area). One Snapchat advertisement, meanwhile, was displayed 659,366
times, swiped up 9126 times, and yielded 85 valid surveys in 3 months. The total cost was US $1610.70. The number of unique users reached was 140,142 out of 383,000 Snapchat users in the set demographic.

Facebook/Instagram advertisements were viewed mostly on mobile devices (4229/4475, 94.5% vs 215/4475, 4.8% on desktops and 27/4475, 0.6% on tablets), and Snapchat was delivered only on mobile devices. We removed blank (n=884) and duplicate contact information surveys (n=30), leaving 1137 valid entries for analysis. Among these, 228 (20.1%) answered initial questions about their source of referral and reason for interest in the study but did not complete demographic and drinking information. Compared with complete survey responders, these noncompleters expressed less interest (121/228, 53.1% vs 626/909, 68.9%) and concern about their sleep (142/228, 62.3% vs 725/909, 79.8%; P<.001) but similar interest (32/228, 14.0% vs 165/909, 18.2%; P=.14) and concern about alcohol (14/228, 6.1% vs 49/909, 5.4%; P=.66) and the connection between alcohol and sleep (135/228, 59.2 vs 547/909, 60.2%; P=.79). The source of study referral did not differ between survey completers and noncompleters (Facebook: 213/228, 93.4% vs 839/909, 92.3%; Snapchat: 15/228, 6.6% vs 70/909, 7.7%; P=.57).

Among the completed surveys (n=909), 317 volunteers met the preliminary drinking criteria (ie, AUDIT-C ≥5 women, ≥7 men) and were contacted by phone to verify their recent number of heavy drinking occasions (past 14 days) and final exclusion criteria. Many of these were excluded (n=210) or withdrew interest (n=80) during the screening process. The remaining 27 (ie, 8.5% of the 317 preliminarily eligible web screeners) attended an intake appointment and enrolled in the larger sleep intervention study.

Facebook/Instagram was more expensive per click than Snapchat (US $0.45 vs US $0.18), but less expensive per completed survey (US $2.40 vs US $23.01), initial positive eligibility screen (US $6.35 vs US $50.33), and enrollment (US $95.87 vs US $268.45). Thus, the average cost of enrolling 1 volunteer through the platforms combined was US $134.22. Some of these volunteers spread word-of-mouth referrals about the study, leading to the enrollment of 5 more volunteers (thus achieving the target of 32 volunteers) without further advertising. Counting this indirect return on investment, the average cost of enrolling 1 volunteer was US $113.25. The statistical comparisons reported below were unchanged with the 5 referred volunteers included.

Within the Facebook/Instagram platform, our advertisements were dramatically more successful on Facebook than on Instagram (US $0.43 vs US $0.79 per click) such that the bid-optimizing algorithm targeted 97.4% of the 249,940 impressions to the former.

Figure 3. Flow diagram showing response rates to advertisements and outcomes of screening among responders.
Attraction Mechanisms and Referral Source

Most survey completers reported sleep concerns (725/909, 79.8%), and the majority reported interest in sleep (626/909, 68.9%) and in the connection between sleep and alcohol (547/909, 60.2%; Table 1). However, few reported interest in alcohol (165/909, 18.2%) and still fewer reported concerns about alcohol (49/909, 5.4%) or any other reason for interest in the study (30/909, 3.3%). Sleep concerns were equally prevalent among those who were ineligible, eligible upon web screening but not enrolled, and enrolled. The prevalence of alcohol concerns, however, was greater among those meeting the preliminary drinking criteria (ie, AUDIT-C scores) and still greater among the subset that met full eligibility criteria and enrolled.

An overwhelming majority of survey completers were referred by the Facebook/Instagram platform (839/909, 92.3%) rather than Snapchat (70/909, 7.7%; Table 1). However, this difference was attenuated among volunteers who enrolled (21/27, 78% Facebook/Instagram vs 6/27, 22% Snapchat). Within the Facebook/Instagram platform, 803/839 (95.7%) of referrals came from Facebook and only 4.3% (36/839) came from Instagram, consistent with the greater proportion of impressions targeted to Facebook (see the section Recruitment Results).

Table 1. Referral and attraction mechanisms.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Ineligible upon web screening</th>
<th>Eligible upon web screening but not enrolled</th>
<th>Enrolled</th>
<th>Chi-square (df)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Referral source, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Facebook or Instagram</td>
<td>554 (93.6)</td>
<td>264 (91.0)</td>
<td>21 (77.8)b</td>
<td>10.0 (2)</td>
<td>.01</td>
</tr>
<tr>
<td>Snapchat</td>
<td>38 (6.4)</td>
<td>26 (9.0)</td>
<td>6 (22.2)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Reason for interest, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep (interest)</td>
<td>438 (74.0)</td>
<td>174 (60.0)b</td>
<td>14 (59.1)b</td>
<td>21.5 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep (concern)</td>
<td>466 (78.7)</td>
<td>235 (81.0)</td>
<td>24 (88.9)</td>
<td>2.1 (2)</td>
<td>.35</td>
</tr>
<tr>
<td>Alcohol (interest)</td>
<td>73 (12.3)</td>
<td>83 (28.6)b</td>
<td>9 (33.3)b</td>
<td>39.1 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alcohol (concern)</td>
<td>14 (2.4)</td>
<td>29 (10.0)b</td>
<td>6 (22.2)b</td>
<td>37.7 (2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sleep-alcohol connection (interest)</td>
<td>294 (49.7)</td>
<td>232 (80.0)b</td>
<td>21 (77.8)b</td>
<td>78.4 (2)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bGreater than ineligible upon web screening (Bonferroni-adjusted Q<0.05).

Demographic Characteristics, Sleep, and Drinking Characteristics

On average, those who completed the web-based survey were 21.1 (SD 2.3) years of age, and 69.4% (631/909) were female (Table 2). A substantial fraction (317/909, 34.9%) met the preliminary drinking criteria (ie, AUDIT-C score). Meeting the preliminary drinking criteria was associated with slightly worse subjective sleep quality. Those who met the preliminary drinking criteria but were later excluded or withdrew interest had lower AUDIT-C scores (Q<0.01) and approximately 50% lower total drinks per week and frequency of heavy drinking than those who enrolled (Q=.01).
Table 2. Demographic, sleep, and drinking characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Ineligible upon web screening</th>
<th>Eligible upon web screening but not enrolled</th>
<th>Enrolled</th>
<th>Test statistic</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N/A</td>
<td>N/A</td>
<td>27</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Number of participants, n</td>
<td>592a</td>
<td>290</td>
<td>21.1 (2.3)</td>
<td>2.352 (908)</td>
<td>.10</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.2 (2.1)</td>
<td>20.3 (1.7)</td>
<td>21.2 (2.1)</td>
<td>11.8 (2)</td>
<td>.003</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>392 (66.2)</td>
<td>223 (76.9)c</td>
<td>16 (59.3)d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Smartphone, n (%)</td>
<td>iPhone 509 (86.0)</td>
<td>264 (91.0)</td>
<td>24 (88.9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Android 83 (14.0)</td>
<td>26 (9.0)</td>
<td>3 (11.1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep quality on 1-5 scale, mean (SD)</td>
<td>2.8 (0.9)</td>
<td>2.7 (0.8)c</td>
<td>2.5 (0.9)</td>
<td></td>
<td>.005</td>
</tr>
<tr>
<td>AUDIT-C on 0-12 scale, mean (SD)</td>
<td>All below high-risk cutoffs (&lt;5 women and &lt;7 men) 6.6 (1.5)</td>
<td>8.0 (1.6)d</td>
<td>19.032 (316)f</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Heavy drinking episodes in the past 14 days, mean (SD)</td>
<td>0.5 (0.8)</td>
<td>2.6 (2.3)c</td>
<td>5.1 (1.9)c,d</td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Drinks per week, mean (SD)</td>
<td>3.9 (4.5)</td>
<td>13.7 (8.6)f</td>
<td>28.1 (27.4)c,d</td>
<td></td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

a81 volunteers from this group were excluded from the analysis of sleep quality because they chose not to answer this question. They were nonetheless counted as completed surveys because sleep quality did not affect study eligibility.

bN/A: not applicable.
cDifferent than ineligible upon web screening (Bonferroni-adjusted $Q<.05$).
dDifferent than eligible upon web screening but not enrolled (Bonferroni-adjusted $Q<.05$).
eAUDIT-C: consumption questions of the Alcohol Use Disorders Identification Test.
fAdjusted for sex.
gAdjusted for age.

Characteristics by Referral Source

Survey completers referred by Snapchat versus Facebook were younger and more likely to be male (Table 3). They were more likely to report sleep concerns and high-risk drinking. They had a tendency to report lower sleep quality, but it did not reach statistical significance.
Table 3. Participants compared by referral source.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Facebook</th>
<th>Snapchat</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Chi-square (df)</td>
<td>F test (df)</td>
</tr>
<tr>
<td>Participants, n</td>
<td>839</td>
<td>70</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Reason for interest, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep (interest)</td>
<td>582 (69.4)</td>
<td>44 (62.9)</td>
<td>1.3 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sleep (concern)</td>
<td>662 (78.9)</td>
<td>63 (90.0)</td>
<td>4.9 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Alcohol (interest)</td>
<td>154 (18.4)</td>
<td>11 (15.7)</td>
<td>0.3 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Alcohol (concern)</td>
<td>44 (5.2)</td>
<td>5 (7.1)</td>
<td>0.5 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sleep-alcohol connection (interest)</td>
<td>501 (59.7)</td>
<td>46 (65.7)</td>
<td>1.0 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.1 (2.2)</td>
<td>19.9 (2.2)</td>
<td>N/A</td>
<td>19.627 (908)</td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>596 (71.0)</td>
<td>35 (50.0)</td>
<td>N/A</td>
<td>13.468 (1)</td>
</tr>
<tr>
<td>Smartphone, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>732 (87.2)</td>
<td>65 (92.9)</td>
<td>1.9 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Android</td>
<td>107 (12.8)</td>
<td>5 (7.1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sleep quality on 1-5 scale, mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.8 (0.9)</td>
<td>2.6 (0.9)</td>
<td>N/A</td>
<td>3.714 (827)</td>
</tr>
<tr>
<td>AUDIT-C&lt;sup&gt;c&lt;/sup&gt; above high-risk cutoff (≥5 women and ≥7 men)</td>
<td>284 (33.9)</td>
<td>32 (45.7)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>4.0 (1)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.<nolabel>
<sup>b</sup>Excludes 9% (76/839) of Facebook volunteers and 7% (5/70) of Snapchat volunteers because they chose not to answer this question.
<sup>c</sup>AUDIT-C: consumption questions of the Alcohol Use Disorders Identification Test.

Characteristics by Sex

Compared with men, women had a less prevalent concern and interest in alcohol, but a greater prevalence of heavy drinking.

Table 4. Participants compared by sex.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Women</th>
<th>Men</th>
<th>Test statistic</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Chi-square (df)</td>
<td>t test (df)</td>
</tr>
<tr>
<td>Number of participants</td>
<td>631</td>
<td>278</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A</td>
</tr>
<tr>
<td>Reason for interest, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sleep (interest)</td>
<td>433 (68.6)</td>
<td>193 (69.4)</td>
<td>0.1 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sleep (concern)</td>
<td>497 (78.8)</td>
<td>228 (82.0)</td>
<td>1.3 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Alcohol (interest)</td>
<td>101 (16.0)</td>
<td>64 (23.0)</td>
<td>6.4 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Alcohol (concern)</td>
<td>26 (4.1)</td>
<td>23 (8.3)</td>
<td>6.5 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sleep-alcohol connection (interest)</td>
<td>368 (58.3)</td>
<td>179 (64.4)</td>
<td>3.0 (1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>21.1 (2.3)</td>
<td>21.0 (2.2)</td>
<td>N/A</td>
<td>1.422 (908)</td>
</tr>
<tr>
<td>Smartphone, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>iPhone</td>
<td>572 (90.6)</td>
<td>225 (80.9)</td>
<td>16.9 (2)</td>
<td>N/A</td>
</tr>
<tr>
<td>Android</td>
<td>59 (9.4)</td>
<td>53 (19.1)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Sleep quality on 1-5 scale, mean (SD)&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2.8 (0.9)</td>
<td>2.7 (0.9)</td>
<td>N/A</td>
<td>1.011 (827)</td>
</tr>
<tr>
<td>AUDIT-C&lt;sup&gt;c&lt;/sup&gt; above high-risk cutoff (≥5 women and ≥7 men)</td>
<td>238 (37.8)</td>
<td>78 (28.2)</td>
<td>7.9 (1)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.<nolabel>
<sup>b</sup>Excludes 9% (56/631) of women and 9% (25/278) of men because they chose not to answer this question.<nolabel>
<sup>c</sup>AUDIT-C: consumption questions of the Alcohol Use Disorders Identification Test.
Study 2
Over the 2 days that we ran content-specific advertising sets with the same platform settings and spending limits, each set received a similar number of impressions, indicating similar efficiency of dissemination (sleep 12,523; alcohol 11,629; biosensor and health 12,825). However, the advertisement set sleep generated more clicks per impression (114/12,523, 0.91%) than the other sets (alcohol 65/11,629, 0.56%; biosensor and health 64/12,825, 0.51%; Q<.001).

Discussion
Principal Findings
The results of this study provide overall evidence for the effectiveness of social media advertising for recruiting heavy-drinking young adults to engage in treatment and specifically for content focused on sleep. Poor sleep quality and heavy drinking behaviors both occurred for a substantial fraction of the sample. However, sleep concerns were significantly more common than drinking concerns and appeared to drive engagement in the web screening process. In particular, the sleep advertisement performed better than the drinking advertisement as an advertising hook to generate initial clicks, and sleep, but not drinking concerns was associated with completion of the survey beyond the first two pages. Among the heavy drinkers identified by the web screener, more than one-third passed the further eligibility criteria, and there was strong enrollment uptake among this finally eligible group.

Many heavy-drinking young adults report being unconcerned about their drinking [7,8], but our findings indicate that this cohort may nonetheless be concerned about their sleep, which could be a novel on-ramp to engage them in drinking-related treatment. The most common reason for failing to meet the eligibility criteria after the web screening process was acute recent drinking patterns that were too low to meet the study criteria (<3 heavy episodes in the past 14 days) despite chronic drinking patterns that were high risk according to the AUDIT-C scores. The main study required ≥3 heavy drinking episodes in the past 14 days to test the effect of a mobile sleep intervention for the greater at-risk population of young adult heavy drinkers. Using this broader criterion (ie, AUDIT-C scores) would approximately triple the number of eligible volunteers that we could have enrolled.

Comparison With Previous Work
Previous research has demonstrated the cost-effectiveness of Facebook recruitment. A previous systematic review of 27 studies utilizing Facebook recruitment reported that the median cost of enrolling an eligible candidate was US $14.41 [43], which is substantially cheaper than our findings. The possible factors that can elevate cost are low engagement (clicks per impression), conversion (surveys completed per click), eligibility (surveys eligible per surveys completed), and enrollment (volunteers enrolled per eligible volunteers). Our rate of engagement outscored 57% (13/23) of the studies reviewed (ie, our cost per click was US $0.45 vs a median of US $0.51), and our rate of conversion outscored 90% (18/20) of the studies reviewed (ie, our cost per completed survey was US $2.40 vs a median of US $12.00). However, our rate of eligibility was lower than that of every study reviewed (ie, 13% vs a median of 61%). Once eligible candidates were identified, our rate of enrollment was strong for a behavioral intervention clinical trial (25% (27/107) of eligible volunteers enrolled). In summary, the driver of our high cost was the low proportion of survey respondents who met the eligibility criteria. However, as noted above, this would have tripled if we only screened for AUDIT-C scores without requiring a high concentration of heavy drinking in the past 14 days. In that instance, our cost per enrolled volunteer would have been approximately US $32.

Other important factors could have accounted for the cost-effectiveness of the results. For instance, our main study involved participation in an in-person intervention requiring a total of six contacts. In comparison, most previous studies required less volunteer commitment; most involved brief web-based assessments or interventions. These factors could have attenuated the engagement, conversion, and enrollment of our recruitment process and driven up costs.

Costs were higher for Snapchat than for Facebook, as also seen in the only previous study comparing the two platforms for recruitment of youth for research [21]. However, the reasons for this greater cost remain unclear. Snapchat is gaining popularity among young people relative to Facebook [30] and has the potential to be a valuable recruitment tool. Snapchat users were not inferior study candidates than Facebook users. In fact, survey completers referred by Snapchat versus Facebook were significantly more likely to report sleep concerns and high-risk drinking and had a nonsignificant tendency to report lower sleep quality (Table 3). One could speculate that Snapchat’s overall greater uses and gratifications around personal disclosure [32-34] facilitated this personal disclosure about health behaviors and a subsequent interest in treating them through our study. Demographic differences also do not explain Snapchat’s higher cost: survey completers referred by Snapchat versus Facebook were significantly younger and more likely to be male (Table 3), characteristics that were associated with a tendency for greater enrollment in our sample (Table 2). Differences in geographic radius are also unlikely to explain Snapchat’s higher cost: Snapchat advertisements did not need to be extended as far as Facebook advertisements to attain a meaningful number of impressions (10 miles vs 25 miles), indicating that Snapchat users were in closer proximity to New Haven, thus even better positioned to attend the office visits.

Therefore, a more likely explanation for Snapchat’s greater cost may be logistical differences between the platforms that we lacked resources to experimentally control given that directly comparing Facebook and Snapchat was not the primary aim of our study. The first such difference was that during analysis 1 (ie, January-April, 2019), Facebook was more restrictive than Snapchat regarding alcohol-related advertising content for users aged <21 years. Our Facebook advertisements during this window placed greater relative emphasis on sleep than alcohol, whereas the Snapchat advertisement had a more balanced emphasis between the two (Figure 1). This difference could have been a confounder, as study 2 later revealed the superiority of sleep content in attracting clicks. The second logistical difference between Facebook and Snapchat was that the latter required a greater number of informational landing pages.
separating the advertisement from the survey questions. This requirement, imposed because Snapchat found our privacy policy lacked enough explanation to be directly linked from an advertisement, could have deterred survey completion. On the positive side, it filtered some users not engaged enough to follow through with enrollment, evidenced by the lesser cost difference when tabulating enrolled volunteers as opposed to completed surveys. However, this only partially rebalanced the cost difference between the platforms. Future studies could elicit specialized customer support from Facebook and Snapchat to control these logistical differences, thus making a more valid direct comparison. As for Instagram, it was outperformed by Facebook advertisement placement, but the shared platform bid-optimizing algorithm automatically solved this problem by targeting advertisement impressions away from Instagram to Facebook. Although image-based social media, such as Instagram, previously led to decreased loneliness and increased happiness and satisfaction with life compared with Facebook among young adults [31], we found it was less effective as a recruitment tool.

Limitations
This study had several limitations. First, the in-person nature of the study limited geographic representation. Second, social media advertising cannot ensure representative sampling because click rates are low. Furthermore, we acknowledge that these low click rates could reflect this being a hard-to-reach population that may be better reached by online community-based or respondent-driven sampling [44]. On the other hand, our click rates were above the median of previous studies that included easier-to-reach populations [43], suggesting this was also an appropriate population for which to explore social media advertising. In addition, we successfully oversampled heavy drinkers compared with survey data [45]. Third, alcohol use risk status was limited to self-report. Fourth, we studied predictors of advertisement clicking but not survey completion (eg, survey user experience). Fifth, a disproportionate number of respondents were women (69%). However, the women in our sample had significantly more prevalent heavy drinking and less prevalent concern about drinking than men (Table 4), thus their greater inclusion may be a natural consequence of our objective to target high-risk drinkers who are not concerned about their drinking. Sixth, although we designed advertising content to achieve the aims of both studies, style is a possible confounder. In study 1, although the text mentioned both sleep and alcohol, the visuals were more focused on sleep, which could have biased attention toward survey responses reflecting greater sleep concerns and lesser alcohol concerns. However, before accessing the survey, participants had to view several layers of text (advertising text and study overview text on the following page), which extensively referenced both sleep and alcohol as integral to the inclusion criteria and intervention. Thus, survey respondents had been exposed to information on both sleep and alcohol. We therefore maintain that our analysis demonstrates greater concerns about sleep than alcohol. In study 2, the sets had stylistic differences (visual placement, size of images, and wording) that could have confounded the content differences that we aimed to examine. However, the 27 enrolled participants were queried on poststudy interviews as to what they found appealing about the advertisements, and none mentioned image or stylistic aspects (full content of interviews to be published in a forthcoming manuscript). The final limitation was that we reached more college students than nonstudents.

Conclusions
Despite these limitations, these data demonstrate that social media advertisements targeting young adults with sleep concerns or an interest in sleep reach those who drink heavily and are more effective than advertisements focused on drinking. Many young adults do not seek help for their drinking because of several potential reasons, including low perceived need [46]. Thus, having another on-ramp for alcohol prevention strategies is important. In this case, targeting a coexisting health behavior that young adults may be more open to discuss (ie, sleep) may facilitate better engagement regarding their drinking, a behavior they may be open to discussing. We previously found that heavy-drinking young adults find sleep interventions appealing, are interested in personalized information about sleep and alcohol interactions [15], and that sleep interventions demonstrate promise as a gateway for intervening in alcohol use and engaging heavy-drinking young adults in treatment [16]. Data from this study lend insight into the scalability of this approach by demonstrating that it can be disseminated using social media. We could further infer from this study that a sleep intervention could be disseminated using other web-based venues that are becoming widely popular among young adults (eg, web-based information, mobile apps, and support groups [18]). In addition, among young adults, sleep and alcohol have been found to cluster not only with each other but also with other health behaviors such as smoking and diet. Furthermore, interventions changing one of these behaviors sometimes change others as well [47]. Thus, the proof-of-concept generated by our past work and this study bears potential for extension to these other behaviors. In addition, this line of research warrants further study across other popular social media platforms, such as YouTube and Twitter [48].
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Abstract

Background: There is a pressing need to address the unacceptable disparities and underrepresentation of racial and ethnic minority groups, including Hispanics or Latinxs, in smoking cessation trials.

Objective: Given the lack of research on recruitment strategies for this population, this study aims to assess effective recruitment methods based on enrollment and cost.

Methods: Recruitment and enrollment data were collected from a nationwide randomized controlled trial (RCT) of a Spanish-language smoking cessation intervention (N=1417). The effectiveness of each recruitment strategy was evaluated by computing the cost per participant (CPP), which is the ratio of direct cost over the number enrolled. More effective strategies yielded lower CPPs. Demographic and smoking-related characteristics of participants recruited via the two most effective strategies were also compared (n=1307).

Results: Facebook was the most effective method (CPP=US $74.12), followed by TV advertisements (CPP=US $191.31), whereas public bus interior card advertising was the least effective method (CPP=US $642.50). Participants recruited via Facebook had lower average age (P=.008) and had spent fewer years in the United States (P<.001). Among the participants recruited via Facebook, a greater percentage of individuals had at least a high school education (P<.001) and an annual income above US $10,000 (P<.001). In addition, a greater percentage of individuals were employed (P<.001) and foreign born (P=.003). In terms of subethnicty, among the subjects recruited via Facebook, a lower percentage of individuals were of Mexican origin (P<.001) and a greater percentage of individuals were of Central American (P=.02), South American (P=.01), and Cuban (P<.001) origin.

Conclusions: Facebook was the most effective method for recruiting Hispanic or Latinx smokers in the United States for this RCT. However, using multiple methods was necessary to recruit a more diverse sample of Spanish-preferring Hispanic or Latinx smokers.

(J Med Internet Res 2020;22(8):e19389) doi:10.2196/19389
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Hispanic; Latino; smoking cessation intervention; randomized controlled trial; tobacco cigarette; recruitment; social media; Facebook; web banner ad

Introduction

Tobacco smoking is the leading cause of preventable death in the United States [1] and is associated with 4 of the 5 leading causes of death among Hispanics or Latinxs (cancer, heart disease, stroke, and diabetes) [2]. According to the US Census Bureau, Hispanics or Latinxs represent 18% of the US population and are considered the largest and the second fastest growing racial ethnic minority group, making tobacco cessation among this population a public health priority [3,4]. US Hispanic or Latinx adults generally report lower smoking rates (10%) than non-Hispanic Whites (15%) [5]. In addition, Hispanics or Latinxs smoke fewer cigarettes per day (CPD) and are more often nondaily smokers [6]. However, smoking prevalence has been found to vary by ethnic subgroup, with the highest prevalence among those of Puerto Rican (19% men and 16% women) and Mexican (15% men and 7% women) origins and the lowest prevalence among those of Dominican origin (6% total) [7].

Despite the significant burden of smoking-related morbidity and mortality, Hispanics or Latinxs are often underrepresented in clinical trials, including smoking cessation trials [6,8,9]. More than 10 years after the publication by the US Department of Health and Human Services [10] called for the development and evaluation of smoking cessation interventions for racial/ethnic minority groups, only a handful of trials have been conducted with Hispanics or Latinxs [11-16]. There is a scarcity of Spanish-language and evidence-based smoking cessation interventions tailored to this population [17,18]. Yet, 16 million Hispanics or Latinxs report speaking English less than “very well” or “not at all,” and another 11 million are bilingual but prefer to use Spanish [19,20].

Recruiting Hispanics or Latinxs for randomized trials can be challenging, especially among those who speak little or no English [21,22]. Additional factors that influence recruitment might also relate to acculturation responses, limited or no previous experience of participating in research, mistrust in study sponsors (eg, government sponsors), language and health literacy, and apprehension about deportation for undocumented immigrants [23]. Although several studies have examined recruitment strategies for enrolling smokers into randomized trials [24], there is a lack of research examining strategies for recruiting underrepresented smokers such as Hispanics or Latinxs [25-27]. Furthermore, few studies have examined the costs of different recruitment strategies [24]. Successfully recruiting Hispanic or Latinx smokers will allow researchers and public health organizations to develop and test more effective interventions and programs for this underserved population. This goal aligns with the national imperatives of inclusivity.

This paper describes the recruitment strategies, including number enrolled, direct cost per strategy, and cost per participant (CPP), for an ongoing randomized controlled trial (RCT) of Hispanic or Latinx smokers who prefer receiving their health information in Spanish [28]. Demographic and smoking-related characteristics of participants recruited via the two most effective strategies were also compared. These findings can be useful to maximize recruitment success for future studies and to inform resource allocation for reaching a large, diverse, and hard-to-reach group of smokers.

Methods

Overview of Randomized Trial

There is a lack of evidence-based, Spanish-language smoking cessation interventions available for Hispanics or Latinxs [17]. To address this gap, we developed a series of culturally relevant self-help booklets and pamphlets for Hispanic or Latinx smokers. This new, targeted intervention was developed by transcreating (translating + adapting) an existing English-language, validated self-help smoking cessation and relapse prevention intervention titled, Forever Free®: Stop Smoking for Good (SSFG) [29-31]. Using a multiphase qualitative approach, we successfully transcreated the SSFG intervention into a version tailored specifically for individuals who prefer health education materials in Spanish [31]. The Spanish-language version of SSFG is titled Libre del cigarrillo, por mi familia y por mí: Guía para dejar de fumar (Free from Cigarettes, for my family and for me: Guide to quit smoking). Details regarding booklet development and content are presented elsewhere [31].

In the ongoing RCT (trial registration: NCT02945787), the efficacy of the Libre del Cigarrillo intervention is compared with usual care, a Spanish-language smoking cessation booklet from the National Cancer Institute [28,32]. The 1417 Hispanic or Latinx smokers enrolled in the study were oversampled from Florida. 555 from Florida and 852 from the rest of the contiguous United States or Puerto Rico. Participants were randomly assigned to receive the Libre del Cigarrillo intervention or usual care and were asked to complete follow-up assessments every 6 months for 2 years. Participants received a US $20 gift card for each completed assessment. Details regarding procedures, baseline sample characteristics, and study design for the RCT are presented elsewhere [28].

Procedures

Recruitment for the RCT began in October 2016 and ended in June 2018. Study team members were bilingual, and all recruitment materials (eg, screening forms, advertisements) were in Spanish. Study advertisements included a toll-free number and a link to the study web page for potential participants to enter contact information. This study was reviewed and approved by the Chesapeake Institutional Review Board.
Measures

Eligibility Screening
Eligibility screenings were completed by phone and in Spanish by study staff located in Tampa, Florida. Inclusion criteria were age $\geq 18$ years, smoking $\geq 5$ tobacco cigarettes per week over the last year, not currently enrolled in a face-to-face smoking cessation program, and preference for receiving health education materials in Spanish. Smokers were excluded from participating in the study if they were unable to provide a valid US mailing address or if a member of their household was already enrolled in the study. During the screening, participants were asked how they heard about the study.

Baseline Assessment
The baseline survey was in Spanish and assessed sociodemographic characteristics (eg, race, Hispanic or Latinx subethnicity, education, etc), smoking history, nicotine dependence (Spanish version of the Fagerström Test for Nicotine Dependence) [33], and readiness to quit smoking (Contemplation Ladder) [34]. Other measures assessed the motivation to quit smoking, acculturation, familism, and affect.

Recruitment Strategies and Cost
We used the following recruitment strategies: Facebook, television (TV), website banners, bus signage, flyers, press releases, Craigslist posts, TV and radio interviews, and electronic mailing lists (Table 1). Table 2 presents a description of each recruitment method, the direct cost of implementation, the number of participants enrolled, and the CPP (the direct cost for implementing the strategy divided by the number of enrolled participants). The monetary value of staff time was not included in the cost calculations because the time spent on initiation and implementation was shared equally across the recruitment strategies. Similarly, any cost incurred by the Moffitt Cancer Center (MCC), such as materials (ie, printing supplies) and services (eg, shipping, public relations, and graphic design) were excluded from cost calculations. We only included expenses directly charged to the trial.
<table>
<thead>
<tr>
<th>Methods</th>
<th>Descriptions</th>
<th>Geographic reach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook advertisement</td>
<td>Paid advertisement of free smoking cessation materials containing smoking-related imagery, the study phone number, and the direct link to the web page. Advertisements targeted Hispanic or Latinx adults who showed interest in tobacco-related topics</td>
<td>Nationwide</td>
</tr>
<tr>
<td>TV advertisement</td>
<td>Paid 30-second video advertising of free smoking cessation materials as a part of a research study in Spanish. Advertisements ran on weekdays via Entravision Spanish-language TV stations</td>
<td>Tampa, Florida, Orlando, Florida, McAllen, Texas, El Paso, Texas, San Diego, California, Albuquerque, New Mexico, Santa Fe, New Mexico, Hartford, Connecticut</td>
</tr>
<tr>
<td>Word of mouth</td>
<td>Participants told other smokers in their social network about the study without encouragement or compensation</td>
<td>N/Aa</td>
</tr>
<tr>
<td>Website banner advertisement</td>
<td>Paid advertisement of free smoking cessation materials. The banners contained pictures of people smoking, the study phone number, and the direct link to the web page. Web-based advertisements were displayed on desktops and mobile devices and targeted Hispanic or Latinx adult smokers on multiple websites</td>
<td>Miami, Florida, Puerto Rico</td>
</tr>
<tr>
<td>Public bus interior cards</td>
<td>Paid advertisement of free smoking cessation materials, the study phone number, and web page address. Advertisements were displayed on the interior of buses</td>
<td>Orlando, Florida</td>
</tr>
<tr>
<td>Flyers</td>
<td>CABb members distributed flyers at community clinics, health fairs, and recruitment events. Flyers publicized free smoking cessation materials and included the study phone number and web page address</td>
<td>Florida, Texas, New Mexico, Puerto Rico, California, Arizona, Colorado, North Carolina, Ohio, Massachusetts</td>
</tr>
<tr>
<td>Radio and TV interviews (Univision)</td>
<td>A team member was interviewed about the study. The show, called <em>Tu Salud Informa</em>, was hosted by a CAB member in Spanish</td>
<td>Puerto Rico</td>
</tr>
<tr>
<td>TV interview (Univision)</td>
<td>A team member was interviewed about the study on the show, <em>Pregúntale al Médico</em></td>
<td>Tampa Bay area, Florida</td>
</tr>
<tr>
<td>Press releases</td>
<td>Stories featuring the RCTc were distributed by the cancer center to local newspapers for the Hispanic Heritage Month and Lung Cancer Awareness Month</td>
<td>Tampa Bay area, Florida</td>
</tr>
<tr>
<td>Electronic mailing lists</td>
<td>An electronic newsletter including the study flyer was sent to bilingual community members in the Tampa Bay area and health care providers and community organizations in Puerto Rico</td>
<td>Tampa Bay area, Florida</td>
</tr>
<tr>
<td>Craigslist</td>
<td>Free advertisement placed under the <em>community</em> section for 5 Florida counties</td>
<td>Hillsborough, Lee, Polk, Miami-Dade, Orange</td>
</tr>
</tbody>
</table>

aN/A: not applicable.
bCAB: community advisory board.
cRCT: randomized controlled trial.
An advertising agency managed the campaign. Initially, users were recruited to reach a broader segment of the target population. We conducted a nationwide paid Facebook advertisement campaign. Participants were enrolled.

Second Miami campaign. The total direct cost for the digital campaign was $4620 or about US $0.07 per impression. A second Miami campaign. The total direct cost for the digital campaign was US $760 (110,000 viewer impressions) for the Puerto Rico campaign, US $2000 (300,000 viewer impressions) for the Miami campaign, and US $6751. Costs for the entire recruitment period totaled US $76,338. Of the 1686 screened individuals, 1030 (61.1%) were enrolled.

TV Advertisement
The first strategy was a TV advertisement campaign. Entravision, an affiliate of the Univision and UniMás TV networks, created two 30-second videos (with a male and female voice-over) advertising no-cost smoking cessation materials, toll-free number, and web page. The first campaign ran from November 2016 to February 2017 in Texas, Florida, California, and New Mexico. The second campaign ran from June 2017 to July 2017 in Texas, Connecticut, and Massachusetts. Markets were selected based on the prevalence of smoking among adult Hispanics or Latinx in each state. The videos were broadcast 1441 times by at least 13 TV stations. The advertisements initially ran Monday through Friday (weekends were substantially more expensive) but eventually focused on Wednesday through Friday because of greater response volumes. A limitation of TV advertising with Entravision was the company’s lack of affiliates in Miami and Puerto Rico, the 2 markets with a substantial Hispanic or Latinx population. The total cost for creating and placing TV advertisements was US $52,994. We screened 525 potential participants, 52.8% (277/525) of whom were enrolled.

Website Banner Advertising
To reach the Miami and Puerto Rico markets, we worked with Entravision’s Pulpo digital advertising unit, the leading Hispanic/Latinx advertising platform. A total of 5 versions of desktop and mobile banners were created that included a direct link to the study web page and content similar to the TV advertisements. The campaigns began in November 2016, but they were discontinued after 1 month because of a very low response rate (11 inquiries). A second digital campaign was run in Miami for 1 month (June 2017). Website banner advertisements were charged by impressions or the number of times the advertisements were shown. The costs were US $1500 (216,667 viewer impressions) for the first Miami campaign, US $2000 (300,000 viewer impressions) for the Puerto Rico campaign, and US $760 (110,000 viewer impressions) for the second Miami campaign. The total direct cost for the digital campaign was US $4620 or about US $0.07 per impression. A total of 16 potential participants were screened, and 11 (68%) participants were enrolled.

Facebook
We conducted a nationwide paid Facebook advertisement campaign to reach a broader segment of the target population. An advertising agency managed the campaign. Initially, users who self-identified as primarily Spanish-speaking and living in the United States were targeted. The campaign was also modified to target Hispanic bilingual users to extend the reach. The advertisements targeted users who liked or showed interest in tobacco-related topics using keywords (eg, cigarettes, quitting smoking, smoking, and tobacco smoking).

Facebook offered 1 format for the advertisements that included the use of 1 image per advertisement, a limited word count, the study phone number, and a link to the study web page. The research team used a different image, but identical text, for the 2 advertisements. The advertisements were reviewed and approved by Facebook [35]. After 11 months of launch, Facebook paused the campaign because the text did not meet its advertisement policies of attribution (targeting characteristics) [35]. Facebook restarted the campaign after revising and resubmitting text modifications, removing any indication that the advertisement was targeting known smokers.

Concurrent with the nationwide Facebook campaign, which displayed our advertisements to users in any US state and Puerto Rico, we targeted metropolitan areas within the following regions: Southwest (California, Texas, Arizona, New Mexico, Nevada, and Colorado); Northeast (Massachusetts, New York, New Jersey, and Connecticut); Midwest (Illinois); and Southeast United States (District of Columbia, Virginia, Georgia, and Florida). The Facebook advertisements ran from February 2017 to June 2018. The average daily spending was US $35.80, and the average cost per click was US $0.46. The cost of the advertising agency for project management over the course of the campaign was US $6751. Costs for the entire recruitment period totaled US $76,338. Of the 1686 screened individuals, 1030 (61.1%) were enrolled.

Public Transit Advertising
Direct Media USA (now Vector Media) developed and launched a public transit campaign in the Orlando, Florida, metropolitan area, where 31% of the population is Hispanic or Latinx [36]. MCC’s graphic design team created an 11”×28” color advertisement that was installed in the interior of 50 buses, reaching more than 100,000 passengers daily. The campaign ran from July to August 2017 and was discontinued because of a low response rate. The total cost was US $1285: a one-time setup fee of US $10.50 per display for 50 displays, a monthly media rate of US $12 per display, plus a shipping and processing charge of US $160. A total of 5 potential participants were screened, and 2 participants were enrolled.

Table 2. Recruitment cost of strategies directly charged to the project.

<table>
<thead>
<tr>
<th>Recruitment methods</th>
<th>Direct cost to project, US $</th>
<th>Number of enrolled participants, n</th>
<th>Cost per enrolled participant*, US $</th>
<th>Duration, months</th>
<th>Number of enrolled participants per month, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook advertisement</td>
<td>76,339</td>
<td>1030</td>
<td>74</td>
<td>16</td>
<td>64</td>
</tr>
<tr>
<td>Television advertisement</td>
<td>52,994</td>
<td>277</td>
<td>191</td>
<td>6</td>
<td>46</td>
</tr>
<tr>
<td>Website banner advertisement</td>
<td>4260</td>
<td>11</td>
<td>387</td>
<td>2</td>
<td>6</td>
</tr>
<tr>
<td>Public bus interior cards</td>
<td>1285</td>
<td>2</td>
<td>643</td>
<td>1</td>
<td>2</td>
</tr>
</tbody>
</table>

*aCost per enrolled participant=direct cost divided by the enrolled participant.

*bEnrolled per month=enrolled participant divided by the duration.
Cultural Advisory Board and Community Partnerships

Recruitment was facilitated by a cultural advisory board (CAB) comprising researchers with experience in recruiting Hispanic or Latinx participants located throughout the Southwest United States and Puerto Rico. Full page color flyers publicizing no-cost smoking cessation materials were distributed at community clinics, health fairs, and recruitment events. The flyers included the study toll-free number and web page address. In addition to the CAB, 2 existing partnerships of academic and community-based organizations facilitated and supported the recruitment process: the Tampa Bay Community Cancer Network (TBCCN) and the Ponce School of Medicine-MCC Partnership in Puerto Rico. In the Tampa Bay area, flyers were distributed via a subset of the community-based organizations that comprise TBCCN. In Puerto Rico, in addition to flyers, information about the study was disseminated via TV (Telemundo/ABC affiliate) and radio (Radio Salud 1520 AM) interviews with a team member. One potential participant was screened from a TV interview. No participants were enrolled using flyers, TV, or radio interviews, and there was no direct cost to the study.

Television Interview

An interview was conducted in Univision Tampa Bay’s Pregúntate al Médico (Ask the Physician) with a team member about the study. The interview aired on WVEA-TV, an Entravision Communications local station serving the cities of Tampa and Saint Petersburg, FL. There was no direct cost for this service, which resulted in the screening of 2 potential participants and enrollment of 1 participant.

Additional Strategies

The study included an overrepresentation of participants from Florida to facilitate, in part, a biochemical verification of smoking status. Advertisements were placed on Craigslist for a month under the community section for 5 Florida counties (Hillsborough, Lee, Miami-Dade, Orange, and Polk). Electronic mailing lists were used to reach bilingual community members from the MCC’s catchment area and health care providers in the Tampa Bay area and Puerto Rico, respectively. In addition, press releases were distributed by MCC to newspapers in the Tampa Bay area for Hispanic Heritage Month and Lung Cancer Awareness Month in 2016. These strategies did not result in any enrolled participants, and there was no direct cost to the study.

Word of Mouth

A total of 62 enrolled participants indicated that they learned about the study through other people. Participants were not encouraged to tell other smokers about the study. Word of mouth was not a planned strategy, and there was no direct cost to the study.

Analysis

To further inform recruitment strategies in future smoking cessation trials, analyses aimed to identify differences in demographics and smoking-related variables between participants recruited via Facebook versus TV advertisements, given that these were the recruitment methods that yielded the greatest number of participants. Comparisons were performed using two-tailed t tests for continuous variables and chi-square tests for categorical variables, with an alpha of .05. All statistical analyses were conducted using SPSS Statistics Version 25.0 (IBM Corporation).

Results

Participant Sample

For the RCT, 2387 smokers were screened. Of those, 2056 met the inclusion criteria, consented to participate, and were sent a baseline assessment. Of the 1467 who completed the baseline, 1417 were eligible and were randomized and enrolled in the study. Most participants (1307) were recruited via Facebook and TV advertisements. The 1030 participants recruited via Facebook represented 40 states from all US regions: South (n=648), West (n=191), Northeast (n=94), Midwest (n=44), and Puerto Rico (n=53).

Enrollment and CPP

Facebook yielded the greatest number of enrolled participants with 72.69% (1030/1417) of the total sample, followed by TV with 19.54% (277/1417), and word of mouth with 4.38% (64/1417). Website banner advertisements and public bus interior cards yielded less than 1% (12/1417) of the enrolled participants, combined. Facebook had the lowest cost (CPP=US $74.12), followed by TV advertisements (CPP=US $191.31). Website banner advertisements (CPP=US $387.27) and public bus interior cards (CPP=US $642.50) were the most expensive recruitment methods. The computed CPPs for the strategies that were directly charged to the project are displayed in Table 2, along with the average number of enrolled participants per month.

Facebook Versus TV

Demographic Variables

The characteristics of participants by recruitment strategy are presented in Table 3. Participants recruited via TV advertisements had a higher average age ($t_{(1305)}=-2.7; P=.008$), and a higher percentage of them had less than a high school education ($n=1270; \chi^2=76.3; P<.001$). In addition, a higher percentage of participants recruited via TV had an annual household income below US $10,000 ($n=1277; \chi^2=12.6; P<.001$), and a lower percentage of them were employed ($n=1274; \chi^2=35.9; P<.001$). Participants recruited via TV advertisements had a higher average number of years living in the United States ($t_{(1207)}=-6.6; P<.001$) and a lower percentage of foreign births ($n=1299; \chi^2=8.8; P=.003$). In terms of subethnicity, a higher percentage of participants recruited via TV advertisements were of Mexican/Mexican American origin ($n=1300; \chi^2=54.4; P<.001$) and a lower percentage of them were of Central American origin ($n=1300; \chi^2=5.6; P=.02$), South American origin ($n=1300; \chi^2=6.6; P=.01$), and Cuban origin ($n=1300; \chi^2=41.4; P<.001$). Finally, participants

https://www.jmir.org/2020/8/e19389

J Med Internet Res 2020 | vol. 22 | iss. 8 | e19389 | p.1192

(page number not for citation purposes)
recruited via TV advertisements had a higher percentage of those not reporting race (n=1307; $\chi^2_1=16.7$; $P<.001$).

**Other Variables**

There were no statistically significant differences in the recruitment method for acculturation or any of the smoking-related variables.
Table 3. Participant characteristics by the recruitment method (n=1307).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Facebook (n=1030)</th>
<th>Television (n=277)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>49.4 (11.6)</td>
<td>51.5 (12.0)</td>
<td>.008</td>
</tr>
<tr>
<td>Age group (years), n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-29</td>
<td>51 (5.0)</td>
<td>12 (4.3)</td>
<td>.12</td>
</tr>
<tr>
<td>30-39</td>
<td>171 (16.6)</td>
<td>34 (12.3)</td>
<td></td>
</tr>
<tr>
<td>40-49</td>
<td>249 (24.2)</td>
<td>67 (24.2)</td>
<td></td>
</tr>
<tr>
<td>50-59</td>
<td>361 (35.0)</td>
<td>93 (33.6)</td>
<td></td>
</tr>
<tr>
<td>≥60</td>
<td>198 (19.2)</td>
<td>71 (25.6)</td>
<td></td>
</tr>
<tr>
<td>Sex (women), n (%)</td>
<td>490 (47.6)</td>
<td>143 (51.6)</td>
<td>.23</td>
</tr>
<tr>
<td>Education (&lt;high school diploma), n (%)</td>
<td>251 (25.0)</td>
<td>141 (52.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Employed, n (%)</td>
<td>631 (62.7)</td>
<td>113 (42.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Annual income per household &lt;US $10,000, n (%)</td>
<td>371 (38.1)</td>
<td>128 (50.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Marital status (married or cohabiting), n (%)</td>
<td>479 (46.9)</td>
<td>139 (50.2)</td>
<td>.33</td>
</tr>
<tr>
<td>Race, n (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>486 (47.2)</td>
<td>109 (39.4)</td>
<td>.10</td>
</tr>
<tr>
<td>Black or African American</td>
<td>34 (3.3)</td>
<td>2 (0.7)</td>
<td>.06</td>
</tr>
<tr>
<td>American Indian or Alaska Native</td>
<td>32 (3.1)</td>
<td>6 (2.2)</td>
<td>.82</td>
</tr>
<tr>
<td>Asian</td>
<td>1 (0.1)</td>
<td>1 (0.4)</td>
<td>.31</td>
</tr>
<tr>
<td>Native Hawaiian or Other Pacific Islander</td>
<td>24 (2.3)</td>
<td>4 (1.4)</td>
<td>.80</td>
</tr>
<tr>
<td>Multiple races</td>
<td>40 (3.9)</td>
<td>6 (2.2)</td>
<td>.44</td>
</tr>
<tr>
<td>Not reported</td>
<td>413 (40.1)</td>
<td>149 (53.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Subethnicity, n (%)</td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Puerto Rican</td>
<td>163 (15.9)</td>
<td>53 (19.3)</td>
<td>.17</td>
</tr>
<tr>
<td>Central American</td>
<td>69 (6.7)</td>
<td>8 (2.9)</td>
<td>.02</td>
</tr>
<tr>
<td>Mexican or Mexican American</td>
<td>315 (30.7)</td>
<td>150 (54.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>South American</td>
<td>99 (9.6)</td>
<td>13 (4.7)</td>
<td>.01</td>
</tr>
<tr>
<td>Cuban</td>
<td>254 (24.8)</td>
<td>19 (6.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Dominican</td>
<td>28 (2.7)</td>
<td>6 (2.2)</td>
<td>.62</td>
</tr>
<tr>
<td>Other</td>
<td>14 (1.4)</td>
<td>3 (1.1)</td>
<td>.73</td>
</tr>
<tr>
<td>More than one subethnicity</td>
<td>84 (8.2)</td>
<td>22 (8.0)</td>
<td>.93</td>
</tr>
<tr>
<td>Born outside the United States, n (%)</td>
<td>812 (78.8)</td>
<td>195 (70.4)</td>
<td>.003</td>
</tr>
<tr>
<td>Years in the United States (for foreign born)(^a), mean (SD)</td>
<td>14.1 (11.7)</td>
<td>20.4 (13.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Acculturation (SASH)(^b), mean (SD)</td>
<td>19.7 (6.3)</td>
<td>19.0 (6.5)</td>
<td>.08</td>
</tr>
</tbody>
</table>

**Smoking-related variables**

<table>
<thead>
<tr>
<th>Smoking-related variables</th>
<th>Facebook (n=1030)</th>
<th>Television (n=277)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Smoke daily, n (%)</td>
<td>970 (94.2)</td>
<td>253 (91.3)</td>
<td>.12</td>
</tr>
<tr>
<td>E-cigarettes(^c), n (%)</td>
<td>45 (4.4)</td>
<td>11 (4.0)</td>
<td>.80</td>
</tr>
<tr>
<td>Years of smoking, mean (SD)</td>
<td>27.8 (12.6)</td>
<td>29.4 (13.8)</td>
<td>.09</td>
</tr>
<tr>
<td>CPD(^d), mean (SD)</td>
<td>14.9 (8.5)</td>
<td>14.0 (7.7)</td>
<td>.09</td>
</tr>
<tr>
<td>FTND(^e), mean (SD)</td>
<td>4.9 (2.4)</td>
<td>4.9 (2.3)</td>
<td>.90</td>
</tr>
<tr>
<td>Contemplation ladder, mean (SD)</td>
<td>6.9 (2.8)</td>
<td>7.0 (2.9)</td>
<td>.49</td>
</tr>
</tbody>
</table>

\(^a\)Only includes those who were not born in the United States or Puerto Rico.

\(^b\)SASH: Short Acculturation Scale for Hispanics.
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Discussion

Principal Findings

A greater representation of Hispanic or Latinx individuals is needed in smoking cessation trials. Moreover, given the heterogeneity of the Hispanic or Latinx population, it may be necessary to analyze which recruitment strategies successfully contributed to the accrual of a diverse sample. This study aimed to evaluate the methods used to recruit Spanish-speaking Hispanic or Latinx smokers in terms of CPP and enrollment success. The results will inform the development and implementation of effective recruitment strategies for future studies.

The ongoing RCT used a combination of mass media (ie, TV advertisements, press releases, and TV and radio interviews); social media (ie, Facebook); and internet-based (ie, banner advertisements) and community outreach strategies. A total of 3 recruitment methods accounted for the majority of enrolled participants: Facebook, TV, and word of mouth. Facebook was ultimately the most effective recruitment method based on CPP (US $74 per participant), and it also yielded the highest average enrollees per month (n=64). TV advertisements, the original recruitment method, yielded the second highest number of participants at about 46 enrollees per month and were the second most effective strategy at US $190 CPP. There are several reasons we believe Facebook was most effective in reaching our intended population. Unlike TV advertisements, which can be very expensive in markets with a high density of Hispanics or Latinxs (eg, Miami, New York City, and Puerto Rico), Facebook advertising campaigns can have a national reach with an affordable cost regardless of the city, state, or Hispanic or Latinx population share. We were also able to further target our advertising using interest-based keywords (eg, cigarettes, quitting smoking, smoking, and tobacco smoking), which is a unique benefit of using this platform as compared with TV. Another reason Facebook was the most effective method for the current RCT is that this platform is a trusted media source among Hispanics or Latinxs. Evidence suggests that Hispanics or Latinxs are receptive to advertising via Facebook, and compared with the other cultural groups, Hispanics or Latinxs have been found to be more inclined to share content with their extended networks [37].

In comparison with mass media, social media/web-based advertisements can be highly targeted, thus increasing the chances of reaching the intended population, which should translate to more eligible participants. However, Facebook policies targeting personal attributes changed midstudy. The original advertisement stated, “Are you interested in quitting smoking?” with the assumption that the social media user was a smoker. Following the policy change, less emphasis was placed on the user’s personal attributes and more emphasis on the availability of materials to quit smoking at no cost. An advertisement introduced later stated, “Quit smoking help available at no cost!” Furthermore, the process of revision and approval for Facebook advertisements was lengthy and iterative, which contributed to unanticipated delays in recruitment. Future researchers may consider consulting with Facebook earlier in advertisement development to reduce potential delays.

Offline campaigns, such as TV advertisements, usually resulted in call volumes that peaked immediately following the release of the advertisement. Facebook advertisements typically resulted in a steady response rate. Another advantage of Facebook advertisements was that they linked interested individuals directly to the study web page.

It is important to consider that Hispanics or Latinxs are among the leading social media users and the fastest growing ethnic group on Facebook in the United States. In 2015, 75% of Hispanic or Latinx adult internet users were on Facebook (compared with 45% in 2010) [38,39]. Furthermore, a recent report on TV viewership found that engagement with Spanish-language TV and the household reach of Spanish networks in the United States have decreased in recent years [40]. However, mass media (ie, TV and radio) have shown success in reaching the Hispanic or Latinx audience [39,41]. Accordingly, TV advertisements still played an essential role in ensuring that we recruited a diverse sample. Participants recruited via TV advertisements were 2 years older on average and had lower socioeconomic attainment (ie, education, income, and employment) than those recruited via Facebook. As such, utilizing methods besides Facebook is an essential strategy to ensure that a wider diversity of socioeconomic status is included. Ensuring that this subgroup is captured in smoking cessation trials is of particular importance because research demonstrates a higher prevalence of smoking among lower socioeconomic status groups, and they greatly bear the burden of tobacco-related health disparities [42].

Furthermore, using Facebook in addition to TV was essential in enrolling a diverse sample of Hispanic or Latinx subgroups. A higher percentage of Mexican/Mexican American participants were recruited via TV advertisements, whereas a higher percentage of Central American, South American, and Cuban participants were recruited from Facebook. The greater representation of Mexican Americans is possibly a reflection of heavier TV advertising in the Southwest. Given the variations within the Hispanic or Latinx population in terms of lifestyle, socioeconomic characteristics, access to health care, and smoking patterns, it is important to develop recruitment strategies to ensure representation from all countries of origin [43-47]. A more representative sample allows for comparisons across groups and increases the potential generalizability of these findings. It is evident that Facebook and TV advertisements attracted participants with different countries of origin into the RCT.

Unexpectedly, word of mouth was the method that yielded the third highest number of participants, even though we did not encourage or compensate for referrals. Brodar et al [26] also found that word of mouth was a free method that was highly
effective in yielding enrolled smokers. Receiving free smoking cessation materials and compensation for completing assessments may have motivated participants to tell their family members and friends about the study. However, researchers should be cautious about participants within the same social network being randomized to different intervention arms because of the potential for cross-contamination. Another unexpected finding was the poor performance of the flyers. However, this is consistent with past research showing that Hispanic or Latinx smokers were less likely to be recruited by flyers [26,48].

Among paid recruitment methods, website banners and bus signs yielded very few participants at a very high cost, consistent with previous reports [26]. Website banner advertisements may be more effective than physical advertisements because they provide potential participants with easier and more immediate access to the study web page.

Limitations
This study has some limitations that should be noted. First, there is a possibility of misclassification of recruitment methods by participants. However, only a negligible number of screened individuals (n=48) and enrolled participants (n=34) endorsed methods that were not used in their geographic region. Second, given the broad reach of the mass media campaign, and the fact that we used a variety of methods, it is possible that participants were exposed to more than one advertising modality. Third, only a single social media platform (ie, Facebook) was used. Twitter and Instagram, with about 10 and 13 million Hispanic or Latinx adult users, respectively, are other social media sites that hold great potential for recruiting participants from this population [38]. However, as stated previously, Facebook is the most popular social media platform among Hispanic or Latinx adults with 28 million users, more than Instagram and Twitter combined [38]. Finally, the representativeness of this sample to the population of US Spanish-language preferred, treatment-seeking Hispanic or Latinx smokers is difficult to know. On average, this sample comprised older, heavier smoking, and more daily smokers than national samples of Hispanic or Latinx smokers [43]. However, these demographics are not unusual for a treatment-seeking subgroup of smokers.

Conclusions
Overall, successfully recruiting a socioeconomically and ethnically diverse sample of Hispanic or Latinx smokers is necessary to increase the access to cessation trials and the generalizability of study findings, in response to national calls for more inclusivity in clinical research [49]. Using multiple strategies, we recruited a large national sample of Hispanic or Latinx smokers representing diverse ethnic subgroups from this population. The utilization of social media was an effective method to recruit participants into an RCT and improve the inclusion of a historically underrepresented population. To the best of our knowledge, no other smoking cessation trial with Hispanic or Latinx smokers has reported on using Facebook as a recruitment strategy [50]. Social media use is rapidly growing among Hispanic or Latinx adults and holds great potential for the recruitment of study participants. Facebook is a low-cost, effective method to recruit Hispanic or Latinx smokers. However, mass media campaigns, specifically via TV, are still needed to reach a segment of the Hispanic or Latinx population that is at a greater socioeconomic disadvantage. Researchers aiming to enroll a representative sample of Hispanic or Latinx smokers should consider both recruitment methods.
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Abstract

Background: Online interactions within a closed WhatsApp group can influence the attitudes and behaviors of the users in relation to health issues.

Objective: This study aimed to analyze the activity of the members of a WhatsApp group initiated to raise awareness of the possible health effects of 5G mobile networks and mobilize members to sign the related petition.

Methods: We retrospectively analyzed data from the WhatsApp group of 205 members that was active during 4 consecutive days in August 2019. The messages exchanged were collected, anonymized, and analyzed according to their timing and content.

Results: The WhatsApp group members were invited to the group from the administrator’s contacts; 91% (187/205) had a university degree, 68% (140/205) were medical professionals, and 24% (50/205) held academic positions. Approximately a quarter of the members (47/205, 23%) declared in their messages they signed the corresponding petition. The intense message exchange had wildfire-like features, and the majority of messages (126/133, 95%) were exchanged during the first 26 hours. Despite the viral activity and high rate of members openly declaring that they signed the petition, only 8 (8/133, 6%) messages from the group members, excluding the administrator, referred to the health issue, which was the topic of the group. No member expressed an opposite opinion to those presented by the administrator, and there was no debate in the form of exchanging opposite opinions.

Conclusions: The wildfire-like activity of the WhatsApp group and open declaration of signing the petition as a result of the mobilization campaign were not accompanied by any form of a debate related to the corresponding health issue, although the group members were predominantly health professionals, with a quarter of holding academic positions.

(J Med Internet Res 2020;22(8):e17051) doi:10.2196/17051
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Introduction

The participatory web (Web 2.0) allows users to not only access and use the content but also create and exchange content during active interactions. Users are prosumers, in that they are both consumers and producers of the content [1]. When searching for knowledge, in particular for health-related knowledge, digital capabilities create a sophisticated environment described by a recently introduced metaphor – knowledge landscapes [2]. Knowledge is accessible (or hidden) in knowledge landscapes and can be approached by various individualized pathways shaped by personal, cultural, and societal contexts [3].

The participatory nature of the web also implies that online interactions influence attitudes, raise awareness, and mobilize
users. With health, use of the digital environment, both intentional and unintentional, affects health-related behaviors and the health status of the interacting individuals [4]. The online environment immensely augments the number of participants, speed, and geographical reach of interactions. However, the dynamics and patterns of these interactions, which are at the core of the new digital society, are still mostly unknown. Subsequently, their health effects are not well understood and could go in both directions, either beneficial or harmful [5].

Here, we describe retrospective analyses of the content and temporal dynamics of a WhatsApp group that was created as a mobilizing campaign to raise awareness of the possible health effects of 5G mobile networks. The specific group topic (ie, the prospective effect of 5G mobile networks on human health or environment) will not be discussed here, as the topic was used just as a general paradigm of the incoming complex technology and health uncertainties due to its application.

Instant messaging services have become one of the most popular and commonly used communication tools [6]. Immediacy, privacy, and cost-free use are features that contribute to the popularity of instant messaging [6]. WhatsApp as a social media platform is a mobile-based instant messenger characterized by the exchange of messages in real-time, usually between two users or among a group of users. With over 1.5 billion users worldwide, WhatsApp has emerged as a leader in the instant messaging industry, outranking other services such as Facebook, WeChat, Viber, and Skype [6,7]. WhatsApp is already widely used for various health purposes, including health education [8], rapid consultations in surgery, obstetrics, or in case of stroke [9,10], and as a tool for support groups like smoking cessation or weight management [11,12]. Moreover, due to its private and controlled environment, WhatsApp has become an ideal platform for discussing current matters of interest spanning news, politics, and activism [6].

Since WhatsApp groups emerge spontaneously and are visible only to their members, they are mostly unavailable to be studied. The WhatsApp group described in this study was created, active, and completed prior to the conception of this project; therefore, the analyses presented here are retrospective. The health concerns and messages exchanged in the group created a profile of interactions, similar to the dynamics of disease (ie, epidemiology), but in the context of digital activity (ie, infodemiology) [13]. Subsequently, the presented WhatsApp group analyses provide new insight into health-relevant participatory digital activity.

Methods

The initiator of the campaign, who undertook the role of the WhatsApp group administrator, invited individuals to the group via their mobile numbers. The WhatsApp group administrator was a medical doctor who, due to the nature of her or his profession and employment, was well connected with academics and medical professionals at local hospitals. The group was initiated at 2 pm on Saturday and had a total of 205 members. The group was active for 4 consecutive days (Saturday to Tuesday), after which it remained silent. Although 2 isolated messages were posted weeks later, they were not included in the analysis. The group was created during a 3-day weekend, as that Monday was a public holiday in Croatia. Moreover, August is regularly a period of vacations in Croatia. Thus, it is to be assumed that most of the group members were not at work until Tuesday (until the last day of the 4 consecutive days of group activity).

The idea to analyze the activity of the group was conceived after the group messaging had ceased. The WhatsApp group administrator was the only one who had knowledge of all members’ identities. The messages were collected and deidentified, and their content and timing were analyzed. The descriptive characteristics of the group members (eg, gender, profession, academic achievements) were obtained from the group administrator. We conducted a frequency analysis of the messages using the collected content and timing. All necessary precautions were taken to maintain member anonymity and avoid potential member recognition. Ethical approval for the study was obtained from the University of Zagreb School of Medicine.

External links in the messages were followed to verify their viability. Claims of forwarding the discussion to other social networks (ie, Facebook) were not verified. The daily number of petition signatures was collected from the corresponding petition website, but the identity of signatories was not matched to the WhatsApp group members due to their anonymity. The Google Trends analysis was performed for a 7-day period, to analyze searches performed in Croatia with the search term “5G.”

Results

Characteristics of the WhatsApp Group Members

The group consisted of 205 members (Table 1), with 187 members holding a university degree (187/205, 91%), and there were 140 health professionals (140/205, 68%), of which 125 were medical doctors (125/205, 61%) covering 16 different medical specializations. Furthermore, 75 (75/205, 37%) members had obtained a PhD, 50 (50/205, 24%) of whom held academic positions (professors and assistant professors). Although members were predominantly from the health sector, 8 members were electronic engineers and assumed to be educated to understand mobile communication technologies. All of the members were older than 18 years, and only 9 members were unemployed: 5 students and 4 retired individuals.

Table 1. Characteristics of the WhatsApp Group Members

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Number</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>187</td>
<td>91%</td>
</tr>
<tr>
<td>Education</td>
<td>187</td>
<td>91%</td>
</tr>
<tr>
<td>Profession</td>
<td>140</td>
<td>68%</td>
</tr>
<tr>
<td>Medical doctors</td>
<td>125</td>
<td>61%</td>
</tr>
<tr>
<td>PhD holders</td>
<td>75</td>
<td>37%</td>
</tr>
<tr>
<td>Academic positions</td>
<td>50</td>
<td>24%</td>
</tr>
</tbody>
</table>

Table 1. Characteristics of the WhatsApp Group Members
Table 1. Characteristics of the 205 members of the WhatsApp group.

<table>
<thead>
<tr>
<th>Member characteristics</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>106 (52)</td>
</tr>
<tr>
<td>Men</td>
<td>99 (48)</td>
</tr>
<tr>
<td><strong>Academic status</strong></td>
<td></td>
</tr>
<tr>
<td>Current student</td>
<td>5 (2)</td>
</tr>
<tr>
<td>University degree</td>
<td>187 (91)</td>
</tr>
<tr>
<td>PhD</td>
<td>75 (37)</td>
</tr>
<tr>
<td><strong>Profession</strong></td>
<td></td>
</tr>
<tr>
<td>Medical doctor</td>
<td>125 (61)</td>
</tr>
<tr>
<td>Medical doctor with specialization</td>
<td>97 (47)</td>
</tr>
<tr>
<td>Engineer</td>
<td>12 (6)</td>
</tr>
<tr>
<td>Electronic engineer</td>
<td>8 (4)</td>
</tr>
<tr>
<td>Retired</td>
<td>4 (2)</td>
</tr>
<tr>
<td>PhD with an academic position at a university</td>
<td>50 (24)</td>
</tr>
</tbody>
</table>

The WhatsApp group was initiated in August 2019 as a mobilizing campaign aimed to encourage members to sign a petition related to an incoming change to the city of Zagreb’s (Croatia) legislation regarding mobile network antennas. In the first message, the administrator described the selection criterion for members from her or his contacts as those who “do not think only about themselves, here and now” but also consider the “long-term wellbeing of our kids and our planet Earth.” Together with the main aim, to sign the petition, it was clear upfront that the general aim was to raise awareness of the possible health effects of 5G mobile networks. The administrator immediately declared that the members were free to leave the group whenever they liked.

**Results of the WhatsApp Group**

Of the 205 group members, 81 (81/205, 40%) were active by posting messages (Figure 1, Table 2). From a total of 133 messages, 28 were generated by the group administrator, and 105 were generated by group members, which is 1.3 messages per active group member, not taking into account the administrator. This indicates that the group was active not only regarding the number of messages but also in particular by wide member participation.
Figure 1. Number and time distribution of the members entering the discussion, as indicated by their first message.

Table 2. Timing and extent of the different features of WhatsApp group events by the 205 members.

<table>
<thead>
<tr>
<th>WhatsApp group events</th>
<th>1 hour</th>
<th>4 hours</th>
<th>10 hours (up until the first night)</th>
<th>26 hours</th>
<th>Total (75 hours)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Members who posted their first message, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>All messages</td>
<td>30</td>
<td>72</td>
<td>103</td>
<td>126</td>
<td>133</td>
</tr>
<tr>
<td>Administrator messages</td>
<td>8</td>
<td>17</td>
<td>21</td>
<td>26</td>
<td>28</td>
</tr>
<tr>
<td><strong>Members who declared that they signed the petition, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>11</td>
<td>40</td>
<td>65</td>
<td>79</td>
<td>83</td>
</tr>
<tr>
<td>Left the group after signing the petition</td>
<td>0</td>
<td>7</td>
<td>14</td>
<td>17</td>
<td>17</td>
</tr>
<tr>
<td><strong>Administrator responses to others, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>2</td>
<td>5</td>
<td>8</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>Positive responses</td>
<td>2</td>
<td>5</td>
<td>8</td>
<td>11</td>
<td>13</td>
</tr>
<tr>
<td>Negative responses</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>Emojis used, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>10</td>
<td>26</td>
<td>35</td>
<td>40</td>
<td>49</td>
</tr>
<tr>
<td>Positive feelings</td>
<td>9</td>
<td>24</td>
<td>33</td>
<td>35</td>
<td>44</td>
</tr>
<tr>
<td>Negative feelings</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td><strong>Messages that referred to 5G technology, n</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>5</td>
<td>12</td>
<td>14</td>
<td>19</td>
<td>19</td>
</tr>
<tr>
<td>Rumors</td>
<td>2</td>
<td>7</td>
<td>8</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>Not rumors</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>7</td>
<td>7</td>
</tr>
</tbody>
</table>
A notable result of the WhatsApp group was open declaration of signing the petition, which was the clear aim of the mobilizing campaign. The members of the group influenced their peers to sign the petition by declaring to others in their messages that they had signed it (Figure 3). A total of 47 (47/205, 23%) members openly declared signing the petition in their messages. From the petition website, it was possible to get insight into the daily statistics of new signatures. The day before the onset of the WhatsApp group, only 2 signatures were collected, which changed abruptly to 50 on the first day after the formation of the WhatsApp group and 42 more on the second day of the group activities. For the 3 subsequent days, the number of signatures was still above average (15-19 signatures/day), and 6 days after, it dropped to 4 signatures and stayed at this level in the days that followed. There were 137 total signatures collected during these 5 days coinciding with the WhatsApp group activity. Due to the anonymous analysis of the group activities, it was not possible to connect the names of the signatories published at the petition site with the identities of the WhatsApp group members. Therefore, it was not possible to know exactly how many signatures, beyond the 47 signatures that were openly declared in the WhatsApp group messages, were the effect of the mobilizing campaign. The group members themselves declared in 7 messages that they were sharing the discussion outside the WhatsApp group, and in 3 messages, Facebook was explicitly named as the platform for sharing. Facebook was the only other social network mentioned in the conversation.

Figure 2. Number of members and the time distribution of their messages declaring they signed the petition.

Message Characteristics in the Group Activity

The actigraphy of the group showed that the total active time of the WhatsApp group was from Saturday 2 pm until 5 pm on Tuesday, or a total of 75 hours (Figure 3). This period included 4 periods of inactivity of 53 hours total (8 inactive hours Saturday night, 21 inactive hours Sunday night, 20 inactive hours Monday night, and 4 inactive hours during Tuesday daylight). This indicates that there were only 22 (29%) active hours from a total of 75 hours of continuous message exchanges.
Figure 3. Number and time distribution of the messages from the members versus those from the administrator.

Most of the activity was concentrated in the first 26 hours of group existence (from Saturday 2 pm to Sunday 4 pm), during which time, 126 messages were exchanged (95% of the 133 total messages), and 76 members posted to the group (94% of 81 active members; Figures 1 and 3). Only 7 messages were exchanged, and 5 members became active in the next 49 hours. The 26-hour period included 8 hours of nighttime, from midnight to 8 am, when the group was inactive. Subsequently, regarding active hours, the first period contained 18 active hours to generate 126 messages, and the next period had only 4 active hours to generate 7 messages, although it extended through 3 calendar days or 49 hours (Figure 3).

The maximum activity was reached already in the first hour of the group’s existence (30 messages, of which 8 were from the group administrator; 18 members posting messages; Figures 1 and 3). By the fourth hour of activity, 54% (72/133) of the total number of messages was reached, and during the same time, 52% (42/81) of active members posted their first message. The fourth hour was the second most active hour, with 20 messages exchanged. Before the night break (Saturday midnight, 10 hours of activity from the onset), 103 (103/133, 77%) messages were exchanged, and 64 (64/81, 79%) members produced a message. These data clearly showed that the onset of activity regarding both messaging and involvement of the group members was very rapid and concentrated at the very beginning of the activities.

Communication Content and Extent of the Debate

The role of the administrator was rather pronounced. The administrator generated 28 messages (21% of the total 133 messages), stirring the discussion and responding to the members. The administrator’s responses to others were exclusively positive, confirming the group members’ statements or praising the members personally. The members supported the administrator in 64 messages (64/133, 61%), and in 29 messages (29/133, 28%), they directly complimented the administrator (Figure 4). The emotional aspects of the messages were reflected by the use of emojis (total of 49), where 44 emojis were used depicting positive emotions, compared to only 5 negative emojis (Figure 4).
It should be noted that the administrator never asked for a comment or a response from a specific member, but only responded to the messages posted. Moreover, the administrator refrained from attempting to restart the activities after inactive periods, and the activities were restarted by the members themselves. Therefore, the final cessation of activities could be considered as a spontaneous turning off of the members' interest.

Despite the lively group activity, the specific topic of the WhatsApp group (ie, 5G mobile networks) was elaborated in only 19 (19/133, 14%) messages; of these, 11 were from the administrator. It should be emphasized that only 8 (8/133, 6%) messages from group members (excluding the administrator) referred to the specific topic of the group. This could be compared to the 7 messages posted, which were utterly unrelated to the exchanged WhatsApp group messages (eg, pictures of nature, mentioning excursions or bicycling together).

In the 19 messages dealing with the topic of 5G mobile networks, 10 outside resources were referenced. These included 1 link to a published research article, 1 link to a YouTube video created by Croatian national television, 1 link to a magazine article, and 7 links to various web pages. All of the outside references supported the viewpoints of the administrator. From the 19 messages discussing the topic of the group, 12 messages mentioned a rumor related to the topic in contrast to only 7 messages without rumors (Figure 5).
No message stated a counterargument or opposed the viewpoints of the administrator. Subsequently, there was no real debate in the form of a series of opposing messages exchanged. Only 2 messages could be considered vaguely opposite to those declared by the administrator: a message claiming “Sorry, this is not important,” after which the member immediately left the group, and another message stating, “I consulted the friends from Faculty of Natural Sciences and Faculty of Engineering,” after which the member immediately left the group. The administrator repeatedly urged in 8 messages that members should undertake their research and form their own opinion about the topic.

During the whole period of the WhatsApp group activity, 83 (83/205, 40%) members left the group (Figure 6); 17 members left the group after openly declaring to have signed the petition, and 9 members left even before the administrator sent the first message explaining the purpose of the group. Subsequently, if we could speculate on the silent expression of disagreement from the group members, 124 (124/205, 60%) members never produced a message, and 57 (57/205, 28%) left the group without letting the others know the reason they left.

The Google Trends results for “5G” as a topic in Croatia for this period were inconsistent. The results retrieved for the same period (7 days) but including the day before or the day after showed remarkably different results in relation to the days of WhatsApp group activity. Subsequently, the only resource to estimate whether there were any related Google searches by the group members was not effective.
Figure 6. Number and time distribution of members who left the group.

Discussion

Wildfire-Like Dynamic of the WhatsApp Group

The mobilizing campaign described here and executed through the creation of the WhatsApp group could be judged remarkably successful. The one measure of success was the fulfillment of the immediate aim of the campaign, signing the corresponding petition, which was openly declared by less than a quarter of the group members. The other measure of success was the involvement of the group members in lively digital activity (40% of the members), each posting 1.3 messages on average, one message per 2 minutes in the peak activity period. The fact that all members were acquaintances of the group administrator and had their telephone numbers in the administrator’s contact list, indicated that possibly similar effects could be achieved without the help of the digital environment by merely contacting the members individually. However, what clearly distinguished the digital from “offline” scenarios was the speed and intensity of the group activities (ie, the wildfire-like dynamic) [14].

The description of wildfire-like dynamics is based on the rapid initiation of the message exchanges (with the first hour being the most active), involvement of the invitees in the messaging process (40% of the members), short duration of the intense activity (50% of messages were posted within the first 4 hours, and 95% were posted within the first 26 hours), and subsequent rapid stopping of the activities (after 4 days). Despite its short and intensive lifespan, the group achieved the initial purpose of mobilizing the members to sign the petition.

It could be argued whether the term wildfire is used correctly here, as it denotes both rapid and wide geographical spread of the message, considering that the group had only 205 members. However, as the WhatsApp group is closed, the “forest” of the members was limited, and when "burnt," the fire stopped. The digital wildfire was conceived originally as a term to depict the spread of rumors or malicious information causing significant harm [15]. Analyzing digital activity in the form of infodemiology has a similar connotation to the epidemiology of a disease, with diseases viewed negatively. We would like to argue against this normative approach to the phenomenon to be considered negative or bad per se (vs positive or good), as the same dynamics can be achieved regardless of the normative nature of the information. In this study, we intentionally avoided discussing the normative classification of the particular topic (ie, the relation between 5G mobile technologies and health). Whatever the topic, it deserves to be discussed in the digital environment of a social network. Considering that social networks represent a base for any grassroots movement, attaching a normative tag (bad vs good, harmful vs beneficial) could be at least controversial if not counterproductive in the sense of participatory democracy. Therefore, we claim here that wildfire-like dynamics are typical for the digital environment, as a specific feature of the digital society, and would happen in favorable circumstances regardless of the content, certainly not only if the content is malicious.

Another controversy related to using the term wildfire is its obvious overlap with the term virality, which refers to the viral-like spread of digital content. The observed dynamics visualized by the actigraphy in this study corresponds to viral event signatures [16]. Our choice to refer to the WhatsApp group activity as wildfire was based on the lack of specific content shared in the WhatsApp group being a “virus;” rather, the group shared a concern on a possible health issue more broadly. Subsequently, the term virality could be used to describe the spread of digital content, while wildfire could encompass overall mobilization and response of the users, which was initiated by viral content.
When discussing the circumstances contributing to the success of the mobilizing campaign and its wildfire-like attributes, four concepts could be considered: trust, motivation, situation, and narrative context [17]. All these concepts bring attention to the initiator and administrator of the WhatsApp group, who, in our opinion, should be praised for the group achievements. In the sense of “trust,” the group members all knew the administrator personally, and there was a substantial number of messages supporting the administrator (64% of the total 205 messages) or directly complimenting the administrator (28% of the total). “Motivation” was stirred by the administrator being the most active group member in posting messages (21% of the messages) and providing the arguments, including external links to their own material, to support the signing of the petition. The enhancing contributor was the “situation” of the vacation period and long weekend, providing less distraction from daily routines. Finally, the predominant “narrative context” was the appealing fight of the individuals versus the governing elite (the parliament of the city of Zagreb) and versus corporate interests (through the introduction of new lucrative technology). The posteriori analyses showed that in every dimension analyzed — trust, motivation, situation, and narrative context — the group had all prerequisites to acquire wildfire-like features.

The analysis of the WhatsApp group dynamic presented the features of emotional contagion as well, where emotions were shared among the interacting netizens in the digital environment, influencing the spread of information and attitudes [18,19]. The emotions were specifically shared through emojis, which were abundantly used in composing the message (37% of the messages), showing predominantly positive emotions [20]. Interestingly, the dynamics of this study’s WhatsApp group can be compared to the recently published emotional contagion simulation on rumor refuting, which indicates that after initial input, the group will stabilize in 4 days (same as in the group in this study), and that none of the subjects would act negatively to what has happened but rather positively (agreeing with the initial input) or neutrally (indifferent to the topic) [21]. Moreover, the success of the current WhatsApp group can be related to the fact that most of the members were naive both to the digital platform and to the topic, while subsequent attempts for mobilization on some other topic can fail due to the cry-wolf phenomenon or neutral status of the members [22].

Absence of Debate

The analysis of the WhatsApp group dynamics indicated that its dynamics can be related to the previously suggested mechanisms of rumor distribution and emotional contagion. However, these mechanisms, although applicable to the analyzed WhatsApp group, are not relevant to the topic of discussion. Subsequently, we were rather keen to identify the comments that elaborated the specific topic of the group (ie, 5G mobile communications and health). The advantage of the group was that its members were predominantly health professionals with university degrees, and many held academic positions. Therefore, it is to be assumed that the members were educated and had above-average capabilities to grasp complex health-related and technology-related issues. However, although the dynamic of the messaging had a wildfire-like feature and some group members responded to the mobilizing campaign by signing the petition, the posted messages elaborating the topic of the group were surprisingly rare. What was surprising is that none of the messages opposed the administrator, and no sequence of messages was exchanged expressing opposing opinions that would represent the presence of a digital debate. The ambiguous sign of disapproval could be inferred by members leaving the group or “lurkers” not posting anything; however, they certainly did not act in the sense of debating the issue.

The absence of opposing opinions and debate is rather alarming, as we assume that the digital environment is an ideal forum for the exchange of divergent opinions and a place where an eventual social dispute could be settled [23]. As the digital environment poses no barriers, the societally relevant controversies and subsequent reconciliations are open to everyone interested. The digital capabilities allow the relevant discussions to be amplified and involve a wide range of participants (ie, total humanity in the idealistic sense). Subsequently, digital technology could serve as a basis for the all-embracing participatory democracy [24].

However, in the current example, this entire concept was missing, although the participants, according to their abilities (university education and academic positions) and professions (health and information technology professionals), were well suited to engage in a debate. The topic of the current study is rather specific to claim whether this was an exception or a rule, as we lacked the eventual comparison with similar situations; this is a major limitation of this study.

Several elements may indicate reasons why the debate was not present. First, the exchange of the messages was rather hierarchical, from the administrator toward the members and back to the administrator, with no messaging among the members. Subsequently, any opposing opinion would be a direct confrontation to the administrator, challenging the hierarchy and not just a dispute between some of the members. None of the members gained an “extra force” (as opinion leader, motivator, or central node in the network) during the message exchange. Not to be forgotten is that all members were the administrators’ contacts in the offline world. Additionally, the wildfire-like effect of fast message exchanges left less time for individual research on the topic (despite the fact that the administrator urged the members to form their own opinion through their approach). Finally, the timing of the activities was during the weekend and vacation period, and we assume that most of the participants were at home or out of town, leaving them in a position to be unable to meet each other. The assumption that nonvirtual real-life conversation is needed for the consolidation of opinion, regardless of online virtual influences, is a topic worth exploring in the future.

Conclusions

In conclusion, the WhatsApp group had wildfire-like features and served to mobilize the members to act publicly in relation to the health issue. However, the very topic of controversy (effects of 5G mobile technologies on health) was not challenged in the form of debate, although the group members were predominantly health professionals and held academic positions.
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Abstract

Background: Approximately one-third of Japanese couples currently worry or previously worried about infertility. To develop strategies for the primary prevention of infertility as a population approach, it is important for the general population to be knowledgeable about fertility and infertility. The internet may contribute to the dissemination of information regarding infertility and fertility. However, few studies have examined online information about fertility.

Objective: This study aimed to quantitatively examine online Japanese-language information about lifestyle factors associated with reduced fertility.

Methods: We conducted online searches, using the 10 search terms with the highest numbers of searches that people hoping to conceive are likely to input in two major search engines in Japan (Google Japan and Yahoo! Japan). From the 2200 retrieved websites, 1181 duplicates and 500 websites unrelated to our objective were excluded, resulting in a final dataset of 519 websites. Coding guidelines were developed for the following lifestyle factors associated with reduced fertility: sexually transmitted diseases, psychological stress, cigarette smoking, alcohol use, nutrition and diet, physical activity and exercise, underweight, overweight and obesity, and environmental pollutants.

Results: In terms of the website author’s professional expertise, 69.6 % of the coding instances for the selected lifestyle factors were mentioned by hospitals, clinics, or the media, whereas only 1.7% were mentioned by laypersons. Psychological stress (20.1%) and sexually transmitted diseases (18.8%) were the most frequently mentioned lifestyle factors associated with reduced fertility. In contrast, cigarette smoking, alcohol use, nutrition and diet, physical activity and exercise, underweight, overweight and obesity, and environmental pollutants were mentioned relatively infrequently. The association between reduced fertility and sexually transmitted diseases was mentioned significantly more frequently by hospitals and clinics than by the media (P<.001). The association between reduced fertility and nutrition and diet was mentioned significantly more frequently by the media than by hospitals and clinics (P=.008). With regard to the sex of the target audience for the information, female-specific references to psychological stress, sexually transmitted diseases, nutrition and diet, underweight, physical activity and exercise, and overweight and obesity were significantly more frequent than were male-specific references to these lifestyle factors (psychological stress: P=.002, sexually transmitted diseases: \( P<.001 \), nutrition and diet: \( P<.001 \), underweight: \( P<.001 \), physical activity and exercise: \( P<.001 \), overweight and obesity: \( P<.001 \)).

Conclusions: Of the lifestyle factors known to be related to reduced fertility, cigarette smoking, alcohol use, and male-specific lifestyle factors are mentioned relatively infrequently in online information sources in Japan, and these factors should be discussed more in information published on websites.
Introduction

Background

At the 1994 United Nations International Conference on Population and Development, reproductive health was defined as “a state of complete physical, mental and social well-being and not merely the absence of disease or infirmity, in all matters relating to the reproductive system and to its functions and processes” [1]. Infertility is increasingly acknowledged as a global public health issue by the World Health Organization [2], and reproductive health implies that “people are able to have the capability to reproduce and the freedom to decide if, when and how often to do so” [1]. To aid decision making concerning fertility and assist the reproductive-aged population in optimizing their fertility and reproductive health, knowledge of the lifestyle factors associated with reduced fertility is crucial [3,4].

Infertility is defined as the failure to achieve conception following at least 12 months of unprotected sexual intercourse [5]. Infertility affects as many as 186 million people worldwide [6], and about 10% to 15% of couples experience infertility [7]. In 2015, as many as one in three Japanese couples (approximately 35.0%) reported currently or previously worrying about infertility, and more than one-sixth (approximately 18.2%) reported currently or previously undergoing screening for infertility or trying to achieve pregnancy through assisted reproduction technologies [8].

Numerous factors may contribute to reduced fertility in men and women. In addition to genetic background and reproductive history, environmental factors and current lifestyle habits have been proposed as causes of male and female infertility [9]. According to large systematic reviews and meta-analyses, the lifestyle factors associated with reduced fertility are (1) sexually transmitted diseases, (2) psychological stress, (3) cigarette smoking, (4) alcohol use, (5) nutrition and diet, (6) physical activity and exercise, (7) underweight, (8) overweight and obesity, and (9) environmental pollutants [10-27]. Given the situation of one-third of Japanese couples currently or previously worrying about infertility, for those who are trying to conceive or hope to have a child in the future, knowledge about the lifestyle factors associated with reduced fertility may help to prevent infertility.

A recent study found that about 60% to 70% of the reproductive-aged population in Japan responded incorrectly to a question about the association between cigarette smoking and reduced fertility [28]. Similarly, when asked about the association between female overweight and reduced fertility, approximately 80% to 90% of the reproductive-aged population in Japan answered incorrectly [28]. These findings indicate a lack of knowledge about the associations between reduced fertility and lifestyle factors such as smoking cigarettes and overweight and obesity among the reproductive-aged population in Japan.

In terms of sex differences, several studies have shown that, compared with women, men are less knowledgeable regarding the associations between lifestyle factors and reduced fertility [3,29]. Although most men (88.5%) regarded themselves as knowledgeable on this topic, only half of the men (53.1%) participating in a population-based survey were able to identify the lifestyle factors associated with reduced fertility [4]. A recent survey in Japan found that only 46.4% of reproductive-aged men and 56.7% of reproductive-aged women were knowledgeable about male infertility factors, which constitute approximately 50% of infertility cases [30]. Moreover, according to the same survey, 38.0% of men reported that they did not intend to undergo a semen examination at a medical institution because they thought they had no infertility problems [30]. Because infertility is presumed to be a women’s issue [31], the reproductive-aged population has relatively low knowledge about issues related to male fertility [32].

Currently, the internet is a preferred and common source of health information [33]. About 72% of internet users access health-related information via the web [32]. Health information is conveyed to targeted audiences to influence their attitudes or behaviors [34], and the presentation of information and framing used in media portrayals affect the general public’s understanding of lifestyle factors associated with reduced fertility [35]. Thus, online information about fertility influences the general population’s knowledge about conception.

Prior Work

Previous studies regarding information on infertility and fertility in the media have examined (1) newspaper reports about assisted reproductive technology [35]; (2) information on clinic websites [36]; (3) the readability, suitability, and quality of online information [32,37]; (4) online videos made by laypersons and informational infertility-related educational videos [38]; and (5) online emotional support and social media on infertility-seeking to reduce isolation [39,40]. As mentioned above, although people who are trying to conceive tend to have relatively low levels of knowledge about lifestyle factors associated with reduced fertility, especially male infertility, to our knowledge, few studies have investigated the content of online information on the lifestyle factors associated with reduced fertility.

People who are diagnosed with infertility and those receiving infertility treatment may receive accurate information on fertility from health care professionals. However, no studies have examined what kinds of online content are accessible to the general population, although online information is especially important for people who do not visit medical institutions but are trying to conceive or hoping to have a child in the future. Thus, it is crucial to examine online information on the lifestyle factors associated with reduced fertility.
Goal of the Study
The study aimed to (1) quantitatively examine the information on lifestyle factors associated with reduced fertility accessible to people hoping to have a child who seek information regarding fertility on the internet and (2) identify the characteristics of this information in terms of lifestyle factors, the webpage author’s professional expertise, and the sex of the target audience (ie, information for men, women, or both).

Methods

Search Engine
We used a Japanese-language search string input into the two most popular search engines in Japan, Google Japan [41] and Yahoo! Japan [42]. Google Japan and Yahoo! Japan accounted for roughly 75% and 19% of all internet searches, respectively, at the end of October 2019 [43].

Search Terms
A flow diagram depicting the search terms generation procedure is presented in Figure 1. The search terms were determined using the following procedure. Few studies have used content analysis to examine online information about the lifestyle factors associated with reduced fertility. Although English speakers frequently refer to “fertility,” Japanese speakers do not commonly use the word “ninyousei” (fertility). Thus, deriving search terms from the previous literature was difficult. The main search terms thought to be used by people who are trying to conceive were derived in the following manner. First, we listed terms such as “ninshin” (pregnancy), “ninkatsu” (trying to conceive), and “funin” (infertility) to capture the most common and basic keywords that those hoping to get pregnant would be likely to input into search engines. We identified the number of searches for each of these keywords using a keyword search calculation tool [44]. Although both Google (Keyword Planner) and Yahoo (keyword advice tool) have tools to check the number of monthly searches, we were not able to use these services because we would need to register as a corporation to do so. Therefore, we used the keyword search calculation tool produced by Devo Inc [44]. This keyword search tool provides the total number of searches in one month for the search term, as well as the total number of searches for the top 50 webpages, per Google Japan and Yahoo! Japan [44]. After carefully reading websites found through Google Japan and Yahoo! Japan, we listed additional keywords such as “bebimachi” (waiting for a baby) that people who are trying to conceive would be likely to input. Then, we described the number of searches for each keyword using the abovementioned keyword search calculation tool. The top 6 keywords in terms of the number of searches were “funin” (infertility), “ninkatsu” (trying to conceive), “ninshindekinai” (I cannot get pregnant), “akachanhosii” (hoping to have a baby), “shizenninshin” (natural conception), and “bebimachi” (waiting for a baby).

Figure 1. Flow diagram of the search terms generation procedure.
As a next step, we entered these 6 keywords into Google Japan and Yahoo! Japan and listed the related keywords shown by the search engines (eg, “ninkatsu sapurimento” [trying to conceive AND supplement]). Related keywords are words that are frequently searched in combination with the main keywords [45]. Additionally, we described the number of searches for related keywords such as “funin genin” (infertility cause) by entering the top 6 keywords into the keyword search calculation tool [44]. The objective of this study was not to examine the information available to people who have already been diagnosed with infertility or those who are receiving infertility treatment. Rather, the objective was to examine the information accessible to those who are trying to conceive or hoping to have a child in the future. Therefore, we excluded the following from the listed search phases keywords concerning specific commercial products or services, financial support for infertility, and specific risk factors for infertility such as endometriosis or azoospermia. Of the remaining keywords, the top 10 were listed using the keyword search calculation tool. Using Google Trends, we then confirmed that the number of searches for the top 10 search terms did not represent a surge, compared with the history of searches over the last 10 years [46].

At the end of this process, the final search was performed using the following keywords: “ninkatsu” (trying to conceive), “ninshinshitai” (hoping to get pregnant), “funin” (infertility), “bebimachi” (waiting for a baby), “funin genin” (infertility cause), “kodomohosii” (hoping to have a child), “akachanhosii” (hoping to have a baby), “ninshindekinai” (I cannot get pregnant), “shizenninshin” (natural conception), and “huninsho genin” (infertility cause).

### Material Collection

The unit of analysis in this study was the webpages suggested by the search engines. Because websites differ considerably in size, coding entire websites could introduce biases based on size [47,48]. Moreover, it has been found that visitors rarely look through all the pages of a website [47,48]. Additionally, a previous study indicated that those who used search engines stayed on each website for a mean of only 1 minute and 9 seconds (median 37 seconds) [49]. Therefore, for each webpage suggested by the search engines, this study analyzed the major part of the website that visitors were likely to read.

The first 100 results retrieved using each search engine were collected by the first author. Each time we input search keywords or changed search engines, the search history and cookies were cleared. We conducted online searches from October 21 to November 3, 2019. The flow diagram of the webpage selection is presented in Figure 2. Of the total 2200 webpages, 1181 duplicates were excluded. Additionally, 500 webpages not directly related to the objective of this study were excluded. Ultimately, 519 webpages were included in the analysis. The URL and ranking of each result for the 2200 webpages were saved in Excel (Microsoft Corporation). The 519 webpages to be analyzed were stored as PDFs and, if that was impossible, they were copied and pasted into Word (Microsoft Corporation).
Coding Guidelines and Procedures

There are no current clinical practice guidelines in Japan regarding lifestyle factors associated with reduced fertility. We created a list of lifestyle factors associated with reduced fertility by reviewing information from the Japan Society of Obstetrics and Gynecology [50], Ministry of Health, Labour and Welfare [51], Cochrane Library [5], British Fertility Society [52], American Society for Reproductive Medicine [53], and previous research [10-27]. This list was then reviewed by two obstetrician-gynecologists. Through discussion, we reached consensus to include the following 9 lifestyle factors associated with reduced fertility: (1) sexually transmitted diseases, (2) psychological stress, (3) cigarette smoking, (4) alcohol use, (5) nutrition and diet, (6) physical activity and exercise, (7) underweight, (8) overweight and obesity, and (9) environmental pollutants. These lifestyle factors and the major references supporting their inclusion are summarized in Table 1.
Each webpage was categorized according to the author’s professional expertise: hospitals and clinics, media organizations, public administration institutions, business and service entities, academic and medical societies, pharmaceutical and medical device firms, alternative medicine practitioners, or laypersons. Hospitals and clinics indicated that the content appeared on the website of a hospital or clinic, including blogs written by clinicians. Media organizations indicated that the content appeared on the website of a mass media organization such as a newspaper, magazine, or news site. Public administration institutions indicated that the content appeared on the website of a public organization such as the government, a municipality, public health care center, or specialized public consultation support center. Business and service entities indicated that the content appeared on the website of an enterprise such as a marriage support service company, bridal company, recruiting company, children’s goods retail business, cooking school, counseling organization, architectural firm, stationery company, or hospital search service company. Academic and medical societies indicated that the content appeared on the website of a medical society such as an association of physicians or medical institutes. Pharmaceutical and medical device firms indicated that the content appeared on the website of a pharmaceutical company, medical device firm, or pharmacy. Alternative medicine practitioners indicated that the content appeared on the website of a practitioner of alternative medicine such as osteopathy, herbal medicine Kampo, acupuncture, moxibustion, or yoga or on the website of a health food company. Laypersons meant that the content was written by persons who were currently trying or had previously tried to conceive, including patients.
We created coding rules for the selected lifestyle factors. These coding guidelines are summarized in Table 2. Our coding included expressions directly related to the selected lifestyle factors associated with reduced fertility. However, expressions exclusively concerning the influence of these factors on fetuses or babies were excluded.
We analyzed the textual data on the websites retrieved using the search terms described above. First, we read the text carefully. Second, all data were coded on the selected lifestyle factors, author’s professional expertise, and sex of the target audience (ie, information for men, women, or both). Finally, data from all webpages were assembled and pooled in Microsoft Excel. When information on lifestyle factors was provided, the code of 1 was assigned. When no information on lifestyle factors was provided, we assigned the code of 0. The URL and title of each webpage were saved as a reference during the data analysis. Because multiple types of lifestyle factors could be listed on a single website, instead of calculating the number of webpages and mentioning a particular lifestyle factor, we calculated the number of mentions (codes) for each selected lifestyle factor associated with reduced fertility.

Interrater Reliability
Approximately 20% of the final dataset (100/519, 19.3%) was evaluated by two independent, blinded raters (RY and EF) to examine interrater reliability. Using the coding guidelines created by the first author of this study (RY), EF was instructed on applying the coding system in a training session that lasted about 1 hour. In a pilot test phase, the two raters applied the coding system to 10 webpages randomly selected from the full sample. No problems were identified during this phase. After a formal reliability assessment phase was completed, the first author (RY) calculated the interrater reliability index.

Statistical Analysis
To assess interrater reliability, the Gwet agreement coefficient (AC1) statistic, which is less affected by prevalence compared with the Cohen kappa [54], was used to assess interrater agreement of the coding. We also conducted a test to assess differences in frequency between the two most common types of professional expertise. In addition, we compared differences between male-specific and female-specific information on lifestyle factors associated with reduced fertility by categorizing the information into two groups: (1) information for men plus information for both men and women and (2) information for women plus information for both men and women. Lifestyle factors that could not be classified in this way were treated as missing in the above tests. Differences in the author’s professional expertise, lifestyle factors, and sex of the target audience were assessed using count data analyzed by using the chi-square test and Fisher exact test. Statistical significance was set at \( P<.05 \) for all comparisons. Analyses were performed using R for Windows version 3.5.1 (R Foundation for Statistical Computing).

Ethical Considerations
This study was granted an exemption from the requirement of ethics approval by the ethical review committee at the Graduate School of Medicine, The University of Tokyo, because we aimed to analyze online information, meaning that this study was not medical research involving human subjects, and because the authors had no conflicts of interest related to this study.

Results

Distributions of Author’s Professional Expertise
The assignment of all codes ranged from 0 to 9 (mean 1.017) per page. The assignment of codes ranged from 0 to 8 (mean 1.058) for hospitals and clinics, from 0 to 8 (mean 0.974) for media organizations, from 0 to 9 (mean 1.147) for public administration institutions, from 0 to 6 (mean 1.029) for business and service entities, from 0 to 6 (mean 1.389) for academic and medical societies, from 0 to 7 (mean 2.105) for pharmaceutical and medical device firms, from 0 to 3 (mean 0.367) for alternative medicine practitioners, and from 0 to 3 (mean 0.391) for laypersons. Of the webpages retrieved, 0 codes were assigned.
The number of webpages for which 0 codes were assigned was 53.4% (110/206) for hospitals and clinics, 66.2% (102/154) for media organizations, 68% (23/34) for public administration institutions, 60% (21/35) for business and service entities, 50% (9/18) for academic and medical societies, 53% (10/19) for pharmaceutical and medical device firms, 77% (23/30) for alternative medicine practitioners, and 74% (17/23) for laypersons.

The distributions of the webpage author’s professional expertise are summarized in Multimedia Appendix 1. Of the webpages retrieved, 39.7% (206/519) were produced by hospitals and clinics, 29.7% (154/519) by media organizations, 6.6% (34/519) by public administration institutions, 6.7% (35/519) by business and service entities, 5.8% (30/519) by academic and medical societies, 4.4% (23/519) by laypersons, 3.7% (19/519) by pharmaceutical or medical device firms, and 3.5% (18/519) by alternative medicine practitioners.

Of the codes assigned for the examined lifestyle factors associated with reduced fertility, 41.2% (218/528) were published by hospitals and clinics, 28.4% (150/528) by media organizations, 7.6% (40/528) by pharmaceutical or medical device firms, 7.4% (39/528) by public administration institutions, 6.8% (36/528) by business and service entities, 4.7% (25/528) by academic and medical societies, 2.1% (11/528) by laypersons, and 1.7% (9/528) by alternative medicine practitioners.

Interrater Reliability
A review of the coding by the two independent, blinded raters on the randomly selected subsample of 100 webpages revealed that the interrater agreement was excellent. The two raters agreed on the assignment of codes in 98.00% (3528/3600) of coding instances. The Gwet AC1 statistic for the assignment of codes ranged from 0.969 to 1.000 (mean AC1 0.985) for the author’s professional expertise, from 0.957 to 0.992 (mean AC1 0.979) for lifestyle factors, and from 0.950 to 0.986 (mean AC1 0.978) for the sex of the target audience. For the data analysis in this study, we used the coding of the first author.

Distribution of Lifestyle Factors
Of the coding instances concerning lifestyle factors associated with reduced fertility, 20.1% (106/528) related to psychological stress and 18.8% (99/528) related to sexually transmitted diseases. Together, codes on these two lifestyle factors accounted for 38.9% (205/528) of all lifestyle factor-coding instances. Websites referring to the associations between reduced fertility and nutrition and diet, cigarette smoking, underweight, physical activity and exercise, overweight and obesity, alcohol use, and environmental pollutants were relatively rare.

Distribution of Lifestyle Factors by Author’s Professional Expertise
Figure 3 illustrates the distribution of codes for the examined lifestyle factors associated with reduced fertility by author’s professional expertise. Of the coding instances referring to the association between reduced fertility and sexually transmitted diseases, 67% (66/99) were published by hospital or clinics and 14% (14/99) were published by media organizations. We assessed differences in the frequency of each lifestyle factor code between the two most common types of author’s professional expertise (ie, hospitals/clinics and media organizations) using the chi-square test and Fisher exact test (Table 3). The results of these tests showed that the association between sexually transmitted diseases and reduced fertility was mentioned more frequently by hospitals and clinics than by media organizations (P<.001). In contrast, of the coding instances referring to the association between nutrition and diet and reduced fertility, 26% (18/68) were published by hospitals and clinics and 40% (27/68) were published by media organizations; the association between nutrition and diet and reduced fertility was significantly more frequently mentioned by the media than by hospitals and clinics (P=.008). The other lifestyle factors associated with reduced fertility did not show statistically significant differences between hospitals/clinics and media organizations.

Figure 3. Distribution of codes for lifestyle factors associated with reduced fertility by the author’s professional expertise.
Table 3. Lifestyle factors and their associations with webpage author’s professional expertise for hospitals or clinics and media organizations.

<table>
<thead>
<tr>
<th>Lifestyle factor</th>
<th>Author’s professional expertise, n (%)</th>
<th>Chi-square</th>
<th>df</th>
<th>P value</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hospitals and clinics (n=218)</td>
<td>Media organizations (n=150)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sexually transmitted diseases</td>
<td></td>
<td>21.7</td>
<td>1</td>
<td>&lt;.001c</td>
<td>1</td>
<td>&lt;.001c</td>
</tr>
<tr>
<td></td>
<td>Number of webpages with codes</td>
<td>66 (30.3)</td>
<td>14 (9.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages without codes</td>
<td>152 (69.7)</td>
<td>136 (90.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychological stress</td>
<td></td>
<td>0.2</td>
<td>1</td>
<td>.64c</td>
<td>1</td>
<td>.64c</td>
</tr>
<tr>
<td></td>
<td>Number of webpages with codes</td>
<td>41 (18.8)</td>
<td>32 (21.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages without codes</td>
<td>177 (81.2)</td>
<td>118 (78.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarette smoking</td>
<td></td>
<td>1</td>
<td>1</td>
<td>.31c</td>
<td>1</td>
<td>.31c</td>
</tr>
<tr>
<td></td>
<td>Number of webpages with codes</td>
<td>23 (10.6)</td>
<td>22 (14.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages without codes</td>
<td>195 (89.4)</td>
<td>128 (85.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use</td>
<td></td>
<td>0.9</td>
<td>1</td>
<td>.35c</td>
<td>1</td>
<td>.35c</td>
</tr>
<tr>
<td></td>
<td>Number of webpages with codes</td>
<td>11 (5.0)</td>
<td>12 (8.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages without codes</td>
<td>207 (95.0)</td>
<td>138 (92.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nutrition and diet</td>
<td></td>
<td>7</td>
<td>1</td>
<td>.008c</td>
<td>1</td>
<td>.008c</td>
</tr>
<tr>
<td></td>
<td>Number of webpages with codes</td>
<td>18 (8.3)</td>
<td>27 (18.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages without codes</td>
<td>200 (91.7)</td>
<td>123 (82.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical activity and exercise</td>
<td></td>
<td>1.4</td>
<td>1</td>
<td>.23c</td>
<td>1</td>
<td>.23c</td>
</tr>
<tr>
<td></td>
<td>Number of webpages with codes</td>
<td>12 (5.5)</td>
<td>14 (9.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages without codes</td>
<td>206 (94.5)</td>
<td>136 (90.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight</td>
<td></td>
<td>0</td>
<td>1</td>
<td>.96c</td>
<td>1</td>
<td>.96c</td>
</tr>
<tr>
<td></td>
<td>Number of webpages with codes</td>
<td>19 (8.7)</td>
<td>12 (8.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages without codes</td>
<td>199 (91.3)</td>
<td>138 (92.0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight and obesity</td>
<td></td>
<td>0</td>
<td>1</td>
<td>&gt;.99c</td>
<td>1</td>
<td>&gt;.99c</td>
</tr>
<tr>
<td></td>
<td>Number of webpages with codes</td>
<td>18 (8.3)</td>
<td>13 (8.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages without codes</td>
<td>200 (91.7)</td>
<td>137 (91.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental pollutants</td>
<td></td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages with codes</td>
<td>10 (4.6)</td>
<td>4 (2.7)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Number of webpages without codes</td>
<td>208 (95.4)</td>
<td>146 (97.3)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aDegrees of freedom.

bP values compare media organizations with hospitals and clinics.

cChi-square test.

dFisher exact test.

Distribution of Lifestyle Factors by the Sex of the Target Audience

Figure 4 illustrates the distribution of codes for lifestyle factors associated with reduced fertility by the sex of the target audience. Of the total lifestyle factor-coding instances, 12.9% (68/528) were about men’s lifestyle factors, 60.2% (318/528) were about women’s lifestyle factors, and 17.4% (92/528) were about both women’s and men’s lifestyle factors (see Multimedia Appendix 2). Across all examined types of lifestyle factors, female-specific information was observed more frequently than was male-specific information. Information referring to psychological stress, sexually transmitted diseases, nutrition and diet, underweight, physical activity and exercise, and overweight and obesity was significantly more frequently directed toward women than toward men (Table 4; psychological stress: P=.002, sexually transmitted diseases: P<.001, nutrition and diet: P<.001, underweight: P<.001, physical activity and exercise: P<.001, overweight and obesity: P<.001).
Figure 4. Distribution of codes for lifestyle factors associated with reduced fertility by the sex of the target audience.
Table 4. Lifestyle factors and their associations with the sex of the target audience.

<table>
<thead>
<tr>
<th>Lifestyle factor</th>
<th>Sex of target audience</th>
<th>Chi-square</th>
<th>df</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male(^{a}), n (%)</td>
<td>Female(^{a}), n (%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>13 (12.0)</td>
<td>95 (88.0)</td>
<td>121.5</td>
<td>&lt;.001(^{d})</td>
</tr>
<tr>
<td>Sexually transmitted diseases (n=108)</td>
<td>95 (88.0)</td>
<td>13 (12.0)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages with codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages without codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Psychological stress (n=108)</td>
<td>42 (38.9)</td>
<td>66 (61.1)</td>
<td>9.8</td>
<td>.002(^{d})</td>
</tr>
<tr>
<td>Number of webpages with codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages without codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cigarette smoking (n=86)</td>
<td>40 (46.5)</td>
<td>46 (53.5)</td>
<td>0.6</td>
<td>.45(^{d})</td>
</tr>
<tr>
<td>Number of webpages with codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages without codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alcohol use (n=38)</td>
<td>18 (47.4)</td>
<td>20 (52.6)</td>
<td>0.1</td>
<td>.82(^{d})</td>
</tr>
<tr>
<td>Number of webpages with codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages without codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nutrition and diet (n=71)</td>
<td>15 (21.1)</td>
<td>56 (78.9)</td>
<td>45.1</td>
<td>&lt;.001(^{d})</td>
</tr>
<tr>
<td>Number of webpages with codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages without codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical activity and exercise (n=46)</td>
<td>13 (28.3)</td>
<td>33 (71.7)</td>
<td>15.7</td>
<td>&lt;.001(^{d})</td>
</tr>
<tr>
<td>Number of webpages with codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages without codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underweight (n=53)</td>
<td>3 (5.7)</td>
<td>50 (94.3)</td>
<td></td>
<td>&lt;.001(^{e})</td>
</tr>
<tr>
<td>Number of webpages with codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages without codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overweight and obesity (n=47)</td>
<td>10 (21.3)</td>
<td>37 (78.7)</td>
<td>28.8</td>
<td>&lt;.001(^{d})</td>
</tr>
<tr>
<td>Number of webpages with codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages without codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Environmental pollutants (n=13)</td>
<td>6 (46.2)</td>
<td>7 (53.8)</td>
<td></td>
<td>&gt;.99(^{e})</td>
</tr>
<tr>
<td>Number of webpages with codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of webpages without codes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\)We categorized the information into two groups: (1) information for men plus information for both men and women and (2) information for women plus information for both men and women. Lifestyle factors that could not be classified in this way were treated as missing.

\(^{b}\)Degrees of freedom.

\(^{c}\)P values compare the information for men with the information for women.

\(^{d}\)Chi-square test.

\(^{e}\)Fisher exact test.

**Discussion**

**Principal Findings**

This study quantitatively examined online information on the lifestyle factors associated with reduced fertility. The main findings of the study confirm that a large proportion of the information on lifestyle factors associated with reduced fertility was disseminated by hospitals, clinics, and the media. Furthermore, the findings show that the frequencies of descriptions provided by different entities varied by the particular lifestyle factor examined.

**Distribution of Author’s Professional Expertise**

In terms of the professional expertise of the author publishing online information on lifestyle factors associated with reduced fertility, following the categorization of professional expertise described in the Methods section, our study demonstrated that,
of the codes assigned for the examined lifestyle factors associated with reduced fertility, 41.2% (218/528) were published by hospitals and clinics, 28.4% (150/528) by media organizations, and 1.7% (9/528) by laypersons. This may be because of the strategy of search engine optimization used by hospitals and clinics to make their websites appear higher in user lists of search results generated by the search engines. This may also be because lifestyle factors associated with reduced fertility are discussed in the context of infertility examinations or treatments. The large number of references to lifestyle factors associated with reduced fertility by media organizations may be associated with the mass media coverage of the public debate [55] after the Japanese government’s proposal for the need for fertility education in 2013 [28]. Conversely, the low number of references to lifestyle factors associated with reduced fertility by laypersons may be associated with perceived stigma around infertility [56]: Laypersons may avoid discussing these factors because of concerns about stigma related to infertility or not being able to get pregnant. In contexts where the desire for children is generally regarded as the social norm, higher levels of stigma consciousness may be associated with reductions in disclosure of one’s own infertility [56]. Those who disclose their infertility may also have more negative social experiences associated with their infertility in such contexts [56] and consequently avoid further disclosing their infertility in the future. Therefore, the stigma around infertility may explain why laypersons were found to rarely mention lifestyle factors associated with reduced fertility in this study.

**Distribution of Lifestyle Factors**

Psychological stress and sexually transmitted diseases were the two most frequently mentioned lifestyle factors associated with reduced fertility. In contrast, the associations between reduced fertility and cigarette smoking, alcohol use, physical activity and exercise, underweight, and overweight and obesity were less frequently discussed. Our findings are consistent with those of a previous study showing that people lack a general understanding of fertility, including the associations between reduced fertility and cigarette smoking and overweight and obesity [28]. In 2017, the National Health and Nutrition Survey demonstrated that (1) 40% to 50% of the reproductive-aged population in Japan drank alcohol [57], (2) more than one-quarter of reproductive-aged men were obese [57], (3) 10% to 20% of reproductive-aged women were underweight [57], and (4) approximately 20% of the population smoked cigarettes [57]. Despite this situation, the associations between reduced fertility and alcohol consumption of both men and women, male overweight and obesity, female underweight, and cigarette smoking of both men and women were mentioned relatively infrequently on the websites analyzed in this study. These lifestyle factors should be discussed more frequently. We also believe that public initiatives for the reproductive-aged population and a fertility-related information strategy should be established in Japan. Several exemplary websites with evidence-based information exist that could serve as a model for these changes [58,59].

**Distribution of Lifestyle Factors by Author’s Professional Expertise**

Our research has revealed that associations between reduced fertility and both psychological stress and sexually transmitted diseases were more frequently discussed by hospitals and clinics than by the other types of webpage author. This may be because lifestyle factors associated with reduced fertility are discussed in the context of infertility distress regarding infertility examinations or treatments [32,60]. We also found that the association between reduced fertility and nutrition and diet was more frequently discussed by the media than by hospitals and clinics. This may be because lifestyle factors associated with reduced fertility are presented less as health-oriented information, with media outlets orienting health messages toward entertainment.

Providing treatment is the main role of hospitals and clinics, and these entities may use their websites as a tool for patient acquisition. However, for individuals seeking fertility information on the internet because they are trying to conceive, the content of hospital and clinic websites may be a major source of information on fertility. This idea is supported by the finding that hospital and clinic websites rank higher in lists of search results when users use web search engines. Hence, various kinds of information provided by hospitals and clinics may be beneficial for people who are trying to conceive. In previous work, scholars have recommended that, despite the pressures of a competitive environment, hospitals and clinics offering fertility treatment should present educational information in an ethically balanced manner [61]. The same scholars have also recommended that medical experts lead the way for best practices among doctors by creating guidelines regarding the provision of online information [61]. We additionally recommend the ethically balanced presentation of information on fertility in the media. Media websites should incorporate benchmarks for collaboration between experts and the media.

**Distribution of Lifestyle Factors by the Sex of the Target Audience**

We found that there were fewer mentions of lifestyle factors associated with reduced fertility for men than for women. This may be because (1) men are less likely to seek information on infertility [32], (2) male and female infertility is highly stigmatized, and (3) men have a relatively low level of knowledge regarding male infertility [62]. Regarding stigma around male infertility, reproductive health is often regarded as a women’s issue [31]. This may be because fertility treatment has mainly focused on women’s bodies, although male factors also contribute to infertility [31]. Likewise, previous work indicates that infertility tends to be regarded as a women’s issue in Japan [63]. Message senders may be influenced by this social norm, and they may therefore convey messages regarding infertility in a way that is consistent with this topic being a women’s issue. Conversely, male infertility may be related to stigma stemming from ideas about masculinity that many men consider to be a social norm [60,64]. Attempts to hide stigmatized conditions often lead to delays in information-seeking behavior [65]. Therefore, it is important that published discussions on the lifestyle factors associated
with reduced fertility include information for both men and women.

**Infertility and Stigma**

As mentioned above, infertility may harm the self-esteem of people who are trying to conceive because of its latently stigmatizing nature [56]. People with a stigmatized condition tend to use the internet to seek health information more often compared with people with nonstigmatized conditions [65]. Those who experience infertility may feel a sense of isolation and be less likely to seek social support because of reduced self-esteem [56]. Advantages of the internet include user anonymity, optional disclosure, and the lack of geographical barriers [66]. These advantages could mitigate the threat of social stigma and distress around disclosure, providing much needed information on fertility. It is also important to address online discussion boards in terms of informational, emotional, and appraisal support [66]. Moreover, because the internet may be a good public education tool for people with stigmatized conditions [65], we recommend the use of online media for fertility-related education [67].

**Limitations**

This study has several limitations. First, we limited our examination to online information, which does not capture all circulating public messages. Television broadcasts and print newspapers and magazines may also be widely used sources of information about lifestyle factors associated with reduced fertility. Second, although a substantial number of websites (n=519) were retrieved for this analysis, availability, accessibility, and time limitations made it unfeasible to analyze all relevant sites. Third, despite the fact that we selected search terms based on related words indicated by the selected search engines, these search terms may have reflected our own biases. For example, it is possible that search terms were relatively easy for women to use. However, because men were less likely to seek information regarding infertility [32], the webpages for women should include information for men. Fourth, it is possible that the selected lifestyle factors associated with reduced fertility may also have reflected our biases; however, this study examined several publications from academic societies, Cochrane Library, and previous studies to determine which lifestyle factors to investigate. For example, age was not treated as a lifestyle factor associated with reduced fertility in this study because Cochrane Library did not directly consider age when defining lifestyle factors that may both influence fertility and affect the chances of a healthy, live birth [5]. Additionally, a recent study found that most of the Japanese reproductive-aged population (60% to 70%) were knowledgeable about the association between age and reduced fertility [28]. Therefore, this study did not include age in the analysis. However, age should be explored as a potential factor associated with reduced fertility in future research. Fifth, when identifying lifestyle factors associated with reduced fertility, we checked for critical threshold levels for the contribution of particular factors, but study designs, outcomes, and sample sizes varied across the examined studies. Because there are presently no guidelines concerning lifestyle factors associated with reduced fertility in any country, we could not identify unified critical thresholds for judging the impact of each lifestyle factor on reduced fertility. Sixth, we did not evaluate the accuracy of the information presented on the webpages. It is possible that some websites provided accurate information and others provided incorrect information. The accuracy of information provided on this topic should be explored in future research. Seventh, our study was conducted via online search at the end of October 2019. Although we confirmed that the number of searches for the top 10 most frequent main search terms did not represent a surge, we did not explore how the number and frequency of search results concerning the examined lifestyle factors associated with reduced fertility changed over the time. Finally, our analysis was restricted to Japanese-language online information, which may limit its generalizability to other contexts. However, considering context is crucial when examining media messages, which is an advantage of focusing the analysis on Japanese-language websites [35]. Although there are limitations to the study, to our knowledge, this study is the first to examine online information on the lifestyle factors associated with reduced fertility using quantitative content analysis.

**Conclusions**

In terms of the webpage author’s professional expertise, authors from hospitals, clinics, and the media relatively frequently mentioned lifestyle factors associated with reduced fertility, whereas laypersons mentioned them relatively rarely. Regarding the specific lifestyle factors associated with reduced fertility, psychological stress and sexually transmitted diseases were more frequently discussed compared with the other factors. The association between reduced fertility and sexually transmitted diseases was more frequently discussed by hospitals and clinics than by the media. Conversely, the association between reduced fertility and nutrition and diet was significantly more frequently mentioned by the media than by hospitals and clinics. With regard to the sex of the target audience, male lifestyle factors were less frequently discussed than were female lifestyle factors. The authors of fertility-related websites should more frequently mention information on lifestyle factors associated with reduced fertility overall, moving beyond only psychological stress and sexually transmitted diseases to also discuss nutrition and diet, cigarette smoking, underweight, physical activity and exercise, overweight and obesity, alcohol use, and environmental pollutants. These authors should also make an effort to provide specific information on men’s lifestyle factors.
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Abstract

Background: Despite the emergence of app evaluation tools, there remains no well-defined process receptive to diverse local needs, rigorous standards, and current content. The need for such a process to assist in the implementation of app evaluation across all medical fields is evident. Such a process has the potential to increase stakeholder engagement and catalyze interest and engagement with present-day app evaluation models.

Objective: This study aimed to develop and pilot test the Technology Evaluation and Assessment Criteria for Health apps (TEACH-apps).

Methods: Tailoring a well-known implementation framework, Replicating Effective Programs, we present a new process to approach the challenges faced in implementing app evaluation tools today. As a culmination of our experience implementing this process and feedback from stakeholders, we present the four-part process to aid the implementation of mobile health technology. This paper outlines the theory, evidence, and initial versions of the process.

Results: The TEACH-apps process is designed to be broadly usable and widely applicable across all fields of health. The process comprises four parts: (1) preconditions (eg, gathering apps and considering local needs), (2) preimplementation (eg, customizing criteria and offering digital skills training), (3) implementation (eg, evaluating apps and creating educational handouts), and (4) maintenance and evolution (eg, repeating the process every 90 days and updating content). TEACH-apps has been tested internally at our hospital, and there is growing interest in partnering health care facilities to test the system at their sites.

Conclusions: This implementation framework introduces a process that equips stakeholders, clinicians, and users with the foundational tools to make informed decisions around app use and increase app evaluation engagement. The application of this process may lead to the selection of more culturally appropriate and clinically relevant tools in health care.

(J Med Internet Res 2020;22(8):e18346) doi:10.2196/18346
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Introduction

Excitement over the myriad digital health apps available on commercial marketplaces has been tempered by emerging privacy, efficacy, usability, and implementation concerns [1]. According to industry reports, there may be over 300,000 health-related apps [2], which compared to the 20,000 prescription drug products approved for marketing by the Food and Drug Administration [3], represents the scope of the challenge in helping both consumers and providers find, evaluate, and use the right apps. As a solution, we introduce an implementation framework for app evaluation that offers an...
Challenges with current app evaluation tools and websites can be best understood from an implementation science perspective. The Replicating Effective Programs (REP) framework consists of four phases: preconditions, preimplementation, implementation, and maintenance and evolution. In the preconditions phase, needs and implementation barriers are identified. The preimplementation phase includes gathering community opinions and pilot testing the intervention. Implementation requires intervention education and technical assistance, while the maintenance and evolution phase requires the establishment of sustainable practices. Utilizing the REP framework for health care interventions [4], the need to consider stages of implementation is clear. For example, finding the right app for a consumer or clinic begins with the identification of local needs and fit; this coincides with the preconditions stage in REP. Likewise, orienting staff and consumers, customizing how apps will be used in care settings, and ensuring technical assistance is available parallels the preimplementation stage of REP. The actual evaluation of apps may be considered equivalent to the implementation stage. However, process evaluation, feedback, and refinement are often lacking in efforts today. Current app evaluation schemes are not regularly updated [5], which renders them unresponsive to dynamic changes in the app marketplace [6]. Finally, the maintenance and evolution phase of REP is missing in nearly all app evaluation efforts with results of out-of-date and incorrect information being promulgated [5]. In this paper, we present the Technology Evaluation and Assessment Criteria for Health apps (TEACH-apps) process that aims to address the current challenges surrounding app assessment and assessment maintenance.

Preconditions

The vast number of health apps available offers an opportunity to select unique tools to meet the local needs of consumers and clinics. Considerations of foreign languages that apps need to support, price points, and literacy level are all important factors that impact the adoption [7] and use of apps yet are rarely considered in current app evaluation efforts. Just as there is no single best medication or therapy, an understanding of clinical needs, fit, and resources can guide the selection of a good match—so consideration of preconditions can ensure the selection of apps that will be a good match for the end users.

Preimplementation

Customizing app evaluation to be responsive to preconditions is necessary not only to ensure that local needs are met but also that buy-in and support from clinicians and consumers are obtained. Lower levels of support around the use of apps in care today are due to many factors, but lack of active engagement from end users and clinicians plays a notable role [8,9]. Offering technical support and assistance for end users to ensure their comfort with basic app competencies and skills, such as downloading and installing apps, is another critical aspect often lacking in today’s efforts.

Implementation

The focus of many existing efforts involves the actual rating of apps, as seen in the myriad of scales, scoring systems, and websites that exist for this purpose. A core challenge of these efforts is the lack of validity or reliability in their resulting metrics [10]. This deficiency of validity and reliability is understandable, given that preconditions of the actual needs of diverse consumers, regions, and cultures are not considered in most evaluation efforts. Instead, the single score generated by these efforts is meant to reflect suitability to anyone in the world—a seemingly impossible task.

Maintenance and Evolution

Disregarding maintenance and evolution in any app evaluation process remains a critical flaw. The first version of the United Kingdom’s National Health Service app evaluation library was suddenly shuttered amid research showing that the app ratings displayed did not account for recent updates to apps. These apps were no longer protecting data nor offering evidence-based care as they did when they were first evaluated [11]. A recent research report on mental health app evaluation websites noted that the average time since the last review of an app was over one year (473 days)—reflecting the inability of these services to keep pace with the dynamic world of apps which may be updated as often as weekly [5]. A tangible example is an app rating website that rated an app called Mood Triggers. At the time of this writing, clicking on the link to find this app on the marketplaces led to an error message because the app was no longer available [12]. The potential for harm as the result of offering consumers and providers out-of-date and incorrect information is evident when maintenance and evolution are ignored.

Solution

Current app evaluation efforts prioritize and concentrate on the hands-on review of apps. In the model shown in Figure 1, we present an app evaluation solution designed to ensure app evaluation is responsive to local needs, rigorous in standards, and current in content. Unlike existing processes, our method does not score or rank apps; this allows recommendations to be made based on the specific aspects matter most to a population or user. Resources available to facilitate the Technology Evaluation and Assessment Criteria for Health apps (TEACH-apps) process are shown in green. In this paper, we offer a series of customizable resources in the form of handouts and worksheets that can be found in Appendix 1. To the best of our knowledge, this is the first implementation-focused app evaluation effort that provides handouts, resources, and tools to support the app evaluation process further.
**Figure 1.** Schematic of the TEACH-apps model for implementing app evaluation. This model presents the app evaluation process step-by-step from left to right. The height of each TEACH-apps stage represents the number of apps considered. The preconditions stage has the largest height because it involves the initial gathering of all of the apps to be considered. After apps have been evaluated within the implementation stage, apps that meet the criteria are disseminated in the maintenance and evolution stage. The ‘updating’ portion of the final stage, which occurs 90 days from the dissemination period, has an increased height to account for new apps that may have surfaced or apps that have improved since the dissemination period. APA: American Psychiatric Association.

**Methods**

The American Psychiatric Association (APA) App Evaluation framework offers a useful tool to guide informed decision making around apps. Supported by evidence [13,14], international stakeholders [15], and frequently cited in research [16,17] on app evaluation, the framework offers a simple and ethically grounded approach that first considers access, then in sequence privacy/safety, evidence, usability, and finally clinical integration. The hierarchical nature of the framework ensures consideration of factors frequently overlooked by many other app evaluation tools, such as privacy and safety [14]. While the framework is notable and derives its name from the professional organization that has adopted it, no aspect of the framework is specific to mental health, a reflection of its broad approach and generalizability. As outlined below, we use the APA App Evaluation framework as the tool to be customized in the app evaluation process and acknowledge that other frameworks may be substituted. The focus should not be on any single tool but rather on how people use it in the four steps discussed next.

**Participants**

Ten committee members were recruited from our team’s hospital at Beth Israel Lahey Health. Our committee consisted of a range of stakeholders from undergraduate students to research assistants to clinicians. Input from this diverse pool of stakeholders holds unique potential to yield a comprehensive understanding of the benefits and concerns regarding each app.

**Preconditions**

Asking all stakeholders to submit the names of any apps they may have heard of, used, or have an interest in will create a pool of apps for consideration. To supplement the app list produced by stakeholders, conduct a narrow search on the app store by choosing a specific category of apps such as physical health or mindfulness. Local app needs can be identified by asking participants to name areas in which apps may be of help, even if they do not know of an app that suits, will highlight local needs around apps.

In parallel, at this stage, recruitment of a committee interested in app evaluation begins. The committee should be diverse and represent a variety of stakeholders with unique perspectives. Technology expertise is not a requirement for the committee, but interest in the topic and willingness to learn more is encouraged. Committee members are responsible for evaluating a certain number of apps broadly, then making decisions on whether to push the app forward into the next stage of the evaluation process.

**Preimplementation**

The preimplementation stage involves an in-person meeting with the app evaluation committee. Although an online, self-directed survey assessment is feasible, it has not yet been tested by our team. The initial task of the committee is to reflect on feedback from the preconditions stage and utilize it to establish what app evaluation criteria should be added or removed from the APA App Evaluation framework. For example, if people are not willing or able to pay for apps, a free criterion feature in the “access” level is necessary. Likewise, if the need for strong evidence is not considered crucial as people will be using these apps under close supervision and as an adjunct to care, related questions may be removed. There is no right or wrong customization of the APA App Evaluation framework, and the goal is to ensure it reflects the priorities and needs of the local users. It is easy to add or remove questions as deemed appropriate and necessary during the preceding stages of the process. As Henson et al demonstrated, the APA framework organizes the primary evaluation considerations into five levels—background information gathering, privacy, evidence, ease of use, and interoperability (Figure 2) [14]. Sample questions for each level are also provided in Figure 2.
The committee can also add any apps to the list of those submitted they believe to be potentially valuable and may remove any for which they have serious concerns. By personalizing the framework and eliminating apps that fail to meet the consumer’s needs, stakeholders further narrow their list of apps. At this stage, the committee can also reflect on the need for technical assistance and user support in working with apps.

The final component of preimplementation may be the most time consuming but can be done outside of the in-person committee meeting. The goal is to evaluate the available apps selected for consideration in the context of the final criteria and note which apps best align with the defined criteria. No scores or points are assigned, as the goal at this stage is to allow a closer inspection of the apps to separate those that have serious flaws from those that may be acceptable.

Implementation

The list of apps deemed acceptable in the preimplementation stage is now brought back to the committee, and members are invited to interact with and test drive the apps. While some apps can likely be tested in a matter of minutes (eg, informational apps), others such as medication reminders or habit-forming apps may require a more extensive test drive. The goal at this stage is to collect feedback on which apps may be a better fit in terms of usability and offer the most clinical value. See Multimedia Appendix 1 for a sample questionnaire. These are inherently more subjective decisions that rely on the support from the prior three stages and are informed by local needs, fit, and resources. The final apps that are deemed appropriate can then be transformed into an educational handout that explains why the app was selected and briefly outlines the pros and cons.

Maintenance and Evolution

While there is no absolute number of days within which app recommendations must be updated, there is evidence that 180 days may be a good target [18]. Thus, we recommend the process be repeated at least biannually, noting that updating apps will often be faster and simpler. Regular repetition of the process, in addition to ensuring that recommended apps are up to date and of high quality, also enables clinicians and stakeholders to account for changes in consumer preferences over time. New apps should be given priority for evaluation, but the volume will likely be less given that with further rounds, the apps that meet user needs should rise to the top. Of course, some top apps from 180 days ago may no longer be available, have changed dramatically, or now irrelevant; the committee can check for this in the implementation stage of the process. The maintenance and evolution phase of such a system has been outlined elsewhere, with future directions including self-certification by app developers and verification by committees [19]. Developers answer questions related to the safety and efficacy of an app. Responses from the self-certification checklist are made publicly available so users can confirm or reject the validity of answers. This system helps
hold developers accountable and encourages them to build apps that are safe and effective [19].

**Results**

**Preconditions**

The TEACH-apps process was pilot tested at our hospital by a team of ten committee members with diverse levels of expertise. During the initial committee meeting, the team discussed and determined the focus of their app evaluation efforts: health-related apps. Although this focus reduced the list of apps significantly from about two million to over three hundred thousand, the team relied on clinician recommendations, personal experiences or familiarity with apps, and popularity on the Apple App Store and the Google Play Store to further narrow their list. This process resulted in the creation of an initial list of 180 apps.

We understand that not all committees following the TEACH-apps process will have the opportunity to host an initial meeting to gather relevant apps. Thus, this stage can be conducted through email (Multimedia Appendix 2), or discussion at staff meetings. Another avenue to collect this information is to provide handouts in waiting rooms (Multimedia Appendix 3), which can be collected by front desk staff. The goal is to cast a wide net to see what apps people are using or interested in and what roles they hope apps could play.

**Preimplementation**

Stage two of TEACH-apps involved an in-person committee meeting where the team was asked to determine what app evaluation criteria should be added or removed from the APA App Evaluation framework. Analysis of the APA App Evaluation framework allowed the committee to develop their top eight general categories of interest in no specific order: (1) privacy, (2) medical evidence, (3) price, (4) ratings, (5) attributes, (6) features, (7) onboarding, and (8) performance.

This initial evaluation allowed the committee to narrow the list from 180 to 56 apps. We acknowledge there is no ‘perfect’ app, and those evaluating apps during this stage will have to use some level of discretion informed by the precondition and preimplementation stages. Our team recognized that not everyone interested in conducting the TEACH-apps process would be able to dedicate this much time to the evaluation. Since then, our team has created a database of common and popular apps where we have coded their features, thus creating a resource to help expedite the preimplementation process. The database allows participants to narrow their search by applying filters such as language or disorder. This database is publicly available [20].

**Implementation**

The implementation stage of TEACH-apps consisted of a hands-on app evaluation by the committee. The in-depth analysis of each app involved reading the privacy policy of all 56 apps and documenting key aspects from the customized criteria developed in the preimplementation stage (Table 1). Each committee member was responsible for reviewing 5-6 apps independently, which took an average of 30 minutes per app. As members became increasingly familiar and comfortable with the evaluation process, the time required to review an app decreased. Since apps are not scored, apps with an overall positive evaluation from stakeholders and little to no privacy concerns were then offered to residents at Beth Israel Lahey Health for further clinical evaluation (Multimedia Appendix 1). The hands-on evaluation conducted by the committee resulted in the reduction of the app list from 56 apps to 27. Apps that clinicians rated a 3 (“There are several people I would recommend this app to”) or higher were turned into a simple handout that outlined the pros, cons, cost, and download file size (Figure 3). Privacy was not included on this handout because all apps that reached this stage were previously checked for privacy and safety concerns. This handout can be offered to clinicians, consumers, and others who may find it of value. Resources related to helping use apps and technology, in general, can also be offered as a section on the handout. A disclaimer should be included to ensure users understand the handout provides educational resources but is not offering clinical recommendations.
Table 1. App evaluation categories and questions. Privacy is evaluated by assessing each app’s privacy policy. Medical evidence is assessed through a quick internet search. The Price, Ratings, and Attributes categories can be answered with information collected in the App Store. Lastly, the Features, Onboarding, and Performance categories are evaluated by downloading and interacting with the app.

<table>
<thead>
<tr>
<th>Category and subcategory</th>
<th>Evaluation instructions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Privacy</strong></td>
<td></td>
</tr>
<tr>
<td>Privacy policy</td>
<td>0 – Does not have a privacy policy</td>
</tr>
<tr>
<td></td>
<td>1 – Does have a privacy policy</td>
</tr>
<tr>
<td>Data type</td>
<td>0 – Personalized data or can’t find</td>
</tr>
<tr>
<td></td>
<td>1 – Deidentified data</td>
</tr>
<tr>
<td></td>
<td>2 – Anonymized data or none</td>
</tr>
<tr>
<td>Disclaimer</td>
<td>0 – App claims to provide a medical intervention</td>
</tr>
<tr>
<td></td>
<td>0 – Can’t find statement / unsure</td>
</tr>
<tr>
<td></td>
<td>1 – App does not claim to be a substitute for medical care</td>
</tr>
<tr>
<td>Delete data</td>
<td>0 – No</td>
</tr>
<tr>
<td></td>
<td>0 – Can’t find statement on this/unsure</td>
</tr>
<tr>
<td></td>
<td>1 – Yes</td>
</tr>
<tr>
<td>Data protection</td>
<td>0 – No statement</td>
</tr>
<tr>
<td></td>
<td>0 – Can’t find/unsure</td>
</tr>
<tr>
<td></td>
<td>1 – Statement on data protection from start to finish</td>
</tr>
<tr>
<td>Data location</td>
<td>0 – Data is stored elsewhere</td>
</tr>
<tr>
<td></td>
<td>0 – Can’t find a statement on this</td>
</tr>
<tr>
<td></td>
<td>1 – Data remains on the device or data is intended to leave</td>
</tr>
<tr>
<td>Data sharing I</td>
<td>0 – Data is sold or shared</td>
</tr>
<tr>
<td></td>
<td>0 – Can’t find statement on this</td>
</tr>
<tr>
<td></td>
<td>1 – Data is NOT sold or shared</td>
</tr>
<tr>
<td>Data sharing II</td>
<td>0 – Can’t find statement on this</td>
</tr>
<tr>
<td></td>
<td>1 – Data is sold or shared if/when the company is sold</td>
</tr>
<tr>
<td></td>
<td>2 – Data is NOT sold or shared if/when the company is sold</td>
</tr>
<tr>
<td>Trusted developer</td>
<td>0 – No trust or unsure</td>
</tr>
<tr>
<td></td>
<td>1 – Trust</td>
</tr>
<tr>
<td>Total</td>
<td>0-10</td>
</tr>
<tr>
<td><strong>Medical</strong></td>
<td></td>
</tr>
<tr>
<td>Evidence (publications of app efficacy)</td>
<td>Yes or no</td>
</tr>
<tr>
<td><strong>Price</strong></td>
<td></td>
</tr>
<tr>
<td>Cost</td>
<td>Input value</td>
</tr>
<tr>
<td>Business model</td>
<td>Check all that apply:</td>
</tr>
<tr>
<td></td>
<td>• Free</td>
</tr>
<tr>
<td></td>
<td>• Free with in-app purchase</td>
</tr>
<tr>
<td></td>
<td>• One-time purchase</td>
</tr>
<tr>
<td></td>
<td>• Subscription</td>
</tr>
<tr>
<td><strong>Ratings</strong></td>
<td>Check 1-5</td>
</tr>
<tr>
<td>Stars</td>
<td>Check 1-5</td>
</tr>
<tr>
<td>Number of reviews</td>
<td>&lt;100</td>
</tr>
<tr>
<td></td>
<td>&lt;1000</td>
</tr>
<tr>
<td></td>
<td>&lt;10,000</td>
</tr>
<tr>
<td></td>
<td>&lt;100,000</td>
</tr>
<tr>
<td></td>
<td>100,000+</td>
</tr>
<tr>
<td><strong>Attributes</strong></td>
<td></td>
</tr>
<tr>
<td>Category and subcategory</td>
<td>Evaluation instructions</td>
</tr>
<tr>
<td>--------------------------</td>
<td>-------------------------</td>
</tr>
<tr>
<td>Download size</td>
<td>0-50 MB</td>
</tr>
<tr>
<td></td>
<td>50-100 MB</td>
</tr>
<tr>
<td></td>
<td>100-200 MB</td>
</tr>
<tr>
<td></td>
<td>200+ MB</td>
</tr>
<tr>
<td>Availability</td>
<td>Check all that apply:</td>
</tr>
<tr>
<td></td>
<td>• Android</td>
</tr>
<tr>
<td></td>
<td>• iOS</td>
</tr>
<tr>
<td></td>
<td>• Web</td>
</tr>
<tr>
<td>Internet required</td>
<td>Yes</td>
</tr>
<tr>
<td></td>
<td>For some features</td>
</tr>
<tr>
<td></td>
<td>No</td>
</tr>
<tr>
<td>Accessibility</td>
<td>Check all that apply:</td>
</tr>
<tr>
<td></td>
<td>• Multiple languages</td>
</tr>
<tr>
<td></td>
<td>• Text/button size</td>
</tr>
<tr>
<td></td>
<td>• Literacy level</td>
</tr>
<tr>
<td></td>
<td>• Microphone option for data input</td>
</tr>
<tr>
<td>Features</td>
<td></td>
</tr>
<tr>
<td>Advertisements</td>
<td>Yes or no</td>
</tr>
<tr>
<td>Features</td>
<td>Check all that apply:</td>
</tr>
<tr>
<td></td>
<td>• Mood tracking</td>
</tr>
<tr>
<td></td>
<td>• Step count</td>
</tr>
<tr>
<td></td>
<td>• Medication Tracker</td>
</tr>
<tr>
<td></td>
<td>• Sleep Tracking</td>
</tr>
<tr>
<td></td>
<td>• Psychoeducation/resources</td>
</tr>
<tr>
<td></td>
<td>• Journal</td>
</tr>
<tr>
<td></td>
<td>• Picture gallery/hope board</td>
</tr>
<tr>
<td></td>
<td>• Connection to coach/therapist</td>
</tr>
<tr>
<td></td>
<td>• Mindfulness meditation</td>
</tr>
<tr>
<td></td>
<td>• Relaxation exercises</td>
</tr>
<tr>
<td></td>
<td>• Deep breathing</td>
</tr>
<tr>
<td></td>
<td>• ACT/Cognitive diffusion</td>
</tr>
<tr>
<td></td>
<td>• CBT thought exercises</td>
</tr>
<tr>
<td></td>
<td>• Worry time</td>
</tr>
<tr>
<td></td>
<td>• Peer support</td>
</tr>
<tr>
<td></td>
<td>• Goal setting/habits</td>
</tr>
<tr>
<td>Onboarding</td>
<td>Check all that apply:</td>
</tr>
<tr>
<td></td>
<td>• Requires sign up (eg, username and password)</td>
</tr>
<tr>
<td></td>
<td>• Requests personal information (eg, birthday, name, email)</td>
</tr>
<tr>
<td></td>
<td>• No signup or personal information required</td>
</tr>
<tr>
<td>Data collected</td>
<td>Check all that apply:</td>
</tr>
<tr>
<td></td>
<td>• Surveys</td>
</tr>
<tr>
<td></td>
<td>• Health Kit/Google Fit</td>
</tr>
<tr>
<td></td>
<td>• Birthday</td>
</tr>
<tr>
<td></td>
<td>• Photos</td>
</tr>
<tr>
<td></td>
<td>• Location (eg, GPS)</td>
</tr>
<tr>
<td></td>
<td>• Medication</td>
</tr>
<tr>
<td>Performance</td>
<td></td>
</tr>
<tr>
<td>Effectiveness</td>
<td>1 – App is broken; no/insufficient/inaccurate response (eg, crashes/bugs/broken features, etc)</td>
</tr>
<tr>
<td></td>
<td>2 – Some functions work, but lagging or contains major technical problems</td>
</tr>
<tr>
<td></td>
<td>3 – App works overall. Some technical problems need fixing or slow at times</td>
</tr>
<tr>
<td></td>
<td>4 – Mostly functional with minor/negligible problems</td>
</tr>
<tr>
<td></td>
<td>5 – Perfect/timely response; no technical bugs found, or contains a “loading time left” indicator (if relevant)</td>
</tr>
</tbody>
</table>
Evaluation instructions

<table>
<thead>
<tr>
<th>Category and subcategory</th>
<th>Evaluation instructions</th>
</tr>
</thead>
</table>
| Endorsement              | 1 – I would not recommend this app to anyone  
|                          | 2 – There are very few people I would recommend this app to  
|                          | 3 – There are several people I would recommend this app to  
|                          | 4 – There are many people I would recommend this app to  
|                          | 5 – I would recommend this app to everyone |

Key takeaways: Any usability issues (small text, difficult to navigate)? Who might this be most useful for, and for what purpose? Who might struggle using this app?

Share with clinicians?

Yes or no

Figure 3. Sample educational handout with major app characteristics documented.

<table>
<thead>
<tr>
<th>App Name</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>App Logo</strong></td>
<td>😞</td>
<td>🤔</td>
<td>🤔</td>
<td>🤔</td>
</tr>
<tr>
<td><strong>Best for</strong></td>
<td>Entry level mood tracking</td>
<td>Mood tracking with built-in interventions and psychoeducation</td>
<td>Bipolar mood tracking with clinical reports</td>
<td>Customizable surveys and cognitive games</td>
</tr>
<tr>
<td><strong>Pros</strong></td>
<td>Intuitive, visually appealing, not overwhelming</td>
<td>Clean design, many built-in “insights” (interventions)</td>
<td>Tracks more than just mood (sleep, psychosis, therapy, exercise), have the option to send results to clinician</td>
<td>High degree of customization for surveys and games, web dashboard for visualizations, co-development with clinicians and patients</td>
</tr>
<tr>
<td><strong>Cons</strong></td>
<td>Some basic but useful features locked behind paywall (e.g. average daily mood) but only a one-time purchase of $8</td>
<td>Almost all interventions are locked behind an expensive paywall (nearly $50/year)</td>
<td>Slightly more complicated than Daylio/Moodpath with a less sleek design</td>
<td>Only one intervention so far, but more on the way; occasional bugs and non-reported HealthKit values</td>
</tr>
<tr>
<td><strong>Cost</strong></td>
<td>Free*</td>
<td>Free* OR $47.99/year</td>
<td>Free*</td>
<td>Free</td>
</tr>
<tr>
<td><strong>Download Size</strong></td>
<td>37.5 MB</td>
<td>57.2 MB</td>
<td>46.9 MB</td>
<td>132.6 MB</td>
</tr>
</tbody>
</table>

*These apps are free, but offer in-app purchases or subscriptions.

DISCLAIMER: We do not make any warranties about the completeness, reliability, and accuracy of this information as apps are constantly evolving. The content is not intended to be a substitute for professional medical advice, diagnosis, or treatment. The apps provided above are NOT clinical recommendations. Instead, they serve as educational material.

To learn more about apps...
- [insert local resources]
- [insert local resources]
- [insert local resources]

Maintenance and Evolution

While maintenance and evolution will vary by site and need, our solution includes a publicly accessible online database [20]. Unlike a paper handout, which is impossible to update except with redistribution to each person, a website can be updated in real time to ensure that information is accurate and up to date.

A website also offers an easy means to track history and changes in the evaluation of individual apps, creating a transparent record of maintenance and evolution. We created a search feature so that individuals accessing the database could enter their preferences and learn which apps may be a close match. A screenshot of the website is shown in Figure 4.
Figure 4. Screenshots of the database for smartphone app filtering. The top panel showcases the various filters that users can use to find an app. The lower panel displays some of the features users can choose under ‘Engagement Style.’ The rest of the features in this category can be seen by scrolling on the website.

Discussion

Outcomes of Success

Like any process, we will keep updating the app evaluation process based on feedback. To that end, we offer a pre- and postsurvey to both committee members and end users to identify areas for continual improvement (see Multimedia Appendix 4 for committee members, and Multimedia Appendices 5 and 6 for end users). We propose that administering the presurvey at the first in-person committee meeting during the preimplementation stage. The committee members complete the post-survey after implementation. An analysis of success must consider both the degree to which the proposed process met local needs in app evaluation and the feasibility of process maintenance. The surveys thus pose questions about comfort level and training with technology, the potential for integration of technology into care, and the potential for adaptation with technology over time. The same set of questions is answered before and after implementation to assess the impact of the proposed app evaluation process.

Additionally, users of the app recommendations derived from the process will complete a survey before and after receiving the educational material (Multimedia Appendices 5 and 6). These surveys focus on app use before and after perusal of the handout as well as familiarity with different components of the app evaluation process, such as privacy.

The templates included here serve only as guidelines. Thorough consideration of the effectiveness of the app evaluation process, local needs and goals should be considered. There is thus a great deal of latitude to amend survey questions as committee members and stakeholders see fit.
Limitations

Our study has several weaknesses that must be considered. With hundreds of thousands of apps available on the dashboard, our initial evaluation of 180 apps only scratches the surface of app evaluation. This preliminary list, generated during the preconditions phase, was based on recommendations, personal experiences, and app popularity. Thus, the preconditions phase, in particular, may result in the exclusion of less popular or less well-known apps. Another limitation is that while there is interest in implementing this process at other health care facilities, this process has only been tested once due to disruptions caused by coronavirus disease (COVID-19), and our newly developed database has not been tested. Although we have provided comprehensive resources to conduct both the preconditions and preimplementation phases digitally, an additional limitation stems from the fact that we were able to hold in-person meetings, and our pilot process was thus informed by in-person discussion and debate that may be lost in online surveys.

Conclusions

As digital health apps continue to grow in number and prominence, there is an increasing need for solutions that help consumers and providers find and evaluate relevant apps while taking into account concerns about privacy, efficacy, usability, and implementation.

We have proposed an implementation framework that equips clinicians and users with the tools to make informed decisions around app use. The framework may be applied to a wide variety of medical contexts and can be customized to address specific segments of the estimated 300,000 health apps currently on the market. For example, although the preconditions for an assessment of meditation apps versus apps for diabetes management differ, the outline of the process remains intact.

The process is comprehensive, with a preconditions stage focused on gathering relevant apps, a preimplementation stage to customize the criteria of evaluation to local needs, and the ultimate implementation comprising a hands-on test run of the apps that met the tailored set of criteria. With this process completed, stakeholders, clinicians, and users can more easily navigate the dynamic digital health space and utilize health apps for the advancement of care and well-being.
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Multimedia Appendix 1
App evaluation questionnaire to be given to clinicians.
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Multimedia Appendix 2
An example of a Google Form that can be easily circulated via email. Although this illustration is centered around health in general, the form can be tailored to fit the local needs.
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Multimedia Appendix 3
Sample handout for distribution in waiting rooms.
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Multimedia Appendix 4
Survey templates to be completed before and after app evaluation by committee members.
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Multimedia Appendix 5
Survey templates to be completed by end users before viewing educational material.
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Abstract

Background: As the need for sharing genomic data grows, privacy issues and concerns, such as the ethics surrounding data sharing and disclosure of personal information, are raised.

Objective: The main purpose of this study was to verify whether genomic data is sufficient to predict a patient’s personal information.

Methods: RNA expression data and matched patient personal information were collected from 9538 patients in The Cancer Genome Atlas program. Five personal information variables (age, gender, race, cancer type, and cancer stage) were recorded for each patient. Four different machine learning algorithms (support vector machine, decision tree, random forest, and artificial neural network) were used to determine whether a patient’s personal information could be accurately predicted from RNA expression data. Performance measurement of the prediction models was based on the accuracy and area under the receiver operating characteristic curve. We selected five cancer types (breast carcinoma, kidney renal clear cell carcinoma, head and neck squamous cell carcinoma, low-grade glioma, and lung adenocarcinoma) with large samples sizes to verify whether predictive accuracy would differ between them. We also validated the efficacy of our four machine learning models in analyzing normal samples from 593 cancer patients.

Results: In most samples, personal information with high genetic relevance, such as gender and cancer type, could be predicted from RNA expression data alone. The prediction accuracies for gender and cancer type, which were the best models, were 0.93-0.99 and 0.78-0.94, respectively. Other aspects of personal information, such as age, race, and cancer stage, were difficult to predict from RNA expression data, with accuracies ranging from 0.0026-0.29, 0.76-0.96, and 0.45-0.79, respectively. Among the tested machine learning methods, the highest predictive accuracy was obtained using the support vector machine algorithm (mean accuracy 0.77), while the lowest accuracy was obtained using the random forest method (mean accuracy 0.65). Gender and race were predicted more accurately than other variables in the samples. On average, the accuracy of cancer stage prediction ranged between 0.71-0.67, while the age prediction accuracy ranged between 0.18-0.23 for the five cancer types.

Conclusions: We attempted to predict patient information using RNA expression data. We found that some identifiers could be predicted, but most others could not. This study showed that personal information available from RNA expression data is limited and this information cannot be used to identify specific patients.
cancer; privacy issue; personal information; prediction; RNA sequencing; machine learning

Introduction

High-throughput sequencing and array technologies, such as next-generation sequencing and microarrays, can be applied to personalized genomics and for medical purposes. These technologies will enable comprehensive multiomics analysis at various levels, including genomics, transcriptomics, and proteomics. In the last decade, the ability to collect and store personal data has increased significantly. A growing number of studies around the world have used multidimensional cancer genome data sets to obtain biological insights and develop clinical applications [1]. The ability to collect and store personal data has exploded, making genomic analysis a viable method for improving diagnostic accuracy and personalized medicine.

These advances require both the collection and sharing of high-resolution genetic profiles among researchers and institutions. However, this large-scale use of detailed individual-level data raises legitimate privacy concerns. It has been proposed that genetic profiles should not be collected and shared due to the potential for privacy breaches and risk of participant identification. There are standards outlined by modern data protection laws, such as the General Data Protection Regulation in the European Union, for the anonymization of data before sharing. The new General Data Protection Regulation explores the major provisions of this new regulation with regard to processing genetic data and includes it as a special category of sensitive data [2]. The Privacy Rule of the Health Insurance Portability and Accountability Act (HIPAA) sets standards for the privacy and security of health records in the United States [3]. Public databases such as The Cancer Genome Atlas (TCGA) obtain patient consent to share their genetic data. Consent is obtained due to the possible risk of exposing patient information obtained from multiomics data [4].

We have yet to discover everything there is to learn from genomes [5]. The study of personal genome interpretation using genomic data has continued to evolve and has now reached the point of being able to explain individual characteristics [6,7]. RNA expression data, a next-generation sequencing-based method for analysis of transcription, provides valuable information on the expression of specific genes [8], and it is also considered to be sensitive data [9,10]. RNA expression analysis is performed on bulk tissue samples or cell populations. Differences in cellular RNA expression profiles are caused by various factors such as cell cycle status, differentiation, and morphologic position. Despite increasing research using genomic data, there is a lack of research to determine the appropriate level of data sharing based on the predictability of personal information.

In order to protect personal information while sharing genomic data, it is necessary to evaluate all patient information that could be revealed by genomic data only. Since 2000, numerous papers that use machine learning algorithms in genome-wide analyses have been published [11]. The aim of this study is to assess whether machine learning algorithms can use RNA expression data from a public cancer genome database (TCGA) to identify patients’ personal information.

Methods

Study Design

We selected five personal data features from 9538 RNA expression samples for identification: gender, age, cancer type, race, and pathologic (cancer) stage. Information on these five features was extracted from the clinical data and separately predicted for each sample. Our data processing workflow is summarized in Figure 1. Gender consisted of two groups (male and female), age was classified into nine groups (each ranging 10 years of age), cancer type consisted of 32 groups, race consisted of five groups, and cancer stage consisted of four groups (stages I to IV). Since gender, age, cancer type, and race are typical variables, patient data with all four variables were included. However, cancer stage data were missing from many samples, and its definition differs according to cancer type, thus patient data missing this information were still included.
Availability of Data and Materials

All RNA expression data were generated as part of The Cancer Genome Atlas [12]. These data were obtained from the FireBrowse website [13].

Database

Gene expression information (level 3) from TCGA was downloaded from the Firehose analysis infrastructure (Broad Institute Genome Data Analysis Center). The RNA expression level 3 data contained reads per kilobase million mapped reads [14], RNA expression by expectation-maximization [15], read count, and clinical data. The TCGA level 3 RNA expression data set contained quantifications of transcript levels by normalized counts calculated using the expectation-maximization method.

We used 7828 primary tumor samples from 32 cancer types and 593 normal samples from 22 cancer types. Samples where clinical data did not exist were excluded. We used HiSeq (HiSeq 2000; Illumina Inc) RNA expression values for 12,897 genes (12,883 genes excluding the expression values of the genes on the Y chromosome) in our machine learning platforms to predict gender. In addition to the data set with samples from multiple cancer types, we created five separate data sets, each consisting of samples from a single cancer, in order to compare predictability between cancer types. These five data sets represented breast carcinoma (957/7828, 12.24%), kidney renal clear cell carcinoma (519/7828, 6.64%), head and neck squamous cell carcinoma (496/7828, 6.35%), low-grade glioma (486/7828, 6.23%), and lung adenocarcinoma (416/7828, 5.34%). These data sets were used to determine whether personal information was able to be predicted in each cancer type. Specifically, the data sets were used to determine whether the stage was predictable and how the prediction accuracy of other identifiers would change.

Processing of RNA-Sequence Data

Level 3 RNA expression data processing and quality control were performed by the Broad Institute TCGA workgroup. Data were processed in R (version 3.6.0; packages: edgeR, limma). Expectation maximization–normalized data were preprocessed using the DGEList function (edgeR), and only genes expressed with counts per million above zero in at least 20% of samples were retained using the CPM function (edgeR) [16]. Level 3 RNA expression data were normalized within each cancer type. We performed preprocessing of level 3 RNA expression data of primary tumor samples and normal samples using the voom function (limma), which is also an alternative variance-stabilizing multiple-testing framework for RNA expression data [17]. Comparison of gene expression between cancer types was performed using linear regression models and the transformed data were then used to derive the final differential gene expression list (voom; limma). Our integrated data set contained expression values of 12,897 genes from 9538 samples.
Personal Health Identifiers

Under the HIPAA privacy rules, personal information typically includes information that can be used to identify or track an individual, such as their name, social security number, or biometric records, either alone or in combination with other information linkable to a specific individual, such as a date or place of birth [18]. Among the available patient data, we selected five informative features that could be connected to a specific individual. HIPAA provides 18 identifiers; however, the personal information identifiers provided by TCGA are restricted. There were 29 variables associated with TCGA patient information data, from which we excluded the sample barcode, version, and survival variables. Additionally, variables missing more than 60% of data were excluded. TCGA-provided identifiers existed only for age, and we added the demographic information (ie, gender, race, stage, and cancer type) to the personal information.

Selection of Significant Genes for Predicting Personal Information

The genes in the primary tumor data set relating to gender were analyzed using two-tailed t tests [19,20] with Bonferroni correction for any two-group comparisons. Other genes in the primary tumor data set relating to the remaining variables were analyzed using a one-way analysis of variance (ANOVA) [21,22] and Bonferroni posthoc tests for multiple comparisons. In addition to the 12,897 genes in the primary tumor data set, which included RNA gene expression levels, we created two data sets for each gene ($P$ value $\leq .01$) based on the $P$ values of the ANOVA and t tests (Multimedia Appendix 1). The purpose of creating these data sets was to provide alternative data sets for evaluating whether personal information could be identified by selecting significant genes.

Supervised Machine Learning Algorithms

We used four different supervised machine learning algorithms to generate classification models. Support vector machines are a group of related supervised learning methods used for classification and regression [23,24]. Decision tree structures use leaves to represent classifications, while branches represent conjunctions of features that lead to those classifications [23,25]. Random forest is a classifier consisting of many decision trees and determines the class, which is the mode of classes generated, by individual trees [25,26]. Artificial neural networks are an interconnected group of nodes that use a computational model for information processing. Its structure changes based on external or internal information that flows through the network. Artificial neural networks can be used to model complex relationships between inputs and outputs and find patterns in data [25,27].

The four supervised machine learning algorithms were trained on the five features subsets and cross-validated. Random forest models were generated using 100 trees. The support vector machines used linear kernels while artificial neural networks used four-layer networks. To compare the models of the four supervised machine learning algorithms, the study population was randomly stratified and split into 70% training and 30% independent testing data sets.

Performance Evaluation

To evaluate the generated prediction models, we employed various metrics recommended for evaluating classifier performance such as accuracy, precision, recall, F1 score, and area under the receiver operating characteristic curve (AUROC). The multiclass AUROC was the mean of several AUROC classes. Quantitative measures of accuracy and AUROC were used to assess the overall performance of each classifier. AUROC is a measure of model performance, which is based on the receiver operating characteristic curve that plots the tradeoff between sensitivity and specificity of these values using commonly accepted criteria [27].

Results

Description of the RNA Expression Data Set

A total of 7828 primary tumor samples consisting of 32 cancer types were collected from TCGA to construct and test five personal information prediction models (Table 1). To compare tumor samples with normal samples, we extracted data from 593 normal samples from TCGA (Multimedia Appendix 2). The primary tumor data set and normal data set are structurally analogous.
Table 1. Personal information of the study population.

<table>
<thead>
<tr>
<th>Data set information</th>
<th>Female, n (%)</th>
<th>Male, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Participants</td>
<td>4046 (51.69)</td>
<td>3782 (48.31)</td>
<td>7828 (100)</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10-19</td>
<td>14 (0.18)</td>
<td>16 (0.2)</td>
<td>30 (0.38)</td>
</tr>
<tr>
<td>20-29</td>
<td>127 (1.62)</td>
<td>134 (1.71)</td>
<td>261 (3.33)</td>
</tr>
<tr>
<td>30-39</td>
<td>330 (4.22)</td>
<td>256 (3.27)</td>
<td>586 (7.49)</td>
</tr>
<tr>
<td>40-49</td>
<td>629 (8.04)</td>
<td>451 (5.76)</td>
<td>1080 (13.8)</td>
</tr>
<tr>
<td>50-59</td>
<td>946 (12.08)</td>
<td>882 (11.27)</td>
<td>1828 (23.35)</td>
</tr>
<tr>
<td>60-69</td>
<td>995 (12.71)</td>
<td>1100 (14.05)</td>
<td>2095 (26.76)</td>
</tr>
<tr>
<td>70-79</td>
<td>772 (9.86)</td>
<td>737 (9.41)</td>
<td>1509 (19.27)</td>
</tr>
<tr>
<td>80-89</td>
<td>225 (2.87)</td>
<td>200 (2.55)</td>
<td>425 (5.42)</td>
</tr>
<tr>
<td>90+</td>
<td>8 (0.1)</td>
<td>6 (0.08)</td>
<td>14 (0.18)</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>American or Alaska Native</td>
<td>13 (0.17)</td>
<td>7 (0.09)</td>
<td>20 (0.26)</td>
</tr>
<tr>
<td>Asian</td>
<td>253 (3.23)</td>
<td>346 (4.42)</td>
<td>599 (7.65)</td>
</tr>
<tr>
<td>Black or African American</td>
<td>519 (6.63)</td>
<td>261 (3.33)</td>
<td>780 (9.96)</td>
</tr>
<tr>
<td>Hawaiian or Pacific Islander</td>
<td>6 (0.08)</td>
<td>1 (0.01)</td>
<td>7 (0.09)</td>
</tr>
<tr>
<td>Caucasian</td>
<td>3255 (41.58)</td>
<td>3167 (40.46)</td>
<td>6422 (82.04)</td>
</tr>
<tr>
<td>Cancer stage(^a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stage I</td>
<td>738 (16.8)</td>
<td>638 (14.52)</td>
<td>1376 (31.32)</td>
</tr>
<tr>
<td>Stage II</td>
<td>866 (19.71)</td>
<td>552 (12.57)</td>
<td>1418 (32.28)</td>
</tr>
<tr>
<td>Stage III</td>
<td>569 (12.95)</td>
<td>491 (11.18)</td>
<td>1060 (24.13)</td>
</tr>
<tr>
<td>Stage IV</td>
<td>184 (4.19)</td>
<td>355 (8.08)</td>
<td>539 (12.27)</td>
</tr>
</tbody>
</table>

\(^a\)The percentages may not add up to 100% because of missing values.

Prediction of the Five Personal Variables Using Four Machine Learning Algorithms in Multiple Cancers

Figure 2 presents the performance of the four machine learning algorithms using 12,897 genes to predict target outcomes. The accuracies of the five personal information variables in the independent data set were 0.93-0.99 (gender), 0.0026-0.29 (age), 0.76-0.96 (race), 0.78-0.94 (cancer type), and 0.45-0.79 (stage). The AUROC of the five personal information variables in the independent data set were 0.94-0.99 (gender), 0.50-0.75 (age), 0.51-0.91 (race), 0.84-0.96 (cancer type), and 0.71-0.87 (stage). The accuracy of all models in predicting the five personal information variables ranged variedly, the lowest being in random forest and the highest being in support vector machine (Multimedia Appendix 3).
Figure 2. Prediction performance of personal identifiers according to independent gene sets: (a) accuracy and (b) AUROC of the personal information classifiers from a training dataset consisting of 12,897 genes; (c) accuracy and (d) AUROC of the personal information classifiers as analyzed by prediction models made from a training dataset consisting of significant genes selected through statistical analysis. ANN: artificial neural network; DT: decision tree; RF: random forest; SVM: support vector machine.

For gender, accuracy and AUROC were the highest compared to other variables: precision and recall ranges were 0.98-1.00 and 0.91-1.00, respectively. We also applied the RNA expression data of the remaining genes (excluding genes on the Y chromosome) using the machine learning algorithms, and the ranges of prediction accuracy and AUROC for gender were 0.91-0.98 and 0.96-0.99, respectively (Multimedia Appendix 4). For age, accuracy and AUROC were low, and precision and recall were less than 0.20. The accuracy and AUROC were lower for race than for gender. In the Caucasian group alone, the F1 scores were high, in the range of 0.86-0.98. However, other groups representing smaller percentages of the population were difficult to predict. Despite the multilayered structure of the 32 cancer types, the accuracy of cancer stage and AUROC were lower than those of the gender variable. The accuracy and AUROC of cancer stage were lower than those of the cancer type variable, due to the multilayered structure of the 19 cancer types (Multimedia Appendix 5).

In addition to the gene data sets, results for data sets compiled with significant genes based on the P values were obtained. Most results were similar for all gene data sets, with accuracy and AUROC decreasing for all personal information variables, except for the cancer stage variable (Figure 2, Multimedia Appendix 5, and Multimedia Appendix 6). Thus, personal information variables such as age, cancer stage, race, cancer type, and gender were difficult to predict using the prediction models generated by machine learning.

Prediction of Personal Information Using Four Machine Learning Algorithms in the Top Five Cancer Types

We selected five types of cancers with large samples sizes from the primary tumor data set and developed predictive models for the four personal information variables from each cancer data set (Multimedia Appendix 7). To achieve this, we generated data sets for breast carcinoma, kidney renal clear cell carcinoma, head and neck squamous cell carcinoma, low-grade glioma, and lung adenocarcinoma, and predicted the personal information through machine learning algorithms (Figure 3). This analysis compared whether personal information was predicted differently depending on the type of cancer.
Gender accuracy was low and cancer stage accuracy was high when comparing the average accuracy of all cancers and the five specific cancers; when comparing the accuracy averages of the four machine learning algorithms, the lowest for gender was 0.85, the lowest for age was 0.14, the lowest for race was 0.83, and the lowest for cancer stage was 0.67 (Figure 3, Multimedia Appendix 8).

Validation Through Normal Tissue Samples
We also conducted a study to compare the predicted results for cancer samples with those for normal samples. We evaluated the optimized model using 593 normal tissue samples belonging to cancer patients from TCGA. Prediction of gender, age, and race had similar accuracies in normal samples as in tumor samples, but prediction of cancer type was less accurate in normal samples than prediction of cancer type in tumor samples (Figure 4).
Expression of Specific Genes Depending on Personal Information

Using the RNA expression data of primary tumors, prediction models of the five personal information variables were created using four machine learning algorithms. The genes for predicting personal information were compared using important features provided by random forest and decision tree.

To facilitate the comparison of genes associated with personal information, we compared genes that play an important role when creating models for personal information retrieval. Each of the five personal information variables had a separate list of corresponding important genes; we selected the top 100 genes in these lists, based on the $P$ values generated by random forest and decision tree. The results showed a low level of association between genes and personal information: only gender showed gene-relatedness in random forest. Of the top 10 genes in the list of important genes to predict the gender provided by random forest, 9 genes were located on the Y chromosome. However, of the top 10 genes in the list of important genes to predict the gender provided by decision tree, only 2 genes were located on the Y chromosome.

Discussion

Principal Results

The prediction of personal information using RNA expression–based approaches is a rapidly developing subfield of cancer epigenetics that has great potential to provide accurate predictive outcomes. However, there is a risk that patient information might be disclosed, thereby limiting data collection and sharing. For accurate regulation of the use of genomic data, it is necessary to examine the possibility of private information leaking. In this study, we verified personal information predictability using RNA expression profiling and presented a new direction for studies on genomic data sharing.

When predicting personal information from RNA expression data using the four machine learning algorithms, we found that most personal information could not be predicted using RNA expression data, with the exceptions being gender and cancer type. Gender could be easily predicted by analyzing the expression of sex chromosome genes, as expected [28]. Furthermore, we confirmed whether gender could be predicted by RNA expression data of the remaining genes (excluding the genes on the Y chromosome) through machine learning. Since there is a regulatory network between genes located on chromosome X or Y and chromosome 1-22, gender could still be predicted by genes located on chromosomes 1-22 [29]. In addition, several studies have shown that there are marked differences in RNA expression between different cancer types [30-32]. Personal information can be more accurately predicted when combined with other information [33], which slightly increased the accuracy of the prediction when information about cancer type was provided (increased by 0.004-0.14). However, it is still difficult to say that personal information, such as age, race, and cancer stage, could be predicted.

Aging is a very complex process that is influenced by various genetic, lifestyle, and environmental factors [34]. It causes a variety of molecular modifications and adjustments in tissues and organs that accumulate over an individual’s lifetime, including chemical modifications and alterations to gene expression [35]. Thus, it is difficult to predict age from RNA expression data alone, because of the influence of these molecular modifications and adjustments throughout the individual’s lifetime. Although HIPAA describes birth date as an identifiable variable, it is an identifier virtually impossible to predict using RNA expression data. To predict a patient’s age, epigenomic data such as DNA methylation profiles, which reflects the patient’s age, should be used [34,35].

The race data set was not suitable for the machine learning algorithms because the sample ratios between group populations were unbalanced. Caucasians accounted for 82% of patient samples in the RNA expression data set. For this reason, the accuracy and recall results were higher for the Caucasian group and lower for the other groups. Machine learning algorithms can suffer a performance bias in relation to classification when data sets are unbalanced [36]. On the other hand, with regard to the cancer stage data set, predictions had low accuracy across
all machine learning platforms, findings that coincide with those of other studies [37,38].

Genomic data are sensitive data that can be used to identify individuals or for other purposes [39,40]. The individuality of some of the genomic data has been verified [34,35,41], but little has been studied for RNA data. Our study is thus the first to verify individual identification in RNA expression data testing the identification of personal information using RNA expression data provided by the public database TCGA. The prediction was rarely successful.

This study is the first paper to suggest determining the level of data sharing should be based on predictability of personal information. Clearly, data sharing will have a pivotal role in precision oncology. By promoting cancer genomic data sharing, researchers and clinicians will gather the information needed to improve our understanding of cancer genome and improve patient care and outcomes. Currently, projects that use genomic data use complex procedures to collect the genomic data or use previously published genomic data. Genomic data collected for a given project is often difficult to reuse in other projects. We believe that studying whether the personal information of the patient can be predicted when genomic data is shared can help determine the appropriate level of genome data sharing.

Limitations

Our study has several limitations. First, the study was limited in terms of scope of personal information studied; we used RNA expression data and machine learning algorithms to perform predictions regarding only five personal information variables. Limited information to predict personal characteristics can be retrieved from the available TCGA data. Thus, large-scale studies employing personal information are needed to gain further insights in this field. Second, the race data were unbalanced in the TCGA primary tumor data set, with predominantly Caucasian data. Therefore, the predictive ability of the machine learning algorithms in relation to race might be reduced or biased. To clarify whether RNA expression data can predict race, further research using genomic data from diverse and balanced races is needed. Third, this study used only RNA expression data to assess the predictability of personal information using machine learning algorithms. Future research should explore the possibility of predicting personal information using other genomic information, such as DNA methylation data. Fourth, this study was done without considering clinical data, because there was little clinical information in the TCGA public database. Further research will be needed considering clinical data is sensitive information.

Conclusions

In this study, we analyzed the ability of RNA expression data to predict patients’ personal information using machine learning algorithms. We verified that RNA expression alone is not sufficient to identify personal information using the analysis techniques employed herein. These tentative conclusions await further validation by future similar studies.
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Abstract

Background: The number of deaths worldwide caused by coronavirus disease (COVID-19) is increasing rapidly. Information about the clinical characteristics of patients with COVID-19 who were not admitted to hospital is limited. Some risk factors of mortality associated with COVID-19 are controversial (eg, smoking). Moreover, the impact of city closure on mortality and admission rates is unknown.

Objective: The aim of this study was to explore the risk factors of mortality associated with COVID-19 infection among a sample of patients in Wuhan whose conditions were reported on social media.

Methods: We enrolled 599 patients with COVID-19 from 67 hospitals in Wuhan in the study; 117 of the participants (19.5%) were not admitted to hospital. The demographic, epidemiological, clinical, and radiological features of the patients were extracted from their social media posts and coded. Telephone follow-up was conducted 1 month later (between March 15 and 23, 2020) to check the clinical outcomes of the patients and acquire other relevant information.

Results: The median age of patients with COVID-19 who died (72 years, IQR 66.5-82.0) was significantly higher than that of patients who recovered (61 years, IQR 53-69, P<.001). We found that lack of admission to hospital (odds ratio [OR] 5.82, 95% CI 3.36-10.1; P<.001), older age (OR 1.08, 95% CI 1.06-1.1; P<.001), diffuse distribution (OR 11.09, 95% CI 0.93-132.9; P=.058), and hypoxemia (odds ratio 2.94, 95% CI 1.32-6.6; P=.009) were associated with increasing odds of death. Smoking was not significantly associated with mortality risk (OR 0.9, 95% CI 0.44-1.85; P=.78).

Conclusions: Older age, diffuse distribution, and hypoxemia are factors that can help clinicians identify patients with COVID-19 who have poor prognosis. Our study suggests that aggregated data from social media can also be comprehensive, immediate, and informative in disease prognosis.

(J Med Internet Res 2020;22(8):e20108) doi:10.2196/20108
KEYWORDS
COVID-19; risk factors; web-based data; outcome; infectious disease; clinical characteristic; mortality; social media; prognosis, China; coronavirus

Introduction
In December 2019, a novel coronavirus disease (COVID-19) emerged in China and began to spread globally. As of April 08, 2020, the outbreak has resulted in 82,992 deaths worldwide [1]. Identification of early-stage clinical predictors of poor patient outcomes is essential to effectively prioritize resources for patients with the highest risks and lower death rates. Several case series from China and Italy have suggested that male sex, older age, hypertension, kidney disease, and myocardial injury are risk factors for severe COVID-19 [2-6]. Despite these studies, knowledge of the early stage risk factors associated with poor prognosis is still limited. In this paper, we present a series of cases reported on the internet (from 67 hospitals in Wuhan) with definite clinical outcomes (discharge or death as of March 30, 2020) and their early-stage characteristics (before hospital admission) to explore the early stage risk factors and clinical features of COVID-19 mortality.

Methods
Study Design
The study protocol was approved by the research ethics committee of Renmin University of China on February 5, 2020. Data were obtained from two sources: Weibo posts and a telephone survey. The Weibo data were posted on the internet by families impacted by COVID-19 between January 20 and February 15, 2020, and were collected between February 3 and February 15, 2020. Then, volunteers phoned each participant’s family to describe the study and obtain their oral consent to participate. Over 60% of the patients (599/911, 65.8%) agreed to participate and completed most of the questions. One month later, a follow-up telephone call was conducted to collect the outcomes of each patient (between March 15 and 23, 2020).

Data Sources
In this study, we used patient reports from Weibo to conduct the analysis. Weibo is a Chinese microblogging website that resembles a hybrid of Twitter and Facebook; it uses a format similar to that of Twitter. This microblog provides a platform for patients infected with COVID-19 in Wuhan to seek help on the internet. Many patients reported their onset of symptoms, onset date, sex, and age. In the telephone survey, we specifically asked which hypertension medications the patients were taking. We coded the type of medication as angiotensin-converting enzyme inhibitors (ACEIs), angiotensin II receptor blockers (ARBs), and others.

Data Coding
All Weibo messages were collected on the internet from February 3 to February 15, 2020. The research team extracted vital information from individual patients’ reports on the internet. A series of individual-level patient data, including demographic information, underlying comorbidities, symptoms, and signs, were coded. We double-checked and reviewed the data. The data were entered into a computerized database and cross-checked.

Descriptive statistics were obtained for all study variables. The symptoms coded included hypoxemia, inability to eat, cough, acute respiratory distress (ARD), dizziness, headache, confusion, unconsciousness, hemoptysis, chest pain, muscle pain, fatigue, vomiting, chest distress, loss of appetite, diarrhea, shortness of breath, and fever. The underlying comorbidities coded included chronic respiratory disease, chronic liver disease, hypertension, diabetes, chronic vascular disease, chronic lung disease, chronic heart disease, cancer, and kidney disease. Other information coded from Weibo messages included symptom onset date, sex, and age. In the telephone survey, we specifically asked which hypertension medications the patients were taking. We coded the type of medication as angiotensin-converting enzyme inhibitors (ACEIs), angiotensin II receptor blockers (ARBs), and others.

All CT images in the original posts were extracted and recorded. The CT images and CT reports were evaluated by an experienced radiologist (WJ) who was blinded to the patient survival results when she interpreted the images. The radiologist examined and coded the following features: lesion distribution, lesion characteristics, and pleural effusion.

Our data have been made public so that readers can replicate our analysis. The data can be found in the supplemental materials of this paper (Multimedia Appendix 1).

Statistical Analysis
Descriptive statistics were obtained for all study variables. Categorical variables were described as frequency rates and percentages and were compared for the outcomes of the study using the Fisher exact test. The continuous variables were described using the median, range, and SD values and were compared using t tests.
Cumulative rates of death were determined using the Kaplan-Meier method. The associations between age groups, hospital admission status, lesion distribution, and pleural effusion and death outcomes were examined using the Cox proportional hazard regression model. We used the Kaplan-Meier method to plot the survival curves and used multivariate Cox regression to determine the independent risk factors for mortality.

All statistical tests were 2-tailed. $P$ values <.05 were considered significant. All analyses were performed in R (R Foundation).

**Results**

**Key Time-Course Distribution**

We enrolled 599 patients in our study; of these patients, 516 (86.1%) recovered, and 83 (14.9%) died.

The median time from symptom onset to discharge was much longer than the time to death, namely 36 days (IQR 29.0–44.0) and 14 days (IQR 9.0-20.0, $P<.001$), respectively. The median time from the onset of symptoms to hospital admission was 11 days (IQR 7.0-15.0) for the discharged patients, compared with 10 days (IQR 6.0-13.0) for the patients who died ($P=.70$). The median time of hospital stay was 25 days (IQR 18.0-32.0) for the discharged patients and was significantly shorter for the patients who died (6 days, IQR 3.0-12.0; $P<.001$). The median time from onset of symptoms to death for patients without hospital admission was 13 days (IQR 7.0-16.75), which was not significantly different from that of patients who died in hospital ($P=.34$).

**Age and Gender**

The median age of the deceased patients (72 years, IQR 66.5-82.0) was significantly higher than that of the recovered patients (61 years, IQR 53-69, $P<.001$); see Table 1 and Figure 1. Female sex was more prevalent among patients who recovered (243/516, 47.1%) than among those who died (31/83, 37.3%, $P=.05$); see Table 1.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Patient outcomes</th>
<th></th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All (N=599)</td>
<td>Recovered (n=511)</td>
<td>Died (n=83)</td>
</tr>
<tr>
<td>Age (years), median (range)</td>
<td>63 (2-93)</td>
<td>61 (2-89)</td>
<td>72 (33-93)</td>
</tr>
<tr>
<td>Female sex, n (%)</td>
<td>274 (46.1)</td>
<td>243 (47.6)</td>
<td>31 (37.3)</td>
</tr>
<tr>
<td>Smoker, n (%)</td>
<td>123 (22.0)</td>
<td>106 (21.6)</td>
<td>17 (24.6)</td>
</tr>
</tbody>
</table>

Signs and symptoms before admission, n (%)

- Fever: 471 (79.8) vs. 408 (80.3) vs. 63 (76.8), P = .46
- Cough: 241 (40.8) vs. 216 (42.5) vs. 25 (30.5), P = .04
- Hemoptysis: 11 (1.9) vs. 10 (2.0) vs. 1 (12), P > .99
- Dyspnea: 291 (49.3) vs. 244 (48.0) vs. 47 (57.3), P = .12
- Shortness of breath: 74 (12.5) vs. 68 (13.4) vs. 6 (7.3), P = .15
- Fatigue: 199 (33.7) vs. 175 (34.4) vs. 24 (29.3), P = .38
- Muscle ache: 19 (3.2) vs. 19 (3.7) vs. 0 (0), P = .09
- Diarrhea: 80 (13.6) vs. 73 (14.4) vs. 7 (8.5), P = .17
- Chest pain: 13 (2.2) vs. 12 (2.4) vs. 1 (1.2), P > .99
- Vomiting: 72 (12.2) vs. 67 (13.2) vs. 5 (6.1), P = .07
- Chest distress: 64 (10.8) vs. 61 (12.0) vs. 3 (3.7), P = .02
- Loss of appetite: 156 (26.4) vs. 130 (25.6) vs. 26 (31.7), P = .28
- Inability to eat: 24 (4.0) vs. 18 (3.5) vs. 6 (7.2), P = .13
- Hypoxemia: 33 (5.6) vs. 23 (4.5) vs. 10 (12.2), P = .02
- Confusion: 17 (2.9) vs. 12 (2.4) vs. 5 (6.1), P = .07
- Unconsciousness: 15 (2.5) vs. 12 (2.4) vs. 3 (3.7), P = .45
- Dizziness: 18 (3.1) vs. 16 (2.4) vs. 2 (3.1), P > .99
- Headache: 22 (3.7) vs. 20 (3.9) vs. 2 (2.4), P = .76

Underlying illness, n (%)

- Hypertension: 87 (14.7) vs. 79 (15.5) vs. 8 (9.8), P = .24
- Diabetes: 57 (9.6) vs. 49 (9.6) vs. 8 (9.8), P > .99
- Chronic heart disease: 70 (11.8) vs. 61 (12.0) vs. 9 (11.0), P = .49
- Chronic lung disease: 25 (4.1) vs. 22 (4.3) vs. 3 (3.7), P > .99
- Cerebrovascular disease: 15 (2.5) vs. 13 (2.5) vs. 2 (2.4), P = .95
- Chronic kidney disease: 28 (4.7) vs. 26 (5.1) vs. 2 (2.4), P = .41
- Chronic liver disease: 14 (2.7) vs. 0 (0) vs. 14 (2.4), P = .13
- Chronic respiratory disease: 12 (2.0) vs. 11 (2.2) vs. 1 (1.2), P > .99
- Cancer: 17 (2.9) vs. 16 (3.1) vs. 1 (1.2), P = .49
Symptoms and Clinical Characteristics

At baseline, the most common symptoms were fever (471/599, 79.8%) and cough (241/599, 40.8%); see Table 1. According to the Fisher exact test, cough and chest distress were less frequent among patients who died (25/83, 30.5%, and 3/83, 3.7%, respectively) than among recovered patients (216/511, 42.5%, and 61/511, 12.0%, respectively). The incidence rates of muscle ache and vomiting were similar between patients who died and who recovered; these differences were only marginally significant ($P=.09$ and $P=.07$, respectively). On the other hand, hypoxemia and confusion were more frequent among patients who died (10/83, 12.2%, and 5/83, 6.1%) than among patients who recovered (23/511, 4.5%, and 12/511, 2.4%; $P=.02$ and .07, respectively).

Univariate Cox regression analysis showed that age older than 70 years ($P=.02$ for patients aged 70 to 79 years; $P=.002$ for patients aged $\geq 80$ years) and hypoxemia ($P=.03$) were positively associated with death. Kaplan-Meier analysis in different groups using a log-rank test also revealed a significantly higher mortality rate for patients aged 70 to 79 years and $\geq 80$ years and patients with hypoxemia ($P<.001$ and $P=.02$, respectively). Additionally, both univariate Cox regression and Kaplan-Meier analysis showed a lower risk of death in patients admitted to hospital ($P<.001$ for both analyses); see Table 2, Figure 2, and Figure 3.

The multivariable-adjusted Cox proportional hazard regression model showed a significantly lower risk of death in patients with hypertension when controlling for age and sex ($P=.008$); see Figure 4. The number of days between symptom onset and hospital admission was significantly shorter in the deceased patients ($P=.02$); see Table 1 and Figure 5. Here, we adjusted the model using only age and sex because all other covariates, including symptoms and underlying diseases, were not significant and were excluded from the final model.
Table 2. Multivariate Cox regression analysis of the risk factors associated with mortality in patients with coronavirus disease (n=83).

<table>
<thead>
<tr>
<th>Factor</th>
<th>Death (%)</th>
<th>Univariate model</th>
<th>Multivariate model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Crude hazard ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td>P value</td>
<td></td>
</tr>
<tr>
<td>40-59</td>
<td>9 (4.6)</td>
<td>1.28 (0.15-10.93)</td>
<td>.82</td>
</tr>
<tr>
<td>60-69</td>
<td>22 (12.5)</td>
<td>5.19 (0.69-39.04)</td>
<td>.11</td>
</tr>
<tr>
<td>70-79</td>
<td>25 (23.4)</td>
<td>11.7 (1.58-86.87)</td>
<td>.02</td>
</tr>
<tr>
<td>≥80</td>
<td>21 (46.7)</td>
<td>22.92 (3.01-174.35)</td>
<td>.002</td>
</tr>
<tr>
<td>Female sex</td>
<td>31 (11.3)</td>
<td>0.74 (0.44-1.25)</td>
<td>.26</td>
</tr>
<tr>
<td>Hospital admission</td>
<td>33 (7.0)</td>
<td>0.20 (0.12-0.34)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Hypertension</td>
<td>8 (9.2)</td>
<td>0.80 (0.38-1.69)</td>
<td>.57</td>
</tr>
<tr>
<td>Hypoxemia</td>
<td>10 (30.3)</td>
<td>2.45 (1.11-5.38)</td>
<td>.03</td>
</tr>
</tbody>
</table>
Figure 2. Cumulative incidence of death of patients with coronavirus disease grouped by (a) hospital admission, (b) time length between symptom onset and hospital admission, (c) hypoxemia, and (d) hypertension.
Figure 3. Cumulative incidence of death of patients with coronavirus disease grouped by (a) age group and (b) hospital admission and severity of illness. AC: admission, critically ill; AN: admission, not critically ill; NC: no admission, critically ill; NN: no admission, not critically ill.

Figure 4. R software output showing the association of computed tomography characteristics with outcomes of patients with coronavirus disease. The hazard ratios of each variable were obtained using proportional hazard Cox models after adjustment for age and sex. **P<.01.
Figure 5. R software output showing the association of computed tomography characteristics with outcomes of patients with coronavirus disease adjusted for time between onset of symptoms and hospital admission. The hazard ratios of each variable were obtained using proportional hazard Cox models after adjustment for age and sex. Onset to admission refers to the number of days between symptom onset and hospital admission. OnsetToAdmit: onset to admission. *P<.05, **P<.01.

Radiographic Findings

The proportions of the 227 patients with unilateral, bilateral, or diffuse pneumonia were 25 (11%), 198 (87.2%), and 4 (1.8%), respectively. Of the 224 patients with positive or negative pleural effusion, 5 (2.2%) had positive effusion; see Table 3.

The Fisher exact tests suggested that lesion distribution differences were significant between patients who died and recovered (P=.045). Of the 25 patients with unilateral lesion distribution, 1 (4.0%) died. The proportions of patients in the bilateral and diffuse groups who died increased to 34/198 (17.2%) and 2/4 (50.0%); see Figure 5. In the pleural effusion positive group, 2/5 patients (40%) died. The proportion of patients in the negative group who died was 33/219 (15.1%, P=.18); see Table 2 and Figure 6.

Univariate Cox regression and Kaplan-Meier analysis also showed that patients with diffuse pneumonia had a significantly higher risk of death (P=.02 and P=.04, respectively); see Figure 7. Multivariate Cox regression adjusted for age and sex showed that only diffuse pneumonia was marginally significant (P=.05); see Figure 8. Kaplan-Meier analysis indicated that pleural effusion was marginally significant, and it was no longer significant when multivariate Cox regression was applied. Figure 9 shows examples of lesion distributions in CT images of patients with COVID-19 pneumonia.
Table 3. Radiographic characteristics of patients with coronavirus disease (n=227), n (%).

<table>
<thead>
<tr>
<th>Computed tomography characteristic</th>
<th>Patient outcomes</th>
<th></th>
<th></th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>All</td>
<td>Recovered</td>
<td>Died</td>
<td></td>
</tr>
<tr>
<td><strong>Lesion distribution</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>227 (100.0)</td>
<td>190 (83.7)</td>
<td>37 (16.3)</td>
<td>.045</td>
</tr>
<tr>
<td>Unilateral</td>
<td>25 (11.0)</td>
<td>24 (12.6)</td>
<td>1 (2.7)</td>
<td></td>
</tr>
<tr>
<td>Bilateral</td>
<td>198 (87.2)</td>
<td>164 (86.3)</td>
<td>34 (91.9)</td>
<td></td>
</tr>
<tr>
<td>Diffuse</td>
<td>4 (1.8)</td>
<td>2 (1.1)</td>
<td>2 (5.4)</td>
<td></td>
</tr>
<tr>
<td><strong>Lesion characteristics</strong></td>
<td></td>
<td></td>
<td></td>
<td>.78</td>
</tr>
<tr>
<td>Total</td>
<td>222 (97.8)</td>
<td>186 (83.8)</td>
<td>36 (15.9)</td>
<td></td>
</tr>
<tr>
<td>Ground-glass opacity</td>
<td>120 (54.1)</td>
<td>100 (53.8)</td>
<td>20 (55.6)</td>
<td></td>
</tr>
<tr>
<td>Patchy shadowing</td>
<td>27 (12.2)</td>
<td>22 (11.8)</td>
<td>5 (13.9)</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>70 (31.5)</td>
<td>59 (31.7)</td>
<td>11 (30.6)</td>
<td></td>
</tr>
<tr>
<td>Predominant consolidation</td>
<td>5 (2.3)</td>
<td>5 (2.7)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td><strong>Pleural effusion</strong></td>
<td></td>
<td></td>
<td></td>
<td>.18</td>
</tr>
<tr>
<td>Total</td>
<td>224 (98.7)</td>
<td>189 (83.3)</td>
<td>35 (15.4)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>219 (97.8)</td>
<td>186 (98.4)</td>
<td>33 (94.3)</td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>5 (2.2)</td>
<td>3 (1.6)</td>
<td>2 (5.7)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 6. Histogram of lesion distribution among patients with coronavirus disease. NA: not applicable.
Figure 7. Cumulative incidence of death of patients with grouped by (a) lesion distribution and (b) pleural effusion.

![Figure 7](image)

Figure 8. R software output showing the association of computed tomography characteristics with outcomes of patients with coronavirus disease. The hazard ratios of each variable were obtained using proportional hazard Cox models after adjustment for age and sex. ***$P<.001$. 

![Figure 8](image)
Figure 9. Lesion distribution on computed tomography (CT) images in patients with coronavirus disease pneumonia. (a) 60-year-old woman, unilateral lesion distribution; the axial CT image shows patchy shadowing in the right upper lobe. This patient recovered after 20 days of treatment in hospital. (b) 53-year-old man, bilateral lesion distribution; the axial CT image shows mixed lesions with ground-glass opacity and patchy shadowing in the bilateral lower lobes. This patient recovered after 30 days of treatment in hospital. (c) 68-year-old man, diffuse lesion distribution; the axial CT image shows ground-glass opacity in bilateral lungs. This patient died without treatment in hospital.

Discussion

Principal Findings

In this case series of COVID-19 patients reported on the internet in Wuhan, China, one-third were older people; people aged ≥70 years represent 174/581 (29.9%) of cases. The overall mortality rate was 83/599 (13.9%). Age is one of the most frequently reported prognostic factors in COVID-19; this has been reported consistently in many recent studies worldwide [7-9]. When we stratified the data by age group, the case-fatality rate increased with age; see Figure 3. Mortality was 0/19 (0%) for patients younger than 30 years and 21/45 (47%) for patients older than 80 years. This result was similar to that in previous reports from Italy, China, and the United States [7-9]. The fatality rate was slightly higher in male patients than in female patients in this sample but was only marginally significant. Our results also showed that smoking was not associated with higher mortality risk (P=.54). We also added smoking to the multivariate Cox regression analysis; however, this result was also not significant.

The median time from symptom onset to discharge and the length of hospital stay was much longer than those in the deceased patients, which may be due to the discharge standard of COVID-19 patients in China (afebrile for >3 days; improved respiratory symptoms; pulmonary imaging shows apparent absorption of inflammation; two consecutive negative nucleic acid tests for respiratory tract pathogen with a sampling interval ≥24 hours) [10]. The median length of the patients’ hospital stays was 13 days. Even when intensive and supportive care is provided, rapid progression can result in high mortality shortly after admission [11].

The typical clinical characteristics presented here were consistent with recent studies, except that the incidence of cough was lower (40.8% vs 72.2%) [12]. Because our data were acquired from the internet and were mostly reported by family members rather than the patients, some symptoms may not have been adequately presented. The incidence rate of dyspnea was found to be significantly higher in patients who died of COVID-19 in two previous reports [13,14]; this rate was also higher among patients who died in this study, but the difference was not significant. Consistent with earlier reports, hypoxemia and confusion were more frequent among patients who died [13,14]; these symptoms can be used as indicators of poor prognosis in patients with COVID-19 at baseline. It should be noted that hypoxemia was still significantly associated with death when age and sex were controlled in the multivariable-adjusted Cox regression model. On the other hand, we found that cough, vomiting, and chest distress were more frequent among recovered patients. However, these symptoms should be further confirmed before being used as favorable prognostic factors in patients with COVID-19 because of the nature of these data.

As in other reports [7,9], hypertension was the most common comorbidity in the sample. Although neither Kaplan-Meier analysis nor univariate Cox regression yielded significant results, patients with hypertension had a lower mortality risk when covariates were controlled. Several studies have shown that hypertension is related to higher mortality risk [3,15]; however, neither of these studies controlled confounding variables. Zhang et al [16] found that taking ACEIs or ARBs was associated with lower mortality risk after adjusting for covariates among patients with COVID-19 who had hypertension. The effects of ACEIs and ARBs may be positive [16,17]. Unfortunately, the data of ACEI and ARB use were not collected at first. Only 47/86 (54.7%) of the patients with hypertension answered our medication question. Of these patients, 16/47 (34%) took ACEIs or ARBs; see Multimedia Appendix 1. Although our findings suggest that hypertension and associated medication play roles in good outcomes of patients with COVID-19, their prognostic value cannot be fully verified by our study.

The predominant patterns of abnormality observed were bilateral opacity (198/227, 87.2%) and ground-glass opacity (120/222, 54.1%), which is consistent with another report [18]. We identified diffuse pneumonia as a risk factor for mortality and pleural effusion [19]. Because the CT images in our study were acquired from pictures on the internet and some were not of high quality, these findings should be further confirmed.

Hospital admission and the time from illness onset to hospitalization were significant prognostic factors. Both univariate Cox regression and Kaplan-Meier analysis indicated that hospital admission and disease severity (critically ill or not) were associated with death risk (P<.001). This suggests that in-hospital care can not only help patients control symptoms but can also prevent aggravation of the disease for some patients; see Figure 1 (a) and Figure 4. Although the time from illness onset to hospitalization was not significantly longer in the death group, the Kaplan-Meier analysis of the time from illness onset...
to admission (≤10 days or >10 days) implied that patients with delayed medical care had a higher mortality risk; see Figure 1 (b). Together, these findings suggest that timely hospital care contributes to alleviating the severity and improving the prognosis of patients with COVID-19; see Figure 1 (c).

We also plotted the mortality and admission rates of COVID-19 on the map across three periods. According to Pan et al [20], after outbound transportation from Wuhan was blocked and public and vehicular transit were suspended on January 23, 2020, the effective reproduction number (R<sub>t</sub>) of COVID-19 was reduced and its spread to other cities was delayed [21]. However, previous reports did not evaluate the effects of city shutdown on hospital admission and death rates. Figure 10 shows the geographic distributions of the mortality and hospital admission rates of COVID-19 cases across three time periods in Wuhan. The three time periods depicted are in reference to Pan et al [20]. The time from December 20, 2019, to January 23, 2020, was considered as the first period, when no COVID-19–specific interventions were imposed. After January 23, the government blocked all outbound transportation from Wuhan and suspended public and vehicular transportation in the city. On February 2, centralized quarantine and a “treatment of all cases” policy were implemented, and the number of hospital beds and medical supplies increased. We found that the mortality rate rose in most districts of Wuhan following the closure of the city. On the other hand, the admission rates fluctuated in different regions in periods 2 and 3. There were noticeable geographic differences in mortality rates, with the highest rates occurring in the suburban districts (see Multimedia Appendix 1). The shutdown of the city may have helped control the disease; however, it may have led to a rise in the mortality rate in a certain period. It should be noted that this result should be explained with caution, as our sample was not random and may not be representative.

**Policy Implications**

Our study suggests that use of social media data can be effective to identify patients at high risk for COVID-19, help coordinate appropriate treatment, and lower the mortality rate. The use of social media can also reduce cross-infection risks by reducing the number repeat visits of low-risk patients to the hospital. In the future, social media can be adopted to effectively help potentially critically ill patients seek timely medical treatment, help patients with low mortality risks to reduce unnecessary cross-infection, screen out critically ill patients in urgent need of hospitalization, and finally to facilitate disease control and hierarchical management. One limitation of this method is that it still requires particular definition and attention from the aspects of law, policy, and ethics; another limitation is that it requires active management and supervision procedures with participation of medical professionals to ensure its accuracy, effectiveness, and reasonableness.

**Limitations**

This study has several limitations. First, the data were acquired on the internet and followed up via telephone. The nature of the data did not allow us to obtain more detailed information. Second, we did not obtain details regarding the patients’...
laboratory characteristics, clinical course, or treatment. Also, some radiological files were not complete.

Conclusions

Hospital admission at an appropriate time is vital for patients with COVID-19, especially those who are critically ill. Older age, hypoxemia, and pleural effusion were related to poor prognosis of mortality. Public health measures such as transportation blocking and city closure should be combined with other measures, such as increasing admission rates and shortening wait times for treatment.

Currently, more than 2.9 billion individuals use social media regularly. Considering the substantially high speed, reach, penetration, and transparency of social media platforms, social media can be used not only to disseminate but also to collect critical information about a sudden outbreak of disease. Individual patients’ reports of their symptoms, clinical characteristics, treatment, and clinical outcomes on social media can be aggregated into big data and analyzed in real time to provide valuable insights to accelerate research speed [22].
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Abstract

Background: Despite the growing body of literature examining social media in health contexts, including public health communication, promotion, and surveillance, limited insight has been provided into how the utility of social media may vary depending on the particular public health objectives governing an intervention. For example, the extent to which social media platforms contribute to enhancing public health awareness and prevention during epidemic disease transmission is currently unknown. Doubtlessly, coronavirus disease (COVID-19) represents a great challenge at the global level, aggressively affecting large cities and public gatherings and thereby having substantial impacts on many health care systems worldwide as a result of its rapid spread. Each country has its capacity and reacts according to its perception of threat, economy, health care policy, and the health care system structure. Furthermore, we noted a lack of research focusing on the role of social media campaigns in public health awareness and public protection against the COVID-19 pandemic in Jordan as a developing country.

Objective: The purpose of this study was to examine the influence of social media platforms on public health protection against the COVID-19 pandemic via public health awareness and public health behavioral changes as mediating factors in Jordan.

Methods: A quantitative approach and several social media platforms were used to collect data via web questionnaires in Jordan, and a total of 2555 social media users were sampled. This study used structural equation modeling to analyze and verify the study variables.

Results: The main findings revealed that the use of social media platforms had a significant positive influence on public health protection against COVID-19 as a pandemic. Public health awareness and public health behavioral changes significantly acted as partial mediators in this relationship. Therefore, a better understanding of the effects of the use of social media interventions on public health protection against COVID-19 while taking public health awareness and behavioral changes into account as mediators should be helpful when developing any health promotion strategy plan.

Conclusions: Our findings suggest that the use of social media platforms can positively influence awareness of public health behavioral changes and public protection against COVID-19. Public health authorities may use social media platforms as an effective tool to increase public health awareness through dissemination of brief messages to targeted populations. However, more research is needed to validate how social media channels can be used to improve health knowledge and adoption of healthy behaviors in a cross-cultural context.

(J Med Internet Res 2020;22(8):e19996) doi:10.2196/19996

http://www.jmir.org/2020/8/e19996/
Introduction

Background

Infection with coronavirus disease (COVID-19) has become a severe public health issue worldwide. COVID-19 is caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), a novel coronavirus that recently emerged from China. In March 2020, the World Health Organization (WHO) declared that COVID-19 can be characterized as a pandemic. Therefore, it is of utmost importance to prevent further spread of the pandemic in public and health care settings [1,2]. Scholars have reported that evidence of the impact of social media on health knowledge, behavior, and outcomes show that these tools can be effective in meeting individual and population health needs. Most research addresses specific interventions and approaches, which vary widely in focus, target population, theoretical foundations, mode of delivery, functionality, and usability. Due to this wide variation, it is difficult to discover what works and how, and efforts to compare approaches are complicated [3]. General strategies and guidelines include social distancing, testing every suspected case, staying home, avoiding social gatherings, treating patients, and contact tracing [4]. However, some countries are taking stricter measures to contain the pandemic, such as lockdowns and mass testing.

Jordan has been under nearly total lockdown since March 14, 2020. After only a few COVID-19 cases appeared around the country, the Jordanian government took extraordinary measures, including implementing strict emergency laws. Travel restrictions were imposed on passengers in Jordan; all unauthorized travel into and out of the country and between cities was halted. Nonpharmaceutical physical distancing interventions, such as extended university and school closures and workplace distancing, were introduced to reduce the impact of COVID-19. Public awareness and prevention of COVID-19 infection play important roles in disease control; a lack of reasonable knowledge of infectious diseases leads to low detection rates. Therefore, to stop the spread of COVID-19 infection in Jordan, the Jordanian Ministry of Health launched specific national disease control measures, using several media campaigns [5], posters, and advertisements on television and printed media along with other methods to improve the awareness of this pandemic among the general population. The assessment of government websites and social media platforms for public awareness is important because it helps determine the impact of governmental prevention efforts and measures and gauges the need for intervention [6].

Researchers have indicated that most developing countries encounter serious difficulties in preventing the spread of infectious diseases due to inadequate medical facilities and lack of resources [7-10]. In light of the apparent weakness of health care systems in these countries, public awareness of infectious diseases leads to behavioral changes among the public, thereby representing partial treatment; notably, this awareness reduces the pressure and economic burden on medical facilities. To raise public awareness, social media platforms are considered to be effective tools that contribute to the real-time dissemination of information about the current status of the disease and give appropriate advice to the public on how to avoid being infected. Further, according to [11], social media platforms provide beneficial climate and socioeconomic data. Additionally, social media platforms have been shown to represent an essential source of communication that enables the creation and dissemination of information to people through the internet [12,13]. It is worth mentioning here that social media platforms allow groups and individuals to exchange information about all subjects and issues, including members of minority groups or people who have no opportunity to express their opinions using other information sources. Researchers have argued that information and perspectives pertinent to issues associated with human health are revealed by informally using social media platforms away from official medical and health departments [14].

Despite the growing body of literature examining social media in health contexts, including public health communication, promotion, and surveillance [1,2], limited insight has been provided into how the utility of social media may vary depending on the particular public health objectives governing an intervention. For example, the extent to which social media platforms contribute to enhancing public health awareness and prevention during epidemic disease transmission is unknown. Korda et al [3] stated:

Evidence about social media’s impact on health knowledge, behavior and outcomes shows that these tools can be effective in meeting individual and population health needs. Most research addresses specific interventions and approaches, which vary widely in focus, target population, theoretical foundations, mode of delivery, functionality, and usability. This wide variation makes it difficult to find out what works and how, and complicates efforts to compare approaches.

Korda et al noted a lack of research focused on the role of social media campaigns on public health awareness of pandemic diseases such as COVID-19, particularly in Jordan. Therefore, in this study, we attempt to answer the following questions:

- Does the use of social media platforms raise public health awareness of COVID-19 as a pandemic disease?
- Does the use of social media platforms increase public behavioral changes toward COVID-19 as a pandemic disease?
- Does the use of social media platforms increase public protection against COVID-19 as a pandemic disease?
- Do public health awareness and behavioral changes play important roles in enhancing the relationship between the use of social media platforms (interventions) and public health protection against COVID-19 as a pandemic disease?
The findings of this study are expected to be helpful and important for public health authorities and governments to understand who receives the intervention (message), the impact of social media platform campaigns, and the extent to which changes in public health behavior and health outcomes can be attributed to the intervention, in addition to determining how the disseminated information is perceived.

Theoretical Background

Social media platforms are widely deployed by the WHO, health care professionals, and regulatory authorities worldwide to address key issues relating to public health [15]. They can be used to educated citizens and health care professionals on a broad range of themes, from the challenges surrounding anti-microbial resistance to topics such as adverse reaction reporting. The core focus of these initiatives is represented by awareness-building campaigns that take advantage of the large scale, breadth of reach, and immediacy of social media platforms to communicate quickly, effectively, and efficiently. Using social media to aid the prevention and control of infectious diseases can be cost-effective [8]. The health sector represents a critical area of government responsibility in most countries; it accounts for a large proportion of national spending, approximately equivalent to 9.9% of the global gross domestic product in 2016 [16]. Like other segments of the public sector, government health departments and national agencies are responsible for monitoring, protecting, and improving the health of residents, and state-funded health care delivery institutions are under increasing pressure to participate in electronic government (e-government) agendas. Many agencies will likely use social media platforms individually to achieve this. Widespread public engagement with social media platforms creates an effective ready-made path to their application in the health care field.

Social media platforms include a wide variety of networking sites (eg, Facebook), information-disseminating platforms (eg, YouTube), and microblogging services (eg, Twitter). These platforms and many others can be used to create and publish knowledge and information about potential health and disease risks and interventions as well as healthy lifestyles and effective health policies and strategies. In contrast to the campaigns occasionally launched by traditional media, campaigns launched through social media platforms often successfully convert knowledge and information on different health topics into daily fruitful web-based discussions and conversations [17]. Another key advantage of web-based social media data, in addition to the availability of an increasingly large volume of data, is that it is highly contextual and networked [2]. For example, there will be robust spatiotemporal sentiment toward a new vaccine, whether positive or negative. Risk factors such as drug abuse, smoking, poor diet, and lack of exercise and their associated diseases are often found to be clustered in a population. A better understanding of social media platforms and their health data will help broaden the utility of social media in public health.

Social media platforms constitute a powerful means of communication that can be used to elevate public awareness of infectious diseases, particularly new ones, in terms of outbreak dates and spreading developments [18]. Members of the public turn to both traditional and social media to obtain information on emerging infectious diseases which represent unprecedented risks to people [6]. The public perceptions of these risks are shaped depending on how information is communicated across social media platforms. This in turn affects people’s behavior as well as the decisions they make. In addition to information dissemination through social media platforms, the users of these platforms participate in discussions and conversations by giving their own opinions and presenting their own experiences. However, information disseminated through social media platforms often lacks credibility because it is often generated by the users themselves rather than by medical specialists or professional health care institutions; therefore, this information may lack reliability, accuracy, correctness, or usefulness. As a result, the WHO has called for proactive and effective use of social media platforms to disseminate information on health issues, explicitly on emerging infectious diseases, to unspecialized persons and the general public.

Literature Review

Social media platforms have attracted the interest and attention of researchers and practitioners in the health domain, who use them for different purposes. These include professional training and development of clinicians; formation of health networks and support groups; provision of funding for health institutions; facilitation of cooperation and coordination among health professionals; monitoring of infectious diseases [2].

Even though social media platforms provide professionals in the public health domain with numerous valuable opportunities and benefits, usage of social media platforms by professionals is associated with several challenges, the most important of which are detecting infectious disease outbreaks, monitoring emergencies, predicting disease trends, and measuring the public’s awareness and responses. However, many studies have reviewed and explored the potential applications of social media platforms for public health communication. For example, Huebsch et al [19] suggested that social media platforms allow health practitioners to establish a direct relationship with their clients and that health promotion planners must put forward their creative best to integrate social media platforms within their strategies to make full use of the potential of these platforms when marketing their products and services.

In a study conducted by Bennett and Glasgow [20], they examined the issues of how citizens seek to consume medical information and how the World Wide Web transforms the relationship between the public and medical professionals. On the other hand, Moorhead et al [21] reviewed studies that were conducted to investigate the uses, advantages, and limitations of social media platforms in realizing fruitful communication between health professionals, patients, and the general public. Although the advantages of using social media platforms in health communication were identified in some relevant studies, we noticed a lack of studies that discussed the assessment of the effectiveness of social media platforms in shaping and modifying health communication practices in the short and long terms. The use of social media platforms in disease surveillance was reviewed by Ellis et al [22]. Their literature review revealed the effectiveness of social media platforms in speed, accuracy,
and cost performance; therefore, they recommended the use of social media programs to support existing disease surveillance systems. Moreover, a few studies focused on the role of social media platforms in promoting health protection and increasing the relevance of public health messaging, in addition to identifying the lessons learned from social media health campaigns. Among these was an investigation carried out by Collinson et al [23] that indicated the importance of controlling the spread of influenza and reducing the infection effects on a population to public health. Social media campaigns related to epidemics or pandemics can be beneficial in conveying information to the general public, thereby inducing positive attitudes and behaviors that may slow the spread of the disease, such as hand washing and social distancing.

Studies on social media campaigns and healthy behavior have reported that social media campaigns can elicit positive behavior changes and even prevent negative behavior changes in individuals. Social media platforms can be used to reduce the spread of pandemics, thereby lowering the levels of fear and anxiety among the general public. Researchers have argued that social media communication can transfer useful information about infectious diseases based on identifying and tracking users’ behavioral patterns [24]. A model was suggested by Misra et al [7] to explore the impact of awareness realized by social media campaigns on infectious disease prevalence, considering that the campaigns launched on social media platforms represent a variable whose growth depends on the number of individuals infected. The proposed model is based on the assumption that social media health campaigns lead to behavioral changes among individuals, causing them to isolate themselves and protect themselves from infection. The findings of the study by Misra et al [7], referred to above, reveal a decrease in the number of infected people with the increasing spread of social media health campaigns. The models discussed above were extended by Samanta et al [25] by assuming that people who are susceptible to a disease but aware of it are less likely to be infected than people who are unaware.

Further, it was assumed that social media health campaigns grow as the mortality rate of the disease increases. Researchers investigated the role of social media platforms in eliminating infectious diseases in the presence of treatment [14]; they found that information conveyed to the public by social media platforms through health campaigns leads to behavior modification [26]. Another study [27] showed the influence of information related to vaccination against infectious diseases on the endemic state; the results indicated that lower social media coverage leads to a globally stable endemic state. In contrast, the endemic state is characterized by instability and fluctuations in the case of higher social media coverage.

Previous research has found that disease prevalence is controlled by social media coverage. Behavioral changes related to infectious diseases through campaigns launched by print media, social media, and the internet are limited to a smaller population of educated people. In comparison, television advertisements tend to be capable of affecting the behavior toward infectious diseases of a larger population that generally consists of less educated people; therefore, television advertisements are more effective than other types of media. It has been found that social media health campaigns are associated with the number of infected individuals, where launching more campaigns on social media platforms reduces the number of infected people. The effectiveness of interventions made by social media networking sites in modifying the health behaviors of individuals was the subject of an investigation conducted by Laranjo et al [12], who uncovered a positive impact of those interventions on the health behaviors of individuals, but with a remarkable level of heterogeneity. Researchers found that internet data contribute to conveying useful information to the public, supporting the existing health surveillance systems and assisting in the fight against disease [8]. An evaluative examination was carried out [28] in which it was found that during outbreaks of infectious diseases, social media platforms negatively affect the quality of disease prediction and detection. The study was conducted on the diffusion of the Ebola virus as a case study. Sharma et al [29] found that most of the information posted on Facebook about the Zika virus was inaccurate and irrelevant. The influence of social media communication on shaping the behaviors of the general public was the concern of a study [30] about the Ebola and Zika viruses. It was found that users’ trust in both media and authorities represents an important factor in the relationship under study. Most citizens lack accurate and relevant knowledge about the spread of infectious diseases over time and across space. Therefore, social media platforms can be used to establish a database of disease occurrences in terms of time and space. As useful surveillance tools, information on social media platforms was found to outperform official information about the outbreak and spread of infectious diseases, particularly in timeliness.

The Study Model

Elevating public health awareness was found to require the incorporation of some theories of behavioral change into social media health interventions [31]. According to [32], behavioral change theories (eg, social cognitive theory and health belief theory) can be beneficial when applied to social media initiatives because they help public health authorities understand the process of changing behaviors and why people behave in a precise manner, thereby enabling the health authorities to evaluate and modify health interventions [33-35]. According to the Health Belief Model, people tend to take preventive actions if they feel that they are seriously threatened. Based on this, health interventions should address the specific perceptions of individuals about susceptibility and benefits [36]. The behavioral change approach has been found to improve health by changing people’s lifestyles [37]. It is assumed that individuals must understand basic facts about a specific issue related to their health to be able to change their lifestyles as a result of feeling threatened, especially by an infectious disease. In this context, individuals should learn a group of skills and be granted access to suitable services.

Behavior changes include but are not limited to hand washing, wearing masks, social distancing, avoiding public gatherings, sanitation, and isolation. Interventions aimed at promoting public health can improve the quality of health in society and support the policies and programs run by official health authorities in fighting the outbreak and spread of infectious diseases. If people have trust in these policies and programs, they are likely to...
respond positively to public health interventions and participate in the launched health promotion programs in large numbers. Social media health campaigns can induce positive behavioral changes and even eliminate negative ones in individuals. According to Laranjo et al [12], the advantages of social media health interventions are cost-efficiency, ubiquity, and passing geographical barriers. The tremendous growth in social media networking sites has opened the door to more opportunities to disseminate health interventions to the general public in real time and irrespective of geographical location, thus leading to public health promotion and positive behavioral changes. Therefore, an integrated conceptual model was developed to guide the objectives of this study. It was assumed that social media interventions as tools of health promotion programs would increase public protection and prevention against COVID-19 via the interaction between public awareness and behavior changes as mediating factors. These primary constructs are mainly derived from a theoretical background, relevant previous studies, and behavior change theory (health belief theory). In this study, the variables of primary interest (the independent variables) were social media platforms. The influence of the independent variables on the variance in the dependent variable (public protection against COVID-19) via the mediating factors (public awareness and behavioral changes) was studied. The expected relationships among these constructs are illustrated in Figure 1.

![Diagram of the study model](image)

Based upon the above model, the following hypotheses were formulated concerning the role of social media campaigns in increasing public awareness of COVID-19 as a pandemic disease in Jordan:

**Hypothesis 1 (H₁):** The use of social media platforms is significantly increasing public health awareness.

**Hypothesis 2 (H₂):** Public health awareness is significantly contributing to public health behavioral change.

**Hypothesis 3 (H₃):** Public health behavioral change is significantly increasing public health protection.

**Hypothesis 4 (H₄):** The use of social media platforms is significantly increasing public health protection.

**Hypothesis 5 (H₅):** Public health awareness is significantly mediating the relationship between social media platforms and public health awareness.

**Hypothesis 6 (H₆):** Public health behavioral change is significantly mediating the relationship between the use of social media platforms and public health awareness.

### Methods

#### Study Design

We employed a quantitative method with an exploratory and descriptive design. To confirm the conceptual model of the research and to investigate the research hypotheses, a survey questionnaire was employed to collect data (Multimedia Appendix 1). The target population of this research consisted of all followers on any social media platform in Jordan. To reach them, a web link to the questionnaire was sent to potential respondents during the period between March 15 and March 30, 2020. The questionnaire was prepared in the Arabic and English languages, and 2555 social media users were sampled to collect the data. The content of the questionnaire (constructs and measures) was mainly selected and adopted from previous relevant studies [2,10,29,30,36-38] using a 5-point Likert scale ranging from strongly disagree (1) to strongly agree (5). Table 1 summarizes these constructs and their related measurement items. To perform construct validation, the questionnaire content was modified to the practice of Jordanian business culture context based on the results of a pilot study and feedback from six professional academic staff members in this field. The survey instrument was reviewed by a panel of six academic researchers in the areas of marketing and management information systems to guarantee face validity. Consequently, several questions were modified, and the revised questionnaire was used for pilot testing on citizens who lived in Jordan during the COVID-19 pandemic. Indeed, a pretest was conducted with 25 citizens to check the understandability of the questions. Some revisions were made, resulting in an easily understandable survey questionnaire.

Table 2 shows that 1283 of the 2555 respondents in this study (50.2%) were female, and 1823 (71.3%) were aged 18 to 44 years. Additionally, 1352 of the 2555 respondents (52.9%) have a bachelor’s degree, and 1219 (47.7%) live in Amman.
<table>
<thead>
<tr>
<th>Construct and measurement items</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social media platforms (SMP)</strong></td>
<td>Facebook helps me to recognize COVID-19.</td>
</tr>
<tr>
<td>SMP1</td>
<td>Facebook helps me to recognize COVID-19.</td>
</tr>
<tr>
<td>SMP2</td>
<td>Instagram helps me to recognize COVID-19.</td>
</tr>
<tr>
<td>SMP3</td>
<td>Twitter helps me to recognize COVID-19.</td>
</tr>
<tr>
<td>SMP4</td>
<td>WhatsApp helps me to recognize COVID-19.</td>
</tr>
<tr>
<td>SMP5</td>
<td>YouTube helps me to recognize COVID-19.</td>
</tr>
<tr>
<td><strong>Public awareness (PAW)</strong></td>
<td>Facebook contributes to increasing my awareness/knowledge of how to prevent COVID-19.</td>
</tr>
<tr>
<td>PAW1</td>
<td>Facebook contributes to increasing my awareness/knowledge of how to prevent COVID-19.</td>
</tr>
<tr>
<td>PAW2</td>
<td>Instagram contributes to increasing my awareness/knowledge of how to prevent COVID-19.</td>
</tr>
<tr>
<td>PAW3</td>
<td>Twitter contributes to increasing my awareness/knowledge of how to prevent COVID-19.</td>
</tr>
<tr>
<td>PAW4</td>
<td>WhatsApp contributes to increasing my awareness/knowledge of how to prevent COVID-19.</td>
</tr>
<tr>
<td>PAW5</td>
<td>YouTube contributes to increasing my awareness/knowledge of how to prevent COVID-19.</td>
</tr>
<tr>
<td><strong>Public behavioral change (PBC)</strong></td>
<td>Facebook contributes to changes in my behavior to prevent COVID-19 by taking various preventive measures (such as not shaking hands or kissing, not leaving the house, eating healthy food and vitamins, general hygiene, lack of anxiety and fear of disease, and increasing religious belief).</td>
</tr>
<tr>
<td>PBC1</td>
<td>Facebook contributes to changes in my behavior to prevent COVID-19 by taking various preventive measures (such as not shaking hands or kissing, not leaving the house, eating healthy food and vitamins, general hygiene, lack of anxiety and fear of disease, and increasing religious belief).</td>
</tr>
<tr>
<td>PBC2</td>
<td>Instagram contributes to changes in my behavior to prevent COVID-19 by taking various preventive measures (such as not shaking hands or kissing, not leaving the house, eating healthy food and vitamins, general hygiene, lack of anxiety and fear of disease, and increasing religious belief).</td>
</tr>
<tr>
<td>PBC3</td>
<td>Twitter contributes to changes in my behavior to prevent COVID-19 by taking various preventive measures (such as not shaking hands or kissing, not leaving home, eating healthy food and vitamins, general hygiene, lack of anxiety and fear of disease, and increasing religious belief).</td>
</tr>
<tr>
<td>PBC4</td>
<td>WhatsApp contributes to changes in my behavior to prevent COVID-19 by taking various preventive measures (such as not shaking hands or kissing, not leaving home, eating healthy food and vitamins, general hygiene, lack of anxiety and fear of disease, and increasing religious belief).</td>
</tr>
<tr>
<td>PBC5</td>
<td>YouTube contributes to changes in my behavior to prevent COVID-19 by taking various preventive measures (such as not shaking hands or kissing, not leaving home, eating healthy food and vitamins, general hygiene, lack of anxiety and fear of disease, and increasing religious belief).</td>
</tr>
<tr>
<td><strong>Public Protection (PPR)</strong></td>
<td>Social media platforms contribute to behavioral changes to protect me from infection with COVID-19.</td>
</tr>
<tr>
<td>PPR1</td>
<td>Social media platforms contribute to behavioral changes to protect me from infection with COVID-19.</td>
</tr>
<tr>
<td>PPR2</td>
<td>Social media platforms contribute to behavioral changes to protect others from infection with COVID-19.</td>
</tr>
<tr>
<td>PPR3</td>
<td>Social media platforms contribute to behavioral changes in educating others about infection with COVID-19.</td>
</tr>
</tbody>
</table>

Table 2. Sample profile (N=2555), n (%).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1272 (49.8)</td>
</tr>
<tr>
<td>Female</td>
<td>1283 (50.2)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-33</td>
<td>1196 (46.8)</td>
</tr>
<tr>
<td>34-43</td>
<td>627 (24.5)</td>
</tr>
<tr>
<td>44-53</td>
<td>447 (17.5)</td>
</tr>
<tr>
<td>54-63</td>
<td>206 (8.1)</td>
</tr>
<tr>
<td>≥64</td>
<td>79 (3.1)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>112 (4.4)</td>
</tr>
<tr>
<td>Diploma</td>
<td>262 (10.3)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1352 (52.9)</td>
</tr>
<tr>
<td>Master’s degree</td>
<td>421 (16.5)</td>
</tr>
<tr>
<td>PhD</td>
<td>520 (20.4)</td>
</tr>
<tr>
<td><strong>Governorate</strong></td>
<td></td>
</tr>
<tr>
<td>Irbid</td>
<td>310 (12.1)</td>
</tr>
<tr>
<td>Balqa</td>
<td>123 (4.8)</td>
</tr>
<tr>
<td>Jerash</td>
<td>37 (1.4)</td>
</tr>
<tr>
<td>Zarqa</td>
<td>158 (6.2)</td>
</tr>
<tr>
<td>Tafilah</td>
<td>17 (0.7)</td>
</tr>
<tr>
<td>Ajloun</td>
<td>29 (1.1)</td>
</tr>
<tr>
<td>Aqaba</td>
<td>276 (10.8)</td>
</tr>
<tr>
<td>Amman</td>
<td>1219 (47.7)</td>
</tr>
<tr>
<td>Karak</td>
<td>227 (8.9)</td>
</tr>
<tr>
<td>Madaba</td>
<td>52 (2.0)</td>
</tr>
<tr>
<td>Maan</td>
<td>39 (1.5)</td>
</tr>
<tr>
<td>Mafraq</td>
<td>68 (2.7)</td>
</tr>
</tbody>
</table>

**Descriptive Analysis**

To illustrate the respondents’ attitudes toward each question, they were asked in the assessment, and the mean and SD were accordingly calculated for all the measurements. The descriptive statistics offered in Table 3 point to a positive disposition toward the items measured. The level of every item was calculated by the follow method: (highest point in Likert scale – lowest point in Likert scale)/the number of the levels used = (5 – 1)/5 = 0.80, where a level of 1 to 1.80 was considered very low, 1.81 to 2.60 was low, 2.61 to 3.40 was moderate, 3.41 to 4.20 was high, and 4.21 to 5 was very high. After that, the items were ordered by their means [39,40]. Tables 3 and 4 show the results of the calculations.
Table 3. Descriptive statistics of the research items and variables.

<table>
<thead>
<tr>
<th>Category</th>
<th>Mean (SD)</th>
<th>Level</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Social Media Platforms (SMP)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMP1</td>
<td>3.84 (1.111)</td>
<td>High</td>
<td>1</td>
</tr>
<tr>
<td>SMP2</td>
<td>3.07 (1.132)</td>
<td>Moderate</td>
<td>5</td>
</tr>
<tr>
<td>SMP3</td>
<td>3.17 (1.133)</td>
<td>Moderate</td>
<td>4</td>
</tr>
<tr>
<td>SMP4</td>
<td>3.54 (1.304)</td>
<td>High</td>
<td>3</td>
</tr>
<tr>
<td>SMP5</td>
<td>3.81 (1.151)</td>
<td>High</td>
<td>2</td>
</tr>
<tr>
<td><strong>Public Awareness (PAW)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAW1</td>
<td>3.86 (1.117)</td>
<td>High</td>
<td>1</td>
</tr>
<tr>
<td>PAW2</td>
<td>3.17 (1.148)</td>
<td>Moderate</td>
<td>5</td>
</tr>
<tr>
<td>PAW3</td>
<td>3.18 (1.131)</td>
<td>Moderate</td>
<td>4</td>
</tr>
<tr>
<td>PAW4</td>
<td>3.58 (1.251)</td>
<td>High</td>
<td>3</td>
</tr>
<tr>
<td>PAW5</td>
<td>3.71 (1.144)</td>
<td>High</td>
<td>2</td>
</tr>
<tr>
<td><strong>Public Behavioral Changes (PBC)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBC1</td>
<td>3.94 (1.120)</td>
<td>High</td>
<td>1</td>
</tr>
<tr>
<td>PBC2</td>
<td>3.28 (1.159)</td>
<td>Moderate</td>
<td>4</td>
</tr>
<tr>
<td>PBC3</td>
<td>3.26 (1.139)</td>
<td>Moderate</td>
<td>5</td>
</tr>
<tr>
<td>PBC4</td>
<td>3.67 (1.216)</td>
<td>High</td>
<td>3</td>
</tr>
<tr>
<td>PBC5</td>
<td>3.72 (1.130)</td>
<td>High</td>
<td>2</td>
</tr>
<tr>
<td><strong>Public Protection (PPR)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PPR1</td>
<td>3.99 (1.065)</td>
<td>High</td>
<td>1</td>
</tr>
<tr>
<td>PPR2</td>
<td>3.99 (1.052)</td>
<td>High</td>
<td>1</td>
</tr>
<tr>
<td>PPR3</td>
<td>3.96 (1.067)</td>
<td>High</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 4. Overall means, SDs, levels, and orders of the study variables.

<table>
<thead>
<tr>
<th>Type and variable</th>
<th>Mean (SD)</th>
<th>Level</th>
<th>Order</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Independent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Social media platforms</td>
<td>3.4849 (0.84353)</td>
<td>High</td>
<td>4</td>
</tr>
<tr>
<td><strong>Mediating</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public awareness</td>
<td>3.5011 (0.88427)</td>
<td>High</td>
<td>3</td>
</tr>
<tr>
<td>Public behavioral change</td>
<td>3.5754 (0.90706)</td>
<td>High</td>
<td>2</td>
</tr>
<tr>
<td><strong>Dependent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public protection</td>
<td>3.9808 (1.02517)</td>
<td>High</td>
<td>1</td>
</tr>
</tbody>
</table>

Exploratory Factor Analysis
Exploratory factor analysis is often used to gather information about research variables [39]. The outcome of the Kaiser-Meyer-Olkin test was 0.894, and all items were higher than 0.60; consequently, all items were used in the data analysis to capture the investigated latent variables. Furthermore, for the multicollinearity issue, the results indicate that the variance inflation factor for each variable was below 3, suggesting that multicollinearity was not an issue. The findings also indicate the absence of common method bias in that the first factor did not account for the majority of the variance, and no single factor occurred from the factor analysis [41].

Confirmatory Factor Analysis
Confirmatory factor analysis (CFA) was performed to confirm the properties of the research items. Scholars have reported that the measurement model shows how latent variables or hypothetical variables are evaluated under the conditions of observed variables, representing how the validity and reliability of the observed variables answers for the latent variables [42,43]. Figure 2 shows the measurement model and the correlations among the four research variables; it can be seen that all variables were correlated.
The initial CFA model provided an acceptable fit without eliminating any items to achieve an enhanced fitting measurement model. The goodness of fit indices of the evaluation of the initial research model indicated that the findings of the initial model could be deemed as the final model. CFA showed that for the model, $\chi^2_{1544} = 4281.7 \ (P < .001)$, which implies that the measurement model fitted the data. Also, $\chi^2/df (4281.742/1544) = 2.773$; this is an absolute fit index with a threshold of <3 for a serious viewpoint or <5 for adequate criteria. The incremental fit index of 0.89, the Tucker-Lewis index of 0.86, the comparative fit index of 0.87, and the root mean square error of approximation of 0.052 all meet the threshold of <1 for sufficient criteria [43]. Based on these fit indices, the measurement model indicated a good fit of the sample data.

To determine the reliability and validity of the research model, factor loadings, Cronbach alpha, composite reliability, and average variance extracted (AVE) for the variables were
calculated. The entire research indicator (ie, factor loadings) surpassed 0.50 [42,44]; this confirmed the convergent validity. All the composite reliability values surpassed 0.60, representing a high level of internal consistency for the latent variables. Also, each AVE value surpassed 0.50 [43]; thus, the convergent validity was proved (Multimedia Appendix 2 [45]).

Table 6. Path analysis results for hypotheses 1 to 4. For all hypotheses, \( P<.001 \).

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Path</th>
<th>Standardized effect (( \beta ))</th>
<th>Robust ( t ) (df)</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SMP(^{a})( \rightarrow ) PAW(^{b})</td>
<td>.823</td>
<td>64.128 (1544)</td>
<td>Supported</td>
</tr>
<tr>
<td>2</td>
<td>PAW( \rightarrow ) PBC(^{c})</td>
<td>.704</td>
<td>39.096 (1544)</td>
<td>Supported</td>
</tr>
<tr>
<td>3</td>
<td>PBC( \rightarrow ) PPR(^{d})</td>
<td>.465</td>
<td>16.134 (1544)</td>
<td>Supported</td>
</tr>
<tr>
<td>4</td>
<td>SMP( \rightarrow ) PPR</td>
<td>.149</td>
<td>5.301 (1544)</td>
<td>Supported</td>
</tr>
</tbody>
</table>

\(^{a}\)SMP: social media platforms.
\(^{b}\)PAW: public awareness.
\(^{c}\)PBC: public behavioral change.
\(^{d}\)PPR: public protection.

Table 6. Path analysis results for hypotheses 1 to 4. For all hypotheses, \( P<.001 \).

To examine the mediating effects of public awareness, public behavioral change, and social media platforms on public protection, we considered both direct and indirect effects. It was found that public awareness and public behavioral change significantly affected public protection both directly (\( \alpha=.149 \) for both \( H_5 \) and \( H_6 \)) and indirectly (\( \alpha_{H5}=.571 \), \( \alpha_{H6}=.579 \)), resulting in total effect sizes of \( \alpha=.720 \) and \( \alpha=.728 \) for \( H_5 \) and \( H_6 \), respectively; as a result, the data support partial mediation.

Further, to investigate the structural model, path analysis was conducted. We examined the research hypotheses via the statistical significance of the standardized regression weights (ie, \( t \) value; see Table 6) and the coefficient of determination \( R^2 \) for the endogenous research variables. The coefficients of determination for public awareness, public behavioral change, and public protection were 0.62, 0.70, and 0.50, respectively; these results show that the model strongly accounts for the variation of the research model. Figure 3 shows the estimated path values for the hypothesized model.

Results

As shown in Table 6, the structural equation modelling analysis showed that \( H_1 \), \( H_2 \), \( H_3 \), and \( H_4 \) were supported.
Discussion

Principal Findings

In this study, we aimed to explore the impact of using social media platform applications on health and safety during the COVID-19 pandemic through public health awareness and behavioral changes as mediating factors in Jordan. To achieve the study objectives and conduct the research using a systematic approach, a conceptual framework was developed based on a literature review and health belief change theory. The potential benefits of using social media platforms in public health protection against pandemic diseases include dissemination of public health interventions, enhanced public awareness, promotion of healthy behavior, improved health outcomes, and provision of health information to the community [8,24,46-50]. The analysis provides empirical evidence regarding the impact of using social media platforms on public health awareness, public health behavior changes, and health protection against COVID-19 in hypotheses 1, 3, and 4, respectively. These three hypotheses significantly and positively supported the linkage between use of social media platforms and public health awareness, public behavioral changes, and health protection. Numerous research studies have explored the relationship between the use of social media platforms and public health [2,10,12,29,30,36-38,47]. Furthermore, the analysis provided empirical evidence regarding the effectiveness of public health awareness on public health behavioral changes, as proposed in H4. The results showed that the effect was positive and significant. Therefore, H4 agreed with the findings of Lunn et al [31].

The fifth and sixth hypotheses (H5 and H6) were developed to determine whether there were mediating effects of public health awareness and public health behavioral changes on the relationship between the use of social media platforms and health protection against COVID-19. The results clearly showed that public health awareness and public health behavioral changes mediated the effects of social media platform use on health protection; however, the mediating effect was partial. Additionally, the results indicated a significant and positive indirect effect of social media platform use on health protection against COVID-19 through public health awareness and public health behavioral changes, with standardized indirect effects of 0.571 and 0.579 and P values <0.001. The results showed a significant and statistical effect of social media platforms on health protection against COVID-19 without the mediating effects of public health awareness and public health behavioral changes. The total standardized effect was 0.149, which was significant (P<0.001) but weak.

This discussion shows that the standardized direct effects between social media platform use and public health protection with public health awareness and public health behavioral change as mediators increased to .720 and .728, respectively, and the standardized direct effect of the same relationship in the absence of mediators was .149. This indicates that the mediation was partial. Thus, this result supports H5 and H6. Moreover, the indirect effects of social media platform use on health protection through public health awareness and public health behavioral change as mediators were both positive and significant, with a standardized indirect effect at a P value <0.001. Therefore, the mediating effects of public health awareness and public health behavioral changes between use of social media platforms and public health protection may be a new relationship. The results indicated that social media use had a significant and direct positive effect on public health protection. Social media platform use also had a direct effect on public health awareness; this effect was also significant, as was the effect of public health awareness on public health protection against COVID-19. However, no previous empirical research studies have examined the mediating effects of public health awareness and public health behavioral changes on the relationship between social media use and public health protection.

Therefore, the results confirm that public awareness and public health behavioral changes have vital mediating effects on the relationship between the use of social media platforms and public health protection, and the degree of mediation was partial. This supports H5 and H6. Furthermore, the main statistical results supported the predictive validity of the conceptual model of the study. Overall, the study validated the use of social media platforms to improve public health protection through public awareness. Therefore, we conclude that social media campaigns should be used to inform the public so that behavior changes can result.

Theoretical Contributions and Implications

This study fills the gap within the literature regarding a comprehensive understanding of the relationships between social media platform use, public protection against COVID-19 during the pandemic, public awareness, and public health behavioral changes. It also significantly contributes to supporting health belief theory by supporting the links between social media platform use and public protection against COVID-19 via the mediating roles of public awareness and public health behavioral changes. This study provides many theoretical contributions to the literature on social media platform applications for public health care and protection against COVID-19 as a pandemic disease, one of which is to validate the research framework applied in Jordan. Moreover, this research supports the application of social media platforms in Jordan, particularly in public health awareness.

The results endorse the mediating effect of public awareness and public health behavioral changes on the relationship between the independent variable, social media use, and the dependent variable, public health protection, which is another gap addressed by this research. Furthermore, this study has extended the literature that considers social media applications by providing the following:

First, we examined an unexplored connection between social media applications and public health protection against COVID-19 as a pandemic disease. Previous research examined and linked the effects of social media application campaigns on public health awareness and the relationship between public awareness and behavioral health changes.
Second, we validated and tested the impact of the role of public awareness and public health behavioral changes as a mediating factor between the effects of the use of social media applications and public health protection, which can be considered as another contribution to the literature.

The research findings of this study also have significant implications for governmental health officials, health care professionals and practitioners, and other decision makers in health organizations. First, they should be fully aware of the importance of the use of social media campaigns (interventions) for public health awareness and of behavioral health changes to protect their communities and nations from the spread of pandemic diseases such as COVID-19. Second, the role of social media (innervations) to enhance public health awareness and behavioral health changes should be adequately considered in any choice of strategic health promotion plan. Social media campaigns should be considered as critical components of comprehensive approaches to improving public health behaviors.

Limitations
This study is not without limitations. The application of the conclusions of the study may be limited by time and geographical location. This study is a cross-sectional survey; the underlying identified associations may contrast across divisions and countries or may even lose their meaning over time. Most importantly, these data are self-reported by self-selected participants; also, the lockdown period was a constraint to gathering more representative data.

Conclusion
Our findings suggest that the use of social media platforms can positively influence awareness of public health behavioral changes and public protection against COVID-19. Public health authorities may use social media platforms as useful tools to increase public health awareness through the dissemination of brief messages to targeted populations. More research is needed to validate how social media channels can be used to improve health knowledge and adopt healthy behaviors in a cross-cultural context.
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Abstract

Background: The number of public eHealth services that support patient self-management is rapidly increasing. However, the implementation of these eHealth services for self-management has encountered challenges.

Objective: The purpose of this paper was to analyze the challenges and opportunities of implementing eHealth services for self-management by focusing on the fit between the technical solution and clinical use.

Methods: We performed in-depth interviews with 10 clinical project coordinators and managers who were responsible for developing and implementing various eHealth services for self-management interventions in five university hospitals in Finland. The results were analyzed using content analysis and open coding. The Fit between Individuals, Task, and Technology (FITT) framework was used to interpret the findings.

Results: The implementation of self-management services involved many challenges related to technical problems, health professional acceptance, patient motivation, and health organization and management. The implementers identified practices to manage the identified challenges, including improving the design of the technology, supporting health professionals in the adoption of the eHealth services, changing the work processes and tasks, involving patients, and collectively planning the implementation inside an organization. The findings could be mostly attributed to the dimensions of the FITT framework.

Conclusions: The FITT framework helped to analyze the challenges related to the implementation, and most of them were related to poor fit. The importance of patients as stakeholders in eHealth services for patient self-management needs to be highlighted. Thus, we propose that patients should be added as a different type of individual dimension to the FITT framework. In addition, the framework could be extended to include organization and management in a new context dimension.

(J Med Internet Res 2020;22(8):e17696) doi:10.2196/17696
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Introduction

eHealth for Self-Management

In many countries, the number of public eHealth services that support patient self-management is rapidly increasing. Barlow et al [1] define self-management as an individual’s ability to manage the symptoms, treatment, physical and psychosocial consequences, and life changes inherent in living with a chronic condition. According to their review, self-management
interventions benefit participants’ well-being. Diabetes and heart failure interventions seem to be particularly effective [2].

However, many studies also report that the implementation of eHealth services that support self-management has encountered challenges, such as motivating patients and health professionals [3-6]. The implementation challenges have also led to limited adoption by patients and health professionals and their use of the services [3,4,7].

Health care professionals have many concerns related to self-management services and their professional roles in these new situations [8,9]. They especially worry about whether patients are willing and able to use these new services. Thus, they may not be willing to introduce new eHealth services to patients, but their endorsement increases patients’ trust in a technical solution [10] and greatly impacts patients’ initial adoption and continued use of eHealth services [11].

Several literature reviews have identified factors that facilitate or hinder the successful implementation of eHealth services [12-14]. While these studies have identified many good implementation practices, such as the importance of leadership support, the suitability of the practices and approaches depends on the context [12,15]. The self-management context has rarely been studied. Thus, this study sought to gain deeper knowledge in this area through a qualitative interview study.

**Fit Between Individuals, Task, and Technology Model**

Several implementation models can be used to analyze barriers and facilitators that occur during implementation [16]. We applied the *Fit between Individuals, Task, and Technology* (FITT) framework developed by Ammenwerth et al [17], as it helps analyze the factors that influence the success or failure of information technology (IT) implementation in a health care setting. The FITT framework has already been shown to be useful in several case studies [18-21].

The FITT framework is based on the idea that IT adoption in a clinical environment depends on the optimal fit or interaction between the attributes of three fit dimensions: the individual, the technology, and the clinical tasks and processes [17]. An individual represents a single user or a user group. Technology includes the interaction of the various tools needed to accomplish a given task. The task comprises all working processes and tasks that need to be completed. Organizational aspects are included either as part of the individual dimension or part of the task dimension. One of the FITT framework’s specific strengths is its focus on the interaction between the user and the task [20], as issues related to IT support of professionals’ workflows are the most frequently reported failure factors of eHealth interventions [22].

Compared to other frameworks, such as the Consolidated Framework for Implementation Research (CFIR) [23], the FITT framework differs in its addition of the interaction aspect. While the CFIR suggests that the characteristics of individuals and interventions influence implementation, the FITT framework considers the interactions between the characteristics of individuals and technical interventions. According to the FITT framework, the influence of technological interventions also depends on the individuals’ motivation, knowledge, and training.

Tsiknakis and Kouroubali [18] used the FITT framework in their case study and reported that the model provided a structured way to explain the reasons for the success or failure of IT systems and eHealth services. Prgomet et al [19] also found that the health professionals’ use of technology was related to the fit between users, tasks, and technology. However, they identified additional environmental factors, such as the temporal rhythms of a ward or space limitation, and proposed that the FITT framework should be extended to include an environment dimension as well. In addition, the FITT framework has been successfully used to analyze different stakeholders’ perceptions of eHealth, such as those of nurses [24], case managers [20], and patients [25].

In summary, the FITT framework has been useful in analyzing implementing barriers and facilitators in different case studies. However, self-management eHealth services are novel for patients and health care professionals and require complex changes in clinical care [6]. Both patients and health care professionals need to be motivated to use these services, and there remains a limited understanding of how these services should be implemented.

This paper applies the FITT framework to analyze the implementation experiences of 10 clinical project coordinators and managers who were responsible for implementing digital care paths supporting patient self-management in five university hospitals. In a study by Murray et al [26], staff charged with implementing eHealth initiatives had a deep understanding of the barriers to and facilitators of success. Thus, we specifically collected information from the clinical project coordinators and managers who were responsible for developing and implementing various eHealth services for self-management. As the implementation of eHealth services was in the early phase and health care professionals had a key role in endorsing and engaging patients [9,10], project coordinators focused more on introducing the services to health care professionals than to patients.

**Study Aims**

The aims of this study were (1) to identify the specific challenges to implementing eHealth services for self-management and opportunities to manage these challenges and (2) to evaluate how well the FITT framework explains the identified challenges in the context of self-management eHealth services. The findings provide a better understanding of the factors that influence the implementation of eHealth services for self-management interventions and extend the FITT framework to explain the success of eHealth service adoption.

**Methods**

**Study Setting**

In Finland, the objective of the national eHealth and eSocial Strategy 2020 is to support the active role of citizens in promoting their own well-being, preventing health problems, self-assessing the need for services, and independent coping [27]. As a part of the strategy, an eHealth portal, HealthVillage.fi, was developed by the joint Virtual Hospital 2.0 project among five Finnish university hospitals. The project...
was funded by the hospitals and the Ministry of Social Affairs and Health. The Virtual Hospital 2.0 project was funded from 2016 to 2019 and was coordinated by the HUS Helsinki University Hospital (referred to simply as HUS). The goal was to raise the quality of specialist health care services and improve their accessibility with the use of digital technology.

The coordinating HUS developed the technical platform for developing eHealth services for citizens, patients, and professionals. The joint project provided guidelines for planning the content and implementation. Using the guidelines, the services were developed by a multi-professional team usually including physicians and nurses.

The eHealth portal was developed in two phases. First, an open-access eHealth portal was developed to offer information, advice, self-care instructions, and symptom navigators for Finnish citizens and patients. The portal includes over 20 eHealth services, called hubs, that focus on specific patient or disease groups, such as neurological diseases.

Second, hospital-specific digital care paths only open to invited patients of a care unit were developed [28], and the first two paths were opened in November 2017. The digital care paths were designed to supplement and offer alternatives to the traditional treatment paths. The functionalities depended on the patient group, but they included patient instructions, exercises, self-monitoring and symptom assessment, and secure messaging. A digital path could be for short-term treatment, such as surgery, or for longer-term care of a chronic disease. The team planned the functionalities and developed the content. The project coordinators were trained for their positions, and they were responsible for adding the content to the platform and implementing the new service. Each project coordinator was supported by a developer partner from an IT organization.

Table 1 summarizes the digital care paths and their functions for which the participants were responsible for implementing in their organizations. Three of the digital care paths were to support patients during preparation for a surgery—mitral valve surgery, cervical spine surgery, and pacemaker surgery—and during postsurgical care. Three were short-term digital care paths for couples receiving in vitro fertilization treatment, pregnant women, and women with gestational diabetes. Two were long-term digital care paths for patients with spinal cord disability and rheumatism.

According to the project coordinators, the main goals of the new digital care paths were to improve the quality of service provided to patients and to support self-management and communication between patients and care personnel. Patients were expected to be better informed and require less guidance when using the paths. Nurses could also receive information from patients, monitor them, and perform preventive interventions when needed. Organizations also aimed to minimize costs by reducing the number of phone calls and moving the communication to digital messaging.

As the digital care paths had been used from 1 to 10 months, the technical platform was still under development, the number of patients using a service remained low, and all services were in the early stage of implementation. The development of the technical platform was continuously developed based on professionals’ and patients’ feedback using an agile approach.
### Table 1. Description of digital care paths.

<table>
<thead>
<tr>
<th>Digital care path</th>
<th>Functions</th>
<th>Starting date (first patient entered)</th>
<th>Estimated potential number of patients</th>
<th>Real number of patients between the starting date and 11/3/2019 (path ended or still ongoing)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mitral valve surgery</td>
<td>Information, Health questionnaires</td>
<td>4/2018</td>
<td>150 per year</td>
<td>177</td>
</tr>
<tr>
<td>Cervical spine surgery</td>
<td>Messaging, Self-management information, Appointments, Anamneses forms</td>
<td>10/2018 piloting</td>
<td>500 per year</td>
<td>244</td>
</tr>
<tr>
<td>Pacemaker surgery</td>
<td>Information before pacemaker implantation and answers to the most frequently asked questions, Messaging</td>
<td>12/2018</td>
<td>300 per year</td>
<td>214</td>
</tr>
<tr>
<td>In vitro fertilization</td>
<td>Appointments and questionnaires, Information and instructions, Messaging</td>
<td>11/2017</td>
<td>400 per year</td>
<td>597</td>
</tr>
<tr>
<td>Pregnancy</td>
<td>Appointments, Information on practicalities and fetal screening</td>
<td>11/2017</td>
<td>10,000 per year</td>
<td>17,229</td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td>Messaging, self-management information, diary, tasks, and tests, Mobile app</td>
<td>1/2019</td>
<td>200 per year</td>
<td>239</td>
</tr>
<tr>
<td>Spinal cord disability</td>
<td>Messaging and sending pictures, Anamneses forms, Ability-to-function forms, Symptom diaries, Remote consultations</td>
<td>10/2018 piloting</td>
<td>200 per year</td>
<td>200</td>
</tr>
<tr>
<td>Rheumatology</td>
<td>Information about the clinic and care and answers to the most frequently asked questions, Messaging</td>
<td>1/2019</td>
<td>Thousands per year</td>
<td>1951</td>
</tr>
</tbody>
</table>

### Study Participants

The participants were selected by purposive sampling. The goal was to cover a variety of experiences of different eHealth services and contexts from a project management point of view. The inclusion criterion was a responsibility to implement a digital care path in a care unit. Implementers were chosen for this study, as they have experience planning and managing implementation, and they observe factors that influence implementation [26]. The participants were recruited by a development manager of HUS who had contact with project coordinators and managers.

A total of 10 participants were interviewed from five hospitals (see Table 2). In total, 7 of them were nurse project coordinators who were responsible for the practical implementation of the digital care paths in their unit. In addition, 1 was a physician project manager who was leading an implementation project alongside her clinical work. As one of the hospitals had decided to postpone the development and implementation of the digital care paths, their development manager and 1 technical manager were also selected to be interviewed to reveal their experiences.
Table 2. Details about the study participants.

<table>
<thead>
<tr>
<th>No.</th>
<th>Role</th>
<th>Expertise</th>
<th>Responsibility</th>
<th>Hospital ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Development manager</td>
<td>Economics, change management, and implementation</td>
<td>Managing digitalization of health services</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>Technical product owner and project coordinator</td>
<td>Software engineering</td>
<td>Project manager of digital care paths</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>Physician project manager</td>
<td>Medicine</td>
<td>Planning and implementing a digital care path</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>Nurse project coordinator</td>
<td>Nursing</td>
<td>Planning and implementing a digital care path</td>
<td>2</td>
</tr>
<tr>
<td>5</td>
<td>Nurse project coordinator</td>
<td>Nursing</td>
<td>Planning and implementing a digital care path</td>
<td>2</td>
</tr>
<tr>
<td>6</td>
<td>Nurse project coordinator</td>
<td>Nursing</td>
<td>Planning and implementing a digital care path</td>
<td>2</td>
</tr>
<tr>
<td>7</td>
<td>Nurse project coordinator</td>
<td>Nursing</td>
<td>Planning and implementing a digital care path</td>
<td>2</td>
</tr>
<tr>
<td>8</td>
<td>Nurse project coordinator</td>
<td>Nursing</td>
<td>Planning and implementing a digital care path</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>Nurse project coordinator</td>
<td>Nursing</td>
<td>Planning and implementing a digital care path</td>
<td>4</td>
</tr>
<tr>
<td>10</td>
<td>Nurse project coordinator</td>
<td>Nursing</td>
<td>Planning and implementing a digital care path</td>
<td>5</td>
</tr>
</tbody>
</table>

All the participants were women, and their age ranged from 33 to 53 years. None of the project coordinators or the project manager had previous experience developing or implementing eHealth services.

**Data Collection and Analysis**

One interviewer completed semistructured interviews with each participant. In total, 2 participants wanted to have a pair interview. The interviewer met the participants in their office or performed the interviews through videoconferencing. The interview included questions from two main themes:

1. The challenges of the implementation.
2. Opportunities to manage these implementation challenges.

In addition, background information about the interviewee; information about the digital care path, planning, and implementation; and patient feedback were collected.

The interviews were conducted by the first author (SK) from May 2018 to November 2019. The interviews lasted from 1 to 2 hours, and they were audio recorded and transcribed for analysis. In addition to interview data, a documented patient feedback survey report was used as an information source. After each interview, the main observations were recorded as notes. The analysis was performed in two stages. In stage 1, open coding was used to identify themes in the data. Using in vivo coding, the respondents’ words were used to define the themes to ensure that the themes represented the original meaning of the respondents. One of the authors created a coding scheme using a subset of four interviews. The coding scheme was checked by two other authors before it was used to code the rest of the interviews. Any new themes that emerged in subsequent coding were added to the coding scheme. Finally, the number of interviewees mentioning a theme was calculated. As the development manager and technical manager were interviewed together and shared experiences in the same hospital that postponed the implementation of digital care paths, the analysis of their responses was combined.

In stage 2, the FITT framework [17] was used as a deductive coding framework [29] to place the identified themes in a theory context. The themes identified in stage 2 were categorized into the FITT framework dimensions of task, technology, and individuals, as shown in Tables 3 and 4. The attributes of the dimensions identified by Ammenwerth et al [17] were used to support this categorization.
<table>
<thead>
<tr>
<th>Dimension and themes</th>
<th>Mentions (n=9), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual-technology fit: health professionals</strong></td>
<td></td>
</tr>
<tr>
<td>Problems with usability, technical problems, and missing functionalities</td>
<td>8 (89)</td>
</tr>
<tr>
<td>Resistance, lack of use, and difficulty changing professionals’ work processes</td>
<td>7 (78)</td>
</tr>
<tr>
<td>Professionals not informing patients about the eHealth services</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Negative previous experiences with information systems</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Lack of training</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Lack of technical support</td>
<td>1 (11)</td>
</tr>
<tr>
<td><strong>Individual-technology fit: patients</strong></td>
<td></td>
</tr>
<tr>
<td>Problems with usability and missing functionalities</td>
<td>7 (78)</td>
</tr>
<tr>
<td>Lack of use</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Lack of active patient participation in planning</td>
<td>1 (11)</td>
</tr>
<tr>
<td><strong>Health professional–task fit</strong></td>
<td></td>
</tr>
<tr>
<td>Extra work caused by insufficient interoperability</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Bad fit with the work processes</td>
<td>2 (22)</td>
</tr>
<tr>
<td><strong>Organization and management–technology fit</strong></td>
<td></td>
</tr>
<tr>
<td>Lack of knowledge about the possible technical functionalities</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Lack of resources</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Lack of management support</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Unclear roles during implementation</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Failure of the initial technical platform to fit the organization’s goals and processes</td>
<td>1 (11)</td>
</tr>
</tbody>
</table>
Table 4. Practices for managing the challenges of implementation.

<table>
<thead>
<tr>
<th>Dimension and practices</th>
<th>Mentions (n=9), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Individual-technology fit: health professionals</strong></td>
<td></td>
</tr>
<tr>
<td>Involving all the stakeholders, professional groups, and a technical expert in planning the service</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Testing and piloting the eHealth services before implementation</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Repeatedly informing health professionals about the implementation, changes, and the influence of the new services to their work for an extended period via unit meetings, training, personal contacts, and laminated instructions</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Proactively responding to health professionals’ concerns</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Involving frontline leaders and health professionals in planning the services and implementation is needed to create buy-in</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Providing adequate introductory knowledge, repeated training, and personal guidance as well as a test environment, which is required to train professionals</td>
<td>4 (44)</td>
</tr>
<tr>
<td>Training a superuser to encourage health professionals and support implementation</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Proceeding slowly and gradually, so professionals have time to adjust to and practice using the new services</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Reserving extra personnel resources and time for the changing tasks</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Providing technical support with a responsible person when needed</td>
<td>1 (11)</td>
</tr>
<tr>
<td><strong>Individual-technology fit: patients</strong></td>
<td></td>
</tr>
<tr>
<td>Identifying a patient group that can benefit from an eHealth service and having a patient point of view</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Involving patients early on and creating new methods needed to motivate patient participation</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Informing patients in an interesting way and providing leaflets or other marketing materials</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Collecting constant feedback from patients and improving the service through the use of questionnaires, contacting patients for further details to create a partnership, and request for feedback from patients that did not use the service</td>
<td>3 (33)</td>
</tr>
<tr>
<td>Encouraging health professionals to discuss the digital service when meeting a patient and to reserve digital appointments with the patient</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Offering technical support during problems</td>
<td>1 (11)</td>
</tr>
<tr>
<td><strong>Health professional–task fit</strong></td>
<td></td>
</tr>
<tr>
<td>Identifying the current work processes and needs</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Fitting the eHealth service plans to current care processes to support and ease health professionals’ work, reduce the number of phone calls, increase remote work, and increase interoperability of the systems so that health professionals can view patient information from one system and do not need to record the same information twice</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Ensuring the service is quick, easy, and effortless to request and use</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Planning changes in the work processes well in advance and piloting the services to test the new processes and show the benefits of the service</td>
<td>1 (11)</td>
</tr>
<tr>
<td><strong>Organization and management–technology fit</strong></td>
<td></td>
</tr>
<tr>
<td>Identifying the needs early</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Fitting the eHealth service plans to the technical possibilities, including demonstrations and examples of existing services to help illustrate the possibilities</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Evaluating the work cost of implementation, a responsible person, resources needed, and the potential benefits</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Planning the implementation carefully in advance and defining the roles and responsibilities of the participants, changes, ways of relieving resistance, and solutions to problems</td>
<td>5 (56)</td>
</tr>
<tr>
<td>Involving an active multi-professional team</td>
<td>1 (11)</td>
</tr>
<tr>
<td>Indicating more than one person as a spokesperson to support the implementation, especially frontline leaders, who were considered important in influencing their subordinates’ commitment and providing resources for implementation</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Involving and informing top management to provide support and resources and ensure the availability of spaces and devices</td>
<td>2 (22)</td>
</tr>
<tr>
<td>Identifying measures of impacts and making baseline measurements in the very beginning</td>
<td>1 (11)</td>
</tr>
</tbody>
</table>
Challenges of Implementing eHealth Services for Self-Management

Table 3 summarizes the challenges that the participants experienced in implementing the eHealth services. We categorized the challenges according to the FITT model dimensions. Most of the challenges were related to poor fit between individuals and technology, such as health professionals suffering usability problems, technical problems, and missing functionalities. Health professionals were reported to be critical of new services because they had had negative experiences with information systems. One of the first digital paths had a challenging start, as nurses needed to solve the usability problems that patients faced. Nurses had no training on how to use the service, and technical support was not yet available.

Many of the health professionals were not willing to use the new eHealth services. One of the participants described, “The resistance over changing practices surprised me most and how long it has been continued.” She also said that not all the nurses understood how this service was going to help with their work; hence, their motivation to use it was low. Only 3 of the participants did not mention any professionals’ resistance or lack of use, but their eHealth services were only used by the developing team, which consisted of 2-10 health professionals. Thus, it seemed to be more challenging to introduce a service to larger user groups. In total, 3 participants mentioned that the group of health professionals who had not participated in the development team demonstrated the most resistance.

One interviewee described that it was very challenging to reach and inform all the health care professionals as they worked in three shifts. Physicians forgot to use the digital path as a tool and tell their patients about the new service. In addition, another participant said that physicians used the old paper-based approach and were reluctant to use the digital path, which appeared to be slower. Nurses also forgot to reserve digital appointments for the patients.

The services included a patient feedback survey, and all except one implementation project received feedback from patients through the survey. The feedback provided was positive, and the services were evaluated to be useful. For example, the information received was seen to support preparation for an operation. Patients gave negative feedback related to difficult registration, problems in use, slow or confusing services, and missing functionalities.

In the documented survey, 15 out of 17 patients (88%) rated that they were satisfied or rather satisfied with the service, and all of them agreed that the service was useful. However, they reported missing instructions, impractical registration, slowness, and other difficulties that made using the service cumbersome or disrupted the service.

The number of patient users was also low in some cases. Health professionals often did not actively use the new eHealth services, and they were also passive in introducing the services to patients and motivating them to use the services. Patients did not provide much feedback, and the number of patients who completed the questionnaires was low. One of the interviewees said that they were not able to find patients who were willing to participate in the design workshops. Thus, in the context of online self-management intervention, patients need to be engaged in both using and designing the services. We, therefore, divided the individual dimension to separately cover health professionals and patients.

Some participants identified fit problems between technology and tasks. Mostly, the lack of interoperability created extra work for health professionals, but in 2 cases, participants identified that the process required by the eHealth service did not fit the work processes.

In addition to the FITT model’s dimensions, there were challenges related to poor fit between the organization and management and the technology. For example, it was unclear how the technical platform could be used in the organization and what benefits exist. In some cases, there was insufficient management support or available resources for implementation. For example, one of the interviewees found it challenging to support others in the implementation, as she did not have reserved work hours for it. She felt that management should also have provided resources for implementation and use and not only for the development of the digital path.

The development of the technical platform was in one hospital at the beginning; the initial version of the platform did not fit the organization’s goals and processes. The usability and interoperability of the customer management system was considered to be poor. Consequently, the implementation of any new eHealth services using the technical platform in this hospital was halted until the platform was further developed.

Opportunities to Manage the Challenges of Implementing eHealth Services for Self-Management

Table 4 shows the practices that the participants found successful or recommended for managing the identified challenges and supporting the implementation of eHealth services. Many of the practices were related to improving the design of the eHealth services by involving all the stakeholders, testing and piloting the service, and collecting feedback. Management practices, such as informing health professionals, responding to their concerns, and supporting them in the change, reduced health professional resistance. In addition, involving and informing patients and collecting their feedback was considered important.

Participants found that task-technology fit could be improved by aligning the new service to the current work processes and needs and designing a service that is usable and effortless to use. To improve the fit between the organization and the technology, participants saw a need to identify a relevant problem that the technology was able to solve and the benefits that could be produced and to evaluate the costs related to
implementation. Many participants also learned that implementation needed to be well planned and organized collectively inside the organization.

Discussion

Principal Findings

The study shows three major findings:

1. The implementation of self-management services involved many challenges related to technical problems, health professional acceptance, patient motivation, and health organization and management.

2. The implementers had identified practices to manage the identified challenges by improving the design of the technology, supporting health professionals in the technology adoption, changing the work processes and tasks, involving patients, and planning the implementation collectively inside the organization.

3. The challenges and practices could be mostly attributed to the dimensions of the FITT framework. However, the findings suggest that patients should be added as a different type of individual dimension, and organizations and management should be added as new dimensions to the FITT framework.

Challenges of Implementing eHealth Services for Self-Management

In line with an earlier case study [6], it was challenging to introduce self-management services to health care professionals, change their work practices, and motivate patients to use the service. The poor fit of tasks, the technology, and individuals troubled health care professionals. As shown by previous studies, these issues are remarkably common barriers to eHealth interventions [22].

Furthermore, the technology needs also fit the organization, and management has an important role, as identified in previous studies [12,30]. The technical solution fit the strategy and operation model of the organization, and successful commitment requires commitment and resources from management. Many of the challenges were interrelated. For example, if the new service did not fit the work processes of the health professionals, they did not inform patients about the service, which resulted in a lack of use among both professionals and patients.

Opportunities to Manage the Challenges of Implementing eHealth Services for Self-Management

Most of the identified opportunities to handle the challenges were related to improving the fit between tasks, the technology, and individuals. Better fit can be achieved by designing better technical solutions and usability to support patients, health professionals, and tasks. Therefore, it is important to foster stakeholder involvement and user-centered design in future projects [31-33]. Current work processes and the needs of users should be understood at the beginning of the design. Different stakeholders also need to be involved to identify their needs and encourage buy-in. In the studied cases, health professionals served as designers and implementers. Thus, health professionals were involved, but this situation also created new challenges, as the professionals had no experience in user-centered design or implementations.

In addition, many of the opportunities to handle the identified challenges were related to the management and the organization. As shown by previous studies, the way eHealth services are introduced is also important for implementation success [8,12]. Top management support and a shared strategic vision of the new technology are often reported to support implementation [30], but the results from this study also pointed out the need for the collective support of frontline leaders and other spokespersons.

Extension of the FITT Framework to Better Cover the Patient as an Individual and Organizational Context

Overall, the findings were well interpreted with the dimensions of the FITT framework (see Figure 1). However, the role of patient stakeholders in self-management needs to be highlighted, and we propose that both health professionals and patients are represented in the individual dimension.

Figure 1. Extended FITT (Fit between Individuals, Task, and Technology) framework.
In the original FITT framework, the organization is mentioned as one of the attributes of the individual level. However, previous research shows that in complex implementation projects, there are also higher-level contextual factors, such as the health care system, the social climate, and economic and political issues, that are important to consider [34,35]. Additionally, many of the identified challenges and opportunities in this study were not related to individuals but to organizations and management in a broader context. For example, if management did not provide resources for implementation, training, and planning, individuals were not supported to change their work processes. Furthermore, our results imply that it is challenging for an individual to manage implementation. Instead, the implementation work and introduction of a service to patients need to be supported collectively.

Thus, we propose that organizations and management be represented by a separate context dimension, as shown in Figure 1. Unlike the findings of Prgomet et al [19], our findings did not demonstrate environmental issues, which is probably because we did not observe professionals’ behaviors in detail. However, we suggest that the environment is a part of the new context dimension.

The extensions we proposed to the FITT model are not specific to self-management services. However, these kinds of services influence health professionals’ and patients’ interactions in a novel way; thus, the extensions especially support the analysis of the organizational efforts to engage patients in care.

The combination of the FITT framework and the Clinical Adoption Meta-Model [36] may help to further explain the progress of the implementation from one phase to the next over time. In this study, one organization did not proceed to the initial phase, where the service was available to professionals and patients, because the technology fit poorly with the organization’s strategy and operational model, as interoperability and information safety were not considered acceptable. Other organizations made the new services available, but there were challenges in initiating use of the services due to usability and interoperability reasons. One of the services was also challenging to use, as it did not fit the work processes and needed to be redesigned. Without sufficient use, there were no clinical or health behavior changes or positive outcomes.

### Comparison With Prior Work

Our results highlight the complex relationship between different factors and stakeholders that influence the success of implementation. The larger the number of users, the more complicated the implementation was in this study. In a literature review, Ludwick and Doucette [37] suggested that large organizations should use an incremental approach due to the complexities associated with their size. In addition to complexity, the larger number of users made participation in planning the new services and the related work processes more difficult. As Granja et al [22] identified in their literature review, this study observed that it was especially challenging to change health professionals’ work processes. Our results suggest that the participation of health professionals in the change of their work processes could support the change process.

In the case of eHealth services for self-management, patients are important stakeholders. Urowitz et al [3] found that patients were not always active in an online diabetes self-management portal, and their use declined over time. Thus, patients should be involved early to ensure the quality of the eHealth services and should be supported during adoption of the services. Health professionals play an important role in endorsing the new services to patients [10].

Our results imply that although many of the challenges of implementation are similar to those of different eHealth innovations [14,38], new approaches are clearly needed to handle the challenges and lack of fit in practice. In the self-management context, the fit between individuals and the technology needs to be improved both from health care professionals’ and patients’ points of view. Both groups need to be involved in the design, and they should be well informed. Their feedback should also be constantly collected. In improving the fit between the health care professionals and the tasks, the goal should be to improve the current work processes and ease health care professionals’ work.

### Limitations

A limitation of this study is that we only studied the perspectives of project coordinators and managers who were responsible for implementing the new online self-management services. As our study relied on the implementers’ reporting of health care professionals’ reactions, the health care professionals’ characteristics influencing the implementation were not identified, as they were identified in an interview study by Ciere et al [6]. To gain a more comprehensive understanding of the challenges and practices, other stakeholders, such as patients and health care professionals, should be studied in the future as well.

The number of interviewees was relatively low. However, the goal was to gain qualitative insight into the challenges and opportunities in the implementation projects, and data saturation was reached, meaning that not much new information (eg, a single new theme) could be identified in an additional interview [39]. The participants were also relatively inexperienced in implementing eHealth services, and the hospitals were all in Finland. Implementers working in other organizations may face different implementation challenges, and the generalizability of this study is restricted to this specific context.

The level of health care professionals’ resistance can vary during implementation [40-42]. Our study provided only a cross-section of the implementation process, and a better understanding of the timing of the challenges and best implementation practices are needed. Further studies should clarify how health care professionals and especially patients can be better supported in the adoption of eHealth services.
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Abstract

Background: Among all diseases globally, mental illnesses are one of the major causes of burden. As many people are resistant to conventional evidence-based treatments, there is an unmet need for the implementation of novel mental health treatments. Efforts to increase the effectiveness and benefits of evidence-based psychotherapy in psychiatry have led to the emergence of virtual reality (VR)–based interventions. These interventions have shown a wide range of advantages over conventional psychotherapies. Currently, VR-based interventions have been developed mainly for anxiety-related disorders; however, they are also used for developmental disorders, severe mental disorders, and neurocognitive disorders.

Objective: This meta-review aims to summarize the current state of evidence on the efficacy of VR-based interventions for various psychiatric disorders by evaluating the quality of evidence provided by meta-analytical studies.

Methods: A systematic search was performed using the following electronic databases: PubMed, PsycINFO, Web of Science, and Google Scholar (any time until February 2020). Meta-analyses were included as long as they quantitatively examined the efficacy of VR-based interventions for symptoms of a psychiatric disorder. To avoid overlap among meta-analyses, for each subanalysis included within this meta-review, only one analysis provided from one meta-analysis was selected based on the best quality of evidence.

Results: The search retrieved 11 eligible meta-analyses. The quality of evidence varied from very low to moderate quality. Several reasons account for the lower quality evidence, such as a limited number of randomized controlled trials, lack of follow-up analysis or control group, and the presence of heterogeneity and publication bias. Nonetheless, evidence has shown that VR-based interventions for anxiety-related disorders display overall medium-to-large effects when compared with inactive controls but no significant difference when compared with standard evidence-based approaches. Preliminary data have highlighted that such effects appear to be sustained in time, and subjects may fare better than active controls. Neurocognitive disorders also appear to improve with VR-based approaches, with small effects being found for various clinical outcomes (eg, cognition, emotion). Finally, there are insufficient data to classify VR-based interventions as an evidence-based practice for social skills training in neurodevelopmental disorders and compliance among patients with schizophrenia.

Conclusions: VR provides unlimited opportunities by tailoring approaches to specific complex problems and individualizing the intervention. However, VR-based interventions have not shown superiority compared with usual evidence-based treatments. Future VR-based interventions should focus on developing innovative approaches for complex and treatment-resistant symptoms that are difficult to address with traditional treatments. Future research should also aim to gain a better understanding of the potential factors that may mediate VR outcomes to improve treatment.

(J Med Internet Res 2020;22(8):e20889) doi:10.2196/20889
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Introduction

Mental illnesses are one of the predominant causes of burden among all diseases globally [1]. It has been estimated that over 15% of adults in the United States have lived with a psychiatric disorder in the past year, including mental, behavioral, or emotional disorders [2]. Anxiety disorders and depression generally display the highest prevalence rates [2-5]. Furthermore, approximately 4.5% of adults have reported being affected by a severe mental disorder resulting in functional impairment that affects or limits major life activities [2]. In addition, 1 in 6 youths in the United States aged between 6 and 17 years will experience a mental disorder every year [6]. With half of the mental health conditions manifesting by the age of 14 years and three-quarter by mid-20s, youth remains to be an important period for the emergence of a mental disorder [7].

Given the elevated prevalence of mental health problems, psychiatric disorders represent a substantial socioeconomic burden for patients, caregivers, health care providers, and the overall society, with associated costs including informal care, productivity loss, and premature death [1,8,9]. The global direct and indirect economic costs of mental disorders have been estimated at approximately US $2.5 trillion [10]. For those seeking treatment, conventional mental health care for most psychiatric disorders typically includes pharmacological and psychological options. However, there is an enduring discussion as to whether an individual option or a combination of options should be used to treat psychiatric symptoms. Huhn et al [11] conducted a systematic overview of the efficacy of pharmacotherapies and psychotherapies for major psychiatric disorders and concluded that there remains room for amelioration. Among meta-analyses specifically comparing pharmacotherapy with psychotherapy head-to-head, there was a trend in favor of psychotherapy for relapse prevention in depression and bulimia and pharmacological interventions for schizophrenia and dysthymia. Although pharmacological treatments have received more attention, they may likely be less acceptable to patients, and a proportion of individuals will experience adverse effects or will not respond adequately to this approach [12-14]. Evidence-based psychosocial interventions (eg, psychoeducation, interpersonal psychotherapy, cognitive behavioral therapy), offered as the sole or adjunctive treatment, have shown promising results and allow patients to learn skills to overcome and better cope with their symptoms while also preventing relapse [15,16]. Nevertheless, the effect sizes of psychotherapies for mental disorders are moderate at best with dropout rates as high as 30%, and treatment gains not always being maintained for a long term [12,17]. Thus, with underscored inadequacies of conventional treatment, there remains an unmet need for the implementation of novel treatments. Efforts to increase the effectiveness, acceptance, and access to evidence-based psychotherapies have led to the emergence of technology-assisted psychological interventions. A prime example is the virtual reality (VR)–based approach that may enhance conventional face-to-face approaches. Generally, VR techniques are based on similar principles as those used in traditional cognitive behavioral approaches; however, they also increase the possibility of transferring the learning achieved during VR sessions to patients’ everyday lives. These interventions enable the manipulation of the virtual environment and can be used to recreate environmental triggers that elicit distress in patients with mental health problems, thereby allowing them to learn to better manage their difficulties in real time [18,19]. Although VR approaches display additional treatment costs and may lead to cybersickness in some patients [18,20], the literature has nonetheless shown the wide range of advantages of its use, that is, reduced ecological impact, personalized treatment, high level of control over exposure parameters, and better acceptability of and adherence to treatment [18,19,21,22].

VR-based treatments have been developed for many psychopathologies, particularly for anxiety-related disorders, and for developmental disorders, severe mental disorders, and neurocognitive disorders [23,24]. As the field is relatively new, many of these studies have been impacted by methodological issues (ie, small sample size, limited number of randomized trials with strong methodologies including blinding and allocation concealment). Nonetheless, several meta-analyses have been conducted to summarize the evidence of these VR interventions. Statistical meta-analyses are frequently used by clinicians as a resource to determine the best evidence-based treatment options for their patients [25]. Considering the increasing number of meta-analyses on the efficacy of VR-based interventions in psychiatric disorders, we conducted a meta-review to summarize the magnitude of the effects of VR for the treatment of various mental disorders and to evaluate the quality of evidence provided by the meta-analyses. This is to help create recommendations for the use of VR-based approaches for clinicians and policy makers and to guide future research on novel VR interventions.

Methods

Search Strategy

A search was independently conducted by 2 graduate students (LD and ML) on PubMed, PsycINFO, Web of Science, and Google Scholar electronic databases, from each database’s inception to February 2020. Search terms were chosen to be inclusive of VR (eg, “virtual,” “virtual reality,” “VR”), mental disorders (eg, “mental illness,” “anxiety,” “post-traumatic stress disorder,” “autism,” “attention deficit hyperactivity disorder,” “neurodevelopmental disorder,” “severe mental disorder,” “depression,” “schizophrenia,” “dementia,” “substance use disorder”), and interventions (eg, “intervention,” “therapy”). The search syntax was tailored for each database. See Multimedia Appendix 1 for the specific search strategy adapted for each database. Only meta-analytical study designs were selected. No setting, date, or geographical restrictions were applied. Searches were limited to English or French language sources. The authors of the articles to which we had restricted access were contacted.

Study Eligibility

Meta-analyses were included as long as they quantitatively examined the efficacy of VR-based interventions for the symptoms of psychiatric disorders. To maximize the number of meta-analyses, we did not restrict the search to any specific psychiatric population or any age group. It is noteworthy that
a problem with meta-analyses is that they may overlap when many have been conducted on a particular disorder and a particular type of subanalysis for the disorder (ie, pre-post efficacy, comparison with inactive or active control, long-term effects). To avoid this issue, for each subanalysis included within this meta-review, only one analysis provided from one meta-analysis was selected based on the best quality of evidence. The inclusion of the meta-analyses was generally based on (1) the year of publication, (2) the number of included studies, and (3) the quality of the included studies (ie, randomized controlled trials [RCTs]). To ensure consensus, discussions on the inclusion of meta-analyses were held with a senior researcher (SP). As a meta-analysis only requires a minimum of 2 studies [26], we chose to include meta-analyses that analyzed at least 2 studies per symptom. However, it should be noted that increasing the number of included studies tends to enhance the generalizability of results [27]. Studies were excluded if they (1) combined several treatment modalities (eg, other computerized approaches such as internet-based therapies) and did not have an effect size for VR specifically or (2) combined disorders together (eg, overall anxiety disorders).

Data Extraction
Data were extracted using a standardized form by LD and ML. Key information related to the sample, effect sizes (ie, Cohen d, Hedges g, standardized mean difference), outcome measured, control group, timeline (ie, posttreatment, follow-up), confounding factors (ie, moderator analyses), heterogeneity (ie, Q statistics, I² index), and publication bias (ie, funnel plot examination, Egger test) were recorded. Refer to Multimedia Appendix 2 [28-38] for an overview of the extracted data. The effect sizes were categorized as small (0.2), medium (0.5), and large (>0.8) effects [39]. Data were independently extracted by LD and ML, and all queries were resolved in discussions with SP. Furthermore, LD and SP independently undertook quality assessments for the effect sizes reported in the meta-analyses using a set of criteria based on the Grading of Recommendation, Assessment, Development, and Evaluation checklist [40-43]. Higher scores were assigned to analyses that suggested more precision (ie, a smaller range of 95% CIs around the effect size [under 0.5 absolute effect size]), analyzed follow-ups, included only controlled trials, conducted moderator analyses, reported no heterogeneity and publication bias, and included an outcome principally targeted by the intervention. Studies were assigned to be of high, moderate-to-high, moderate, moderate-to-low, low, and very low quality. To achieve a high standard of reporting data, the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) guidelines were followed (Multimedia Appendix 3) [44].

Results

Description of Studies
The literature search identified 233 potential articles that were screened for eligibility after removing duplicates. One additional meta-analysis was identified by cross-referencing on Google Scholar. Among these articles, 11 meta-analyses were selected that provided 41 effect sizes. The PRISMA flowchart for the inclusion of studies in the meta-review is shown in Figure 1. The psychiatric disorders were categorized based on the Diagnostic and Statistical Manual of Mental Disorders, 5th Edition [45], as (1) anxiety disorders (acrophobia, arachnophobia, aviophobia, panic disorder, and social anxiety), (2) trauma- and stress-related disorders (posttraumatic stress disorder), (3) severe mental disorders (depressive disorder and schizophrenia spectrum), (4) neurodevelopmental disorders (autism), and (5) neurocognitive disorders (mild cognitive impairment and dementia). When several analyses were conducted within the meta-analyses, we retrieved one specific effect size estimate for (1) the pre-post efficacy of VR-based interventions, (2) the comparison of VR-based interventions with inactive control, (3) the comparison of VR-based interventions with active controls, and (4) the long-term effects of VR-based interventions after the follow-up. Refer to Multimedia Appendix 2 [28-38] for a summary of the quality of evidence provided by the included meta-analyses. Each meta-analysis included 2-16 studies, with samples ranging between 30 and 454 individuals.
Anxiety Disorders

Anxiety disorders, particularly specific phobias (e.g., fear of flying, fear of heights), have become typical in VR implementation as exposure is undeniably a key element that must be addressed in these disorders [28,46-48]. There are 2 predominant theoretical models related to learning, which may explain how exposure therapy reduces anxiety [49]: emotional processing theory [50,51] and inhibitory learning model [52]. Both theories claim that exposure allows patients to learn corrective information about a stimulus that is feared. In VR-based interventions, the sense of presence or the feeling of being there has been considered as the principle mechanism that leads to the experience of anxiety [53,54]. In this sense, the feeling of presence experienced in VR offers the opportunity to immerse patients to their feared stimuli in the VR environment, which is customized to match specific aspects of their fear [55,56].

Specific Phobias

Fear of Heights (Acrophobia)

A meta-analysis by Parsons et al [29] found an average random effect size of 0.93 (95% CI 0.44 to 1.43) for acrophobia. Graded as low-quality evidence from 4 studies with different control groups (2 were compared with a waitlist, 1 had no control group, and 1 was compared with in vivo interventions), the results of this meta-analysis suggest a statistically large overall effect for this specific phobia. However, heterogeneity and publication bias were not evaluated, and confounding factors were not considered.

Fear of Spiders (Arachnophobia)

A meta-analysis by Parsons et al [29], comprising 4 studies with mixed designs, found an overall large effect of 0.92 (95% CI 0.25 to 1.59) for VR interventions. The evidence was graded as low quality, notably owing to the inclusion of studies with mixed designs and the lack of consideration of heterogeneity, publication bias, and confounding factors. Better quality evidence was provided by Opris et al [28], including RCTs that compared VR-based interventions with active controls specifically. The authors retrieved 2 studies that showed no significant posttreatment (d=−0.12; 95% CI −0.31 to 0.06) and no long-term (d=−0.20; 95% CI −0.49 to 0.08) differences in primary arachnophobia outcomes.

Fear of Flights (Aviophobia)

Evidence based on the meta-analysis by Cardoş et al [30] including RCTs for aviophobia was evaluated to be of low-to-moderate to moderate quality. First, regarding the efficacy of VR-based interventions based on a large sample size of 454 participants, 16 study arms were included at posttreatment and 15 at follow-up. Statistically significant medium effect sizes were observed (g=0.592; 95% CI 0.327 to 0.858; g=0.588; 95% CI 0.216 to 0.960, respectively). As both analyses presented statistically significant heterogeneity, moderator analyses were conducted to explain the divergences among studies. The quality of randomized trials and the mean age of patients were significant moderators at posttreatment, whereas the number of patients and follow-up intervals were significant moderators at follow-up. Moreover, examination of the funnel plot showed asymmetry, suggesting publication bias. Second, when compared with the inactive control groups, the...
results showed large statistically significant effects at posttreatment (g=1.350; 95% CI 0.664 to 2.037) and medium statistically significant effects at follow-up (g=0.583; 95% CI 0.108 to 1.058). Heterogeneity was observed at posttreatment, and there was presence of funnel plot asymmetry. Third, when comparing VR with classical evidence-based interventions, the results showed a small significant effect for VR-based interventions (g=0.353; 95% CI 0.152 to 0.555), whereas follow-up studies indicated a moderate significant effect (g=0.615; 95% CI 0.179 to 1.052). Heterogeneity was evident at follow-up, with the number of participants and follow-up period as significant moderators. Furthermore, follow-up studies pointed toward publication bias. Fourth, a lack of difference between VR-based interventions and other exposure-based interventions was observed at posttreatment (g=0.122; 95% CI −0.225 to 0.469). A moderate-to-large significant effect was still found at follow-up, in favor of VR-based interventions (g=0.697; 95% CI 0.101 to 1.292). Significant heterogeneity was observed, revealing 3 moderators (number of exposure sessions, outcome type, and follow-up intervals), in addition to the presence of publication bias.

In summary, meta-analytical evidence shows that VR-based interventions may be effective for specific phobias. The quality of evidence ranged from low to moderate quality, with better quality evidence provided for aviophobia, which comprised a larger number of RCTs with a larger sample size. The presence of heterogeneity and publication bias was evaluated for aviophobia. When compared with active controls, the results suggested better aviophobia outcomes for VR-based therapies than classical evidence-based interventions, with no significant superiority over other exposure-based therapies. However, for arachnophobia, significant superiority was found for VR when compared with active controls. Finally, the effects of VR for aviophobia remained stable in time, indicating that VR might fare better than active controls in the long term.

Panic Disorder With or Without Agoraphobia

First, the meta-analysis by Parsons et al [29] included 3 studies and observed very large significant overall effects (d=1.79) for VR-based interventions at posttreatment. The evidence was graded to be of low quality, notably owing to the inclusion of studies with mixed designs and the lack of consideration for heterogeneity, publication bias, and confounding factors. Second, Fodor et al [31] observed large effects at posttreatment for VR-based interventions in comparison with inactive controls (g=1.80; 95% CI 1.01 to 2.60). The evidence provided by 2 RCTs was graded as low-to-moderate quality; the authors did not observe any heterogeneity, although there was a publication bias for their entire study sample. Third, Fodor et al [31] found no significant difference at posttreatment between VR and other psychological therapies (g=−0.05; 95% CI −0.32 to 0.21). This evidence graded as moderate quality was provided from 6 RCTs, and the data displayed no heterogeneity. Finally, Opris et al [28] analyzed the long-term effect of VR-based therapies, specifically in comparison with active controls. Their analysis found a small significant effect favoring VR (d=0.18; 95% CI 0.10 to 0.26). Evidence was graded as low-to-moderate quality based on 2 RCTs. However, heterogeneity and publication bias were not reported.

In summary, these meta-analyses on panic disorder with or without agoraphobia showed that VR-based interventions are efficient. Evidence has been evaluated to be of low to moderate quality, with the quality of evidence being lower owing to a lack of consideration of heterogeneity, publication bias, and moderating factors. Better quality evidence was provided for comparison with classical evidence-based interventions, which showed that VR was no better than these interventions at posttreatment. At follow-up, there was a small superiority observed favoring VR over standard interventions.

Social Anxiety

First, the meta-analysis by Kampmann et al [32] observed large overall effects for VR-based interventions at posttreatment (g=1.09; 95% CI 0.80 to 1.39) of social anxiety symptoms. Evidence provided by 3 RCTs was graded as low-to-moderate quality, with heterogeneity, publication bias, and moderators not being examined. Second, in comparison with inactive controls, the meta-analysis by Carl et al [33] found a large posttreatment effect (g=0.97; 95% CI 0.62 to 1.31). Evidence from 7 studies included randomized controls, with a total sample of 236 individuals, and was evaluated to be of low-to-moderate quality. Although not specifically for this subanalysis, the authors did observe moderate heterogeneity and possible presence of publication bias in their overall study. Third, as for the comparison with active controls, Chesham et al [34] found no significant difference between VR-based interventions and standard treatments using in vivo or imaginal approaches (g=−0.01; 95% CI −0.30 to 0.28). Evidence from 7 well-controlled trials (n=340) with moderate heterogeneity and no presence of publication bias was graded as low-to-moderate quality. Fourth, in terms of follow-up assessments, Kampmann et al [32] observed that the large overall effect for VR was maintained in time (g=0.9 for less than 5 months and g=1.20 for over 5 months). However, the effect was not different from the effect of active controls. Evidence was evaluated as low-to-moderate quality as the authors did not examine heterogeneity or publication bias owing to the limited number of trials included in their analyses.

In summary, overall evidence was evaluated as low-to-moderate quality: most meta-analyses included a limited number of trials and moderator analyses, and did not report heterogeneity or publication bias. Medium to large effects were observed for VR-based interventions for social phobia. Nevertheless, no significant difference existed between the VR-based interventions and standard treatment. The overall beneficial effect of VR interventions was maintained in the long term, although no significant difference was observed with active controls.

Trauma- and Stressor-Related Disorders

Trauma- and stress-related disorders (such as posttraumatic stress disorder) may develop by directly experiencing, witnessing, or repeating exposure to aversive elements of a traumatic event (eg, combat, sexual assault). Although many show resilience following exposure, up to one-third of those confronted with a traumatic event will subsequently develop clinically relevant posttraumatic symptoms (eg, reexperiencing, avoidance) [57]. It is worth noting that VR exposure therapy
has potential efficacy in the treatment of posttraumatic stress disorder for different types of trauma and that this technology can compensate for the shortcomings of traditional therapy (ie, inherent avoidance of traumatic memory) [58,59]. VR may ease the emotional engagement of patients during exposure to traumatic stimuli by eschewing avoidance symptoms and facilitating therapeutic control [60].

First, a meta-analysis by Deng et al [35] found a small superiority of VR interventions for posttraumatic stress disorder symptoms in comparison with inactive and active controls combined. This effect was significant (g=0.327; 95% CI 0.105 to 0.550). A similar significant effect of VR-based interventions was observed when considering only studies that used intention-to-treat analyses or reported complete outcome data (g=0.584; 95% CI 0.318 to 0.850). Evidence was evaluated to be of moderate quality, provided from 10 RCTs (n=309) showing moderate heterogeneity and no publication bias. Second, the same authors observed moderate effects for the superiority of VR-based interventions relative to inactive controls alone (g=0.567; 95% CI 0.270 to 0.863) [35]. Evidence was evaluated to be of low-to-moderate quality based on 5 RCTs (n=175) with no publication bias; heterogeneity for this specific subanalysis was not provided. Third, no significant difference was found between VR and active controls [35]. Evidence from 6 RCTs (n=239) was also evaluated to be of low-to-moderate quality with no presence of publication bias; heterogeneity for this specific subanalysis was similarly not provided. Finally, as for follow-up effects, Deng et al [35] found moderate-to-large improvements for VR-based interventions in comparison with the combination of inactive and active controls (g=0.697 and g=0.848 for short- and long-term effects, respectively). Evidence provided by 9 and 11 RCTs was evaluated to be of low-to-moderate quality. Moderator analyses, heterogeneity, and publication bias were not reported.

In summary, the meta-analyses on posttraumatic stress disorder showed small-to-moderate effects for VR. Evidence was generally graded as low-to-moderate to moderate quality. No significant difference was found with standard evidence-based interventions. Moreover, improvements in VR were maintained in time.

Severe Mental Disorders

VR-based treatments for the symptoms of individuals with severe mental disorders have multiplied in recent years. Although there are very limited studies on the effects of VR for those with mood disorders [61,62], this innovative tool may nonetheless be used to deliver psychoeducation and to induce relaxation and enhance positive emotions [63]. Moreover, VR scenarios have been used to treat symptoms of other severe mental disorders such as schizophrenia by enabling patients to practice social skills (eg, vocational skill training) and learn to cope with distress associated with psychotic symptoms [64,65]. As those with severe mental disorders also experience difficulties with activities in everyday life, VR may also be used to test and support their performance using an environment that simulates real-life activities and increase compliance with treatment [36].

Depressive Disorder

It is worth noting that VR interventions included in the meta-analyses did not target depression as a diagnosis per se and did not generally aim at the reduction of depressive symptoms as a main outcome. First, an overall small effect was observed for VR-based interventions at posttreatment in the analysis by Kampmann et al [32] (g=0.44; 95% CI 0.02 to 0.87). Evidence evaluated to be of low-to-moderate quality was based on 2 randomized trials (n=119); moderator analyses, heterogeneity, and publication bias were not reported. Second, when compared with inactive controls, Fodor et al [31] found a significant moderate effect for VR interventions (g=0.73; 95% CI 0.25 to 1.21). Evidence graded as low-to-moderate quality was based on 10 RCTs showing high heterogeneity; there was also the presence of publication bias on their overall analyses. Third, the same authors observed no significant difference between the VR and active controls at posttreatment. Evidence was evaluated as moderate quality based on 13 RCTs showing low heterogeneity. Fourth, in the follow-up assessment by Fodor et al [31], which retrieved 5 RCTs, there was no significant difference in comparison with active controls. Moderate heterogeneity was observed, and evidence was similarly graded as moderate quality.

In summary, evidence from these meta-analyses on depressive symptoms highlighted that overall VR-based interventions may reduce comorbid depressive symptoms. Evidence was graded as low-to-moderate quality. However, the effect did not seem to be different from standard evidence-based interventions. No significant long-term differences were found at follow-up compared with active controls.

Schizophrenia Spectrum Disorders

A meta-analysis by Valimaki et al [36] investigated RCTs on the effects of VR to support treatment compliance among patients with schizophrenia spectrum disorders. Treatment compliance was defined as loss to follow-up and withdrawal by the trialist. Overall, 3 short-term trials (n=156) with a duration of 5 to 12 weeks were retrieved, which were aimed at delivering skill training (ie, social skills and vocational skills). The authors assessed the quality of the included trials as low quality. Findings showed that there was a nonsignificant effect of VR on compliance (risk difference=0.02; 95% CI –0.08 to 0.12). Evidence provided by this meta-analysis was evaluated to be of moderate quality, showing no heterogeneity yet a moderate risk of bias. Comparison with active controls has not been reported.

In summary, at present, there are insufficient quality data to classify VR as an evidence-based practice for treatment compliance in patients with schizophrenia.

Neurodevelopmental Disorders

Autism spectrum disorder has received interest in the field of VR. VR technologies have been promising by supporting learning for children and adults with autism, who may find social interactions difficult. Several VR environments have been developed, such as virtual cafes, schools, or job interviews [66]. VR allows role play and practice skills without the threat of real-world consequences [67].
One meta-analysis by Barton et al [37] evaluated the effects of technology-aided support in comparison with a control condition on improving a mix of primary skills (ie, communication, academic, engagement or task completion, social, emotion recognition, and adaptive). For VR-based interventions specifically, 2 studies using group designs amounting to a small sample size of 30 individuals were included. One study comprised children with high-functioning autism for social interaction training and the other study comprised adults with autism spectrum for job interview training. Evidence was thus evaluated to be of very low quality, with heterogeneity and publication bias not being reported for the subanalysis. The meta-analysis yielded a nonsignificant estimated effect size of 0.37 (95% CI 0.16 to 3.42). Moreover, follow-up results were not evaluated.

In summary, there are insufficient quality data to classify VR as an evidence-based practice among individuals with autism.

**Neurocognitive Disorders**

Individuals with neurocognitive disorders (ie, mild cognitive impairment or dementia) may benefit from VR-based interventions that promote simulations of functional learning, the transfer of learned functions to daily life, and relaxation [38].

A meta-analysis by Kim et al [38] analyzed the effects of different VR-based intervention platforms for individuals with mild cognitive impairment and dementia. The authors found an overall small effect size for VR, including executive, emotion, fitness, and cognitive outcomes (d=0.29; 95% CI 0.16 to 0.42). Larger improvements were found for patients with mild cognitive impairment compared with patients with dementia or mixed samples. With regard to their subanalysis for experimental and control group allocation, random allocation (d=0.36) and no randomization (d=0.4) showed small-to-moderate effects, which were larger than those with a one-group design (d=0.15). When subdividing the different outcomes, the effect sizes for cognitive functions (d=0.42) were higher and significant in comparison with emotion (d=0.14) and executive functions (d=0.07). Overall, evidence graded as low to low-to-moderate quality was based on a mix of impairments provided from 11 studies with mixed designs with significant heterogeneity; the authors stated that publication bias was not a concern. There was also a lack of follow-up assessments and no comparison with active controls.

In summary, low to low-to-moderate quality evidence indicated that VR interventions may positively affect various clinical outcomes among patients with cognitive impairment and thus improve cognitive and routine functions. However, these VR-based interventions were not compared with active controls.

**Discussion**

This meta-review aimed to summarize the current state of evidence on the efficacy of VR-based interventions for psychiatric disorders by evaluating the data provided by meta-analytical studies. Cumulating evidence on various anxiety disorders and posttraumatic stress disorder showed that VR-based interventions displayed overall medium-to-large effects in comparison with inactive controls. However, there was globally no significant difference in comparison with standard evidence-based approaches at posttreatment, apart from significant differences with classical evidence-based interventions (g=0.353 in favor of VR) for aviophobia. With limited evidence on the superiority of one over the other, these findings suggest that both VR-based and standard evidence-based therapies are as effective for anxiety-related disorders at posttreatment. Furthermore, although results may not be dissimilar among interventions in the short term, preliminary data on aviophobia and panic disorder have highlighted that the effects of VR appear to be sustained in time, and subjects may fare better in the long term than with active controls. This suggests that although the effects of conventional treatments diminish in time, the effects of VR appear to be maintained, leading to longer-lasting positive outcomes. Such differential outcomes may be explained by the advantages of VR over classical and in vivo exposure-based interventions, comprising a more flexible and personalized approach where the therapist can better control the content of exposure (eg, including turbulence in the exposure of flight phobia), exposure rhythm, and repetition of scenarios [68-70].

VR interventions have also shown promise in the treatment of other disorders included in this meta-review. First, although there are only a few VR interventions that have been developed specifically for individuals with mood disorders [61,62]. VR-based therapies have been reported to be effective in the short term to reduce depressive symptoms comorbid with anxiety-related disorders. Second, neurocognitive disorders seem to benefit from VR-based interventions with overall small effects on clinical outcomes such as cognition and emotion. The interaction provided in VR environments may therefore improve well-being, routine functions, and cognition among patients with cognitive impairments by stimulating them. However, it is unknown if VR fares better than conventional treatments for this population. As for autism, given the core impairments in social communication and interaction, it is contended that VR may have a potential for training in highly controlled social scenarios, allowing patients to rehearse interactions or responses [66]. However, no support was observed for the efficacy of VR for neurodevelopmental disorders on social skills training, but this was based on limited low-quality studies on autism [66]. Similarly, VR environments have been created to enable skills training of everyday tasks among patients with schizophrenia, such as to help support treatment follow-up and medication taking. However, the retrieved meta-analysis for compliance among patients with schizophrenia yielded no significant effects based on the low-quality studies included [36].

As observed, meta-analyses serve as a useful tool to provide a global overview of the benefits of VR for patients affected by psychiatric disorders. The quality of evidence was evaluated as being quite variable, ranging from very low to moderate quality. Several reasons account for the lower quality of evidence. First, many meta-analyses included a limited number of RCTs within their analyses, thereby also lacking large sample sizes. Meta-analyses with a larger number of randomized trials were provided for aviophobia [30], posttraumatic stress disorder [35], and depressive symptoms [31]. Among these meta-analyses,
Cardoş et al [30] conducted moderator analyses and observed that the quality of RCTs was a significant moderator, with lower quality trials yielding larger effect sizes. Although few highlighted this as a concern, it remains of importance because an RCT with methodological issues, such as lack of blinding, is insufficient to create evidence-based practice. Thus, the quality of the studies should be taken into account to understand the efficacy of interventions. Second, for certain psychiatric disorders such as autism and mild cognitive impairment and dementia, no analysis was conducted evaluating long-term effects and comparing VR-based interventions with active controls. Moreover, the outcomes were less well-defined in both disorders. Third, when they were reported, results often displayed moderate-to-high heterogeneity, which may suggest the presence of subgroups of patients that may better respond to VR than others. Unfortunately, most meta-analyses did not report heterogeneity. Finally, although several meta-analyses did not report publication bias, many noted the presence of publication bias, which may suggest the possibility of either overestimating or underestimating the results. This reinforces the importance of registering the conducted studies.

Furthermore, numerous psychiatric symptoms and disorders that are treatable by VR interventions have not been examined by meta-analytical investigation. For example, although we retrieved only one meta-analysis on compliance for schizophrenia [36], the past decade has seen an emergence in VR treatment for other symptoms such as positive symptoms of psychosis (ie, delusions and auditory verbal hallucinations). These therapies have shown important benefits in psychotic symptomatology, with large effects being observed for both delusions and auditory verbal hallucinations in several trials [71-74]. As a second area of interest, traditional psychological interventions in the field of addiction generally teach individuals new skills to avoid high-risk situations, to refuse substance offers, and to ultimately better cope with cue- and stress-related craving. However, these conventional treatments, such as imaginal cue exposure therapy, have provided mixed findings [75-78], which may be improved by using VR [79]. VR technology may add effectiveness to standard treatments (ie, cue exposure treatment) owing to its capacity to induce greater subjective and physiological craving, which may prompt the generalization of treatment effects to real-life daily activities [80]. A limited amount of research has been conducted to date on the efficacy of VR-based cue exposure approaches for addiction, which aim to extinguish craving and prevent relapses. Promising results from case reports and small trials on subjective and physiological outcomes have emerged for nicotine [81-83], alcohol use disorder [80,84,85], and pathological gambling [86].

Furthermore, research on treatments for eating disorders has paralleled the methods used in the treatment of addiction and adapted them for food cues and environmental settings key to eating behaviors [87]. These interventions have aimed to improve eating disorders, with outcomes including craving, weight regain, and eating patterns [88-91]. Finally, VR may show potential for the treatment of more deviant behaviors such as violence-related outcomes in psychiatric samples. VR may provide a solution to the shortcomings of conventional interventions for violence (ie, clinicians cannot ethically place offenders in at-risk situations) by enabling individuals to be immersed into virtual simulations of real-life events under the control of the clinician [92,93]. Preliminary studies in at-risk populations have shown reductions in anger and impulsivity, improvements in conflict resolution skills and empathy levels, and decreases in aggression [94]. Hitherto, clinical research with novel VR development could make an important contribution to patient care [64], mostly when traditional face-to-face interventions may be more limited or cannot be conducted. Although no meta-analytical evidence was available for the disorders stated above at the time of our literature search, there is preliminary support for the use of VR-based interventions to improve the treatment of symptoms of other psychiatric disorders. Nevertheless, research remains to be generally limited by fewer studies, small samples, lack of control groups (mainly standard evidence-based interventions), and lack of follow-up. In this sense, future research using strong methodology (ie, single-blinded RCTs with large samples) is required to determine whether VR approaches yield additional benefits over standard treatment and whether these effects last over time.

In the above efficacy studies, some key aspects remain to be further investigated. With the rise of personalized medicine, future research should be encouraged to achieve a better understanding of factors that may play a role in VR outcomes and help explain different effects from usual treatment. These factors may include patient characteristics (eg, age, gender, and personality traits) and the severity of the disorder (eg, comorbidities, treatment resistance); certain patients may indeed be more susceptible to better respond to these VR approaches. For instance, a meta-analysis by Cardoş et al [30] on the symptoms of aviophobia found that the age of the participants was a significant moderator, explaining the difference in efficacy of VR-based interventions at posttreatment, with greater effects among younger individuals. In addition, the design of the virtual environments and exposure approach of the therapy may have a role in the therapeutic outcome, which warrants further investigation. Hence, it may be suggested that patients who fully experience the VR paradigm as realistic (ie, higher level of immersion and sense of presence) may respond better to the intervention [31,64]. This may be possible with the use of more recent technologies, which are more immersive and closely resemble the real world. Improved engagement with the virtual environment, with the inclusion of social dynamic interactions via tailored avatars, may similarly have a role in the efficacy of the intervention and heighten the sense of presence and immersion [79]. These dynamic interactions may enable patients to engage with the VR environment in a more naturalistic and intuitive way [95,96]. It is noteworthy that the sense of immersion may be increased by incorporating senses other than vision into the VR environment, such as hearing and smell. Supplemental studies are needed to evaluate the effects of these factors to possibly improve the efficacy of VR-based treatments.

Conclusions

VR provides opportunities to go over and beyond traditional interventions and allows tailoring approaches to each individual, thereby possibly improving efficacy and the maintenance of skills. With variable quality of evidence, meta-analytical literature suggests positive outcomes in the VR treatment
research is necessary in the field of psychiatry to establish high-quality evidence with the use of gold-standard evidence from well-designed RCTs comprising large samples. As current VR treatments have not clearly shown superiority over conventional treatments, future VR-based interventions should focus on developing innovative approaches for complex and treatment-resistant symptoms that are difficult to address with traditional treatment. Research is also warranted to evaluate the aspects enabling the better use of VR and examine the specificity of VR-based interventions. As soon as more studies become available, systematic meta-regression analyses could statistically examine the influence of certain variables on the efficacy of VR for improving personalized patient care.
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Abstract

Background: Digital health, which encompasses the use of information and communications technology in support of health, is a key driving force behind the cultural transformation of medicine toward people-centeredness. Thus, eHealth literacy, assisted by innovative digital health solutions, may support better experiences of care.

Objective: The purpose of this study is to explore the relationship between eHealth literacy and patient-reported experience measures (PREMs) among users of outpatient care in Hungary.

Methods: In early 2019, we conducted a cross-sectional survey on a large representative online sample recruited from the Hungarian general population. eHealth literacy was measured with the eHealth Literacy Scale (eHEALS). PREMs with outpatient care were measured with a set of questions recommended by the Organisation for Economic Co-operation and Development (OECD) for respondents who attended outpatient visit within 12 months preceding the survey. Bivariate relationships were explored via polychoric correlation, the Kruskal–Wallis test, and chi-square test. To capture nonlinear associations, after controlling covariates, we analyzed the relationship between eHEALS quartiles and PREMs using multivariate probit, ordinary least squares, ordered logit, and logistic regression models.

Results: From 1000 survey respondents, 666 individuals (364 females, 54.7%) were included in the study with mean age of 48.9 (SD 17.6) years and mean eHEALS score of 29.3 (SD 4.9). Respondents with higher eHEALS scores were more likely to understand the health care professionals’ (HCPs’) explanations ($\chi^2=24.2, P=.002$) and to be involved in decision making about care and treatment ($\chi^2=18.2, P=.03$). In multivariate regression, respondents with lowest (first quartile) and moderately high (third quartile) eHEALS scores differed significantly, where the latter were more likely to have an overall positive experience ($P=.02$) and experience fewer problems ($P=.02$). In addition, those respondents had better experiences in terms of how easy it was to understand the HCPs’ explanations ($P<.001$) and being able to ask questions during their last consultation ($P=.04$). Patient-reported experiences of individuals with highest (fourth quartile) and lowest (first quartile) eHEALS levels did not differ significantly in any items of the PREM instrument, and neither did composite PREM scores generated from the PREM items ($P>.05$ in all models).
Conclusions: We demonstrated the association between eHealth literacy and PREMs. The potential patient-, physician-, and system-related factors explaining the negative experiences among people with highest levels of eHealth literacy warrant further investigation, which may contribute to the development of efficient eHealth literacy interventions. Further research is needed to establish causal relationship between eHealth literacy and patient-reported experiences.

(J Med Internet Res 2020;22(8):e19013) doi:10.2196/19013
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Introduction
People-centeredness has shaped the cultural transformation of medicine, where we transitioned from a traditional paternalistic model toward a new model of care, grounded in partnerships and putting patients’ values and preferences in the forefront of medical decision making [1,2]. To cope with the ever-increasing pressure on health care budgets [3], improving the technical efficiency of health care systems remains a key imperative, in which eliminating waste and maximizing the value that matters to patients is a top priority for developed economies [4-7]. Therefore, in addition to its humanistic merits, people-centeredness has a strong economic rationale: enhancing the participation of patients in the health production process [4-8]. Hence, to involve people in health production and operationalize people-centered care, it is necessary that people have the information, education, and support they need to inform decision making about their own care [8].

Digital health is a key driving force behind the cultural transformation of medicine toward people-centeredness [9,10]. Digital health encompasses the use of information and communications technology in support of health and health-related fields (eHealth) and emerging areas such as the use of computing sciences in big data, artificial intelligence, and genomics [11,12]. Currently, the implementation of digital tools that facilitate people-centered care is a priority for policymakers [13]. With the digital transformation of health care, people have easier access to health information from online sources; simultaneously, people are called to assume responsibility for evaluating the accuracy and reliability of such information, and thus, rely on their eHealth literacy. eHealth literacy has been defined as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem” [14]. Higher levels of eHealth literacy have been associated with better subjective health status [15-17], healthier lifestyle [18-21], and lower risk of chronic disease [22]. Furthermore, with appropriate interventions eHealth literacy has been shown to be a modifiable factor even in later stages of life [23-25]. With the spread of people-centric values, patient-reported experience measures (PREMs)—quality indicators of health care from the patients’ perspective—have gained international attention. Signaling this is the work developed by the Organisation for Economic Co-operation and Development (OECD), where PREMs are used to evaluate the performance of health systems through a patient’s experience of care, including that of the patient–physician relationship [26].

Hungary has a tax-funded single-payer health system providing universal health coverage for the population. Most inpatient and specialist ambulatory care services are delivered by the public health system. Primary care—provided by private general practitioners (GPs)—acts as a gatekeeper. Per-capita spending on health care is among the lowest and the share of out-of-pocket contributions including informal payments is among the highest within the European Union. Life expectancy lags behind most European Union countries, mainly driven by lifestyle-related causes. Health inequalities are largely determined by sociodemographic variables [27-29]. Recent evidence suggested the need for improving patients’ experience of care in Hungarian outpatient settings with regard to shared decision making [30]. This is aligned with findings of another study, which showed that patients’ preferences and interests were less likely to be taken into consideration by GPs in Hungary, in comparison with other European countries [29].

By making inferences from traditional health literacy studies to the eHealth domain [31], one may assume that higher eHealth literacy enables patients to orientate better in the health care system, find better access to care, use online information efficiently to reduce waiting times, and make more out of the interaction with health care professionals (HCPs). Among others, these factors may ultimately lead to better overall experience. Online health information may enhance the patient–physician relationship and although the evidence is mixed [32,33], the importance of eHealth literacy in translating the benefits of innovative digital health solutions to better experiences of care has been recognized [34-36]. For example, positive relationship between eHealth literacy and shared decision making has been found [37] and its contribution to patients’ decision-making styles has been demonstrated [32]. However, to our knowledge, no studies have focused on the relationship between eHealth literacy and PREMs to date.

This study aims to explore the association between eHealth literacy and OECD’s set of recommend PREMs for users of outpatient care, who were recruited from a large representative online sample from the Hungarian general adult population.

Methods

Study Design and Sample
We considered the CHERRIES checklist when reporting this study [38]. In early 2019, we conducted a large cross-sectional internet-based survey among the general adult population of Hungary, which explored eHealth literacy [39]. In addition, shared decision making [40] and PREMs [30,41] were...
investigated among those respondents, who used ambulatory care over the past 12 months due to health problems. We recruited 1000 online respondents. Quotas were used to ensure the representativeness of the sample according to the 2011 Population Census [42] data by gender, age, educational level, type of settlement, and NUTS I (Nomenclature of Territorial Units for Statistics) region of residence, including a fair representation of people aged 65 and over. Recruitment and data collection were carried out from a commercial online panel by a survey company (Big Data Scientist Kft): reports on dropout rates and the sampling frame were not available. All materials were in Hungarian and all participants spoke the same language (Hungarian). Participation was voluntary and anonymous. No incentives were offered for answering the survey. Participants gave their informed consent prior to the study. Ethical approval was obtained from the Hungarian Medical Research Council (ID: 47654-2/2018/EKU). The electronic questionnaire was piloted by the authors. Respondents could revise and change their answers for completed items, and full completion was required unless the “do not know/do not want to answer” option was offered.

Our sample included those respondents who had a face-to-face appointment with an HCP in the previous 12 months due to their own health problems and answered whether or not the visit had happened at their usual HCP.

**eHealth Literacy Scale (eHEALS)**

EHealth literacy was measured with the Hungarian version of the self-reported eHealth Literacy Scale (eHEALS) [39,43]. This instrument has been used internationally both as a descriptive tool [22,39] and as a patient-reported outcome measure of digital health interventions [19,23,43]. The eHEALS consists of 8 items, each scored on a 5-point Likert scale. Items 1 and 2 are related to the awareness of health resources (“I know what health resources are available on the Internet”; “I know where to find helpful health resources on the Internet”); items 3 and 4 are related to searching for health resources (“I know how to find helpful health resources on the Internet”; “I know how to use the Internet to answer my questions about health”); items 5 and 8 are related to the utilization of health resources (“I know how to use the health information I find on the Internet to help me”; “I feel confident in using information from the Internet to make health decisions”); and items 6 and 7 are related to the appraisal of health resources (“I have the skills I need to evaluate the health resources I find on the Internet”; “I can tell high quality health resources from low quality health resources on the Internet”). Item levels are added for a total score ranging from 8 to 40. Higher scores indicate greater ehealth literacy [43]. The psychometric properties of the Hungarian eHEALS as well as its association with health outcomes and behavioral health risk factors in the general population have been shown in the validation study [39]. Because eHEALS showed convex relationship with self-rated health in the validation study, we decided to group respondents into 4 quartiles to explore potential nonlinear associations with PREMs in an easily interpretable manner [39,44,45]. We also performed sensitivity analysis using alternative eHEALS category boundaries. The eHEALS questionnaire is included in Multimedia Appendix 1.

**OECD-Proposed Set of Questions on Patients’ Experiences with Ambulatory Care (PREM)**

Respondents’ experiences with ambulatory care were assessed by the set of questions recommended by the OECD’s Health Care Quality Indicators Project [26]. The questionnaire consists of 2 sections: (1) access to care, including questions on unmet medical needs and waiting times; and (2) patient experiences. The access to care section consists of 4 binary questions about unmet medical needs over the past 12 months (missed medical visits, interventions, or medications due to travel difficulties, or cost burden) and 4 questions on waiting times concerning the last medical appointment: waiting time to get the appointment (appointment waiting time) and on the day of consultation (office waiting time), and whether waiting was a problem in either case. In the patient experiences section, respondents were asked if the HCP (1) spent enough time with them; (2) provided easy-to-understand explanations; (3) provided the opportunity to ask questions or raise concerns about recommended treatment; and (4) involved in decisions about care and treatment as much as the respondent wanted to be. Answers were recorded on a 4-point Likert scale, with higher scores indicating more perceived problems. In the final item, respondents rated their perception of the overall quality of the appointment on a 5-point Likert scale ranging from poor (0) to excellent (4). Additional items inquired the HCP type, setting and time of the last visit, and whether the respondent visited his/her usual HCP. Questions related to unmet medical needs were posed if respondents had had health problems over 12 months preceding the survey, while waiting times and patient experiences were inquired only if the respondent had participated in ambulatory consultation with an HCP. The full PREM questionnaire is included in Multimedia Appendix 2.

**PREM Scores**

Following the practice of countries using PREMs for monitoring health system performance, we created composite scores from PREM items [26]. The Unmet Medical Needs Score (range 0-4) reflected the number of areas where respondents experienced an unmet need (missed visit due to travel burden; missed visit due to cost burden; missed intervention due to cost burden; and missed medication due to cost burden). The binary Any Unmet Medical Need variable indicated if patients experienced unmet need in any of the 4 items. Waiting times were transformed to continuous variables by considering the midpoint of the respective waiting time answer option. Log-waiting times were used in regression analyses, assuming a 0.5-day waiting time for respondents with an appointment on the same day. We used the binary variable Any Waiting Problem to indicate if the office waiting time or appointment waiting time was a problem to the respondent. The 4 PREMs were used to create a composite Problem Score, which was the sum of the individual answer options of each PREM (1=yes, definitely; 2=yes, to some extent; 3=no, not really; and 4=definitely not). Hence, the composite score ranged from 4 to 16, where higher values represent more problems experienced during the visit. We also constructed a Negative Experiences Score (range 0-4) by counting the PREM items that did not receive a “yes, definitely” answer. Finally, we created the binary variable Any Negative Experience, which
indicated if the response to a PREM item was other than “yes, definitely.”

**Background Variables**

We recorded respondents’ sociodemographic variables, such as age, gender (female or male), education (primary, secondary, or tertiary), family status (married or not married), employment status (with a paid job or without a paid job including students, pensioners, unemployed, etc), and place of residence (capital, other cities, or village). Age groups were formed according to main Medical Subject Heading (MeSH) categories, adding 18-year olds to the young adult category (young adults: 18–24-year olds; adults: 25–44-year olds; middle aged: 45–64-year-olds; aged > 80: 65+ year-olds) [46]. Net monthly household income was queried in 11 range categories, and per-capita household income was calculated by dividing the category midrange values by the number of household members, without adjustment for the number of children. The midrange value of the upper open category was calculated by fitting the Pareto curve as proposed by Parker and Fenwick [47]. We generated income groups according to quintiles of per-capita monthly net household income, with lower limits of €203 (US $241), €285 (US $338), €365 (US $432), and €463 (US $549), respectively, for the second, third, fourth, and fifth quintiles calculated from the third to eighth national decile group means by linear interpolation [48]. We also recorded respondents’ health status using the Minimal European Health Module (MEHM) [49,50]. The MEHM included an item on self-perceived health (very bad, bad, fair, good, or very good); an item on whether the respondent had long-standing health problems (1=chronic morbidity present); and the Global Activity Limitation Indicator, which assessed for activity limitations due to health problems (not limited at all, limited but not severely, or severely limited) [50].

**Statistical Methods**

Descriptive methods were used when analyzing the sociodemographic characteristics of the sample as well as the PREM items. To test the basic psychometric properties of the PREM scores constructed from multiple items, we assessed their distributional properties, performed exploratory factor analysis (EFA), and calculated internal consistency (Cronbach $\alpha$) [51]. The normality assumption was tested via the Shapiro–Wilk test [52] and the Kaiser–Meyer–Olkin (KMO) test was used to check the suitability of data for EFA [53]. Pairwise biserial or polychoric correlations were calculated between PREM items and eHEALS scores. Polychoric correlation assumes bivariate normally distributed latent variables behind ordinal response items and provides the correlation coefficients for those latent variables using a maximum-likelihood estimation [54]. The bivariate associations between eHEALS quartiles and PREM scores as well as demographic variables were tested via ANOVA, the Kruskal–Wallis test, and the chi-square test of independence [55–57].

We performed multivariate regression analyses to explore the relationship between eHEALS quartiles and PREM items, as well as the composite PREM scores, after controlling for sociodemographic variables, respondents’ health status (MEHM), the setting of the visit (GP, public specialist, or private specialist), and type of HCP (GP, specialist, or other allied health professional). The following models were conducted: (1) logistic regression for binary PREM items or constructed binary variables, (2) ordered logit models for polytomous PREM items, and (3) ordinary least squares (OLS) models for waiting times and composite PREM scores. We tested the joint significance of eHEALS quartiles as a single predictor variable using the Wald test. OLS models were tested for heteroskedasticity via the Breuch–Pagan test and for specification error via the Ramsey regression equation specification error test (RESET). We applied robust regression if heteroskedasticity was detected [58]. In case we detected model functional misspecification error, log-transformation or square-root transformation was performed on the dependent variable [59]. Goodness of fit of logistic and ordered logit models were tested, respectively, by the binary and ordinal versions of the Hosmer–Lemeshow test [60]. Unmet medical needs were also explored in an extended sample of those respondents who experienced health problems over the past 12 months, regardless of whether they had ambulatory consultation with an HCP. All calculations were performed using the Statata version 14.2 statistical software package (StatCorp) [61]. The level of significance was set at $P<.05$, and we applied no more than 15 observations per predictor variable when running multiple regression models [62]. Analyses were carried out without applying weights on the sample.

**Results**

**Respondents’ Characteristics**

From the 1000 survey respondents, 736 had ambulatory HCP consultation within 12 months, out of which 5 happened over telephone. In 118 cases the respondent did not have a health problem, and 25 respondents could not tell if the visit happened at the regular HCP. After applying all criteria in sequence, 666 individuals were included in the sample (Table 1). Respondents with tertiary education and from the highest income quintile were slightly over-represented, whereas rural citizens were slightly under-represented compared with the general population. Mean age of our sample was 48.9 (SD 17.6) years. The demographic characteristics of the sample, all survey respondents, and the general population are summarized in Table 1. Responses on the income, chronic morbidity, and activity limitation items were provided by 86.5% (576/666), 89.0% (593/666), and 96.4% (642/666) of the respondents, respectively. The first, second, third, fourth, and fifth income quintiles of the sample corresponded to €115 (US $136), €241 (US $293), €322 (US $393), €463 (US $549), and €786 (US $921), respectively, for the second, third, fourth, and fifth quintiles of the sample corresponded to €115 (US $136), €241 (US $293), €322 (US $393), €463 (US $549), and €786 (US $921) mean per-capita household income levels, using the April 2020 12-month-average exchange rate of 330.73 HUF/€ (279.14 HUF/US $) [63]. The responses by PREM items are summarized in Table 2.
Table 1. Sample characteristics.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Sample (N=666), n (%)</th>
<th>Survey (N=1000), n (%)</th>
<th>General adult population [42], %</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age group</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>62 (9.3)</td>
<td>118 (11.8)</td>
<td>10.6</td>
</tr>
<tr>
<td>25-44</td>
<td>234 (35.1)</td>
<td>389 (38.9)</td>
<td>35.7</td>
</tr>
<tr>
<td>45-64</td>
<td>191 (28.7)</td>
<td>272 (27.2)</td>
<td>33.1</td>
</tr>
<tr>
<td>65+</td>
<td>179 (26.9)</td>
<td>221 (22.1)</td>
<td>20.6</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>364 (54.7)</td>
<td>550 (55.0)</td>
<td>53.4</td>
</tr>
<tr>
<td>Male</td>
<td>302 (45.4)</td>
<td>450 (45.0)</td>
<td>46.6</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No primary school</td>
<td><em>a</em></td>
<td>—</td>
<td>0.6</td>
</tr>
<tr>
<td>Primary</td>
<td>213 (31.9)</td>
<td>341 (34.1)</td>
<td>48.1</td>
</tr>
<tr>
<td>Secondary</td>
<td>244 (36.6)</td>
<td>363 (36.3)</td>
<td>33.5</td>
</tr>
<tr>
<td>Tertiary</td>
<td>209 (31.4)</td>
<td>296 (29.6)</td>
<td>17.8</td>
</tr>
<tr>
<td><strong>Household income per capita</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First quintile</td>
<td>142 (21.3)</td>
<td>228 (22.8)</td>
<td>20.0</td>
</tr>
<tr>
<td>Second quintile</td>
<td>105 (15.8)</td>
<td>167 (16.7)</td>
<td>20.0</td>
</tr>
<tr>
<td>Third quintile</td>
<td>57 (8.6)</td>
<td>81 (8.1)</td>
<td>20.0</td>
</tr>
<tr>
<td>Fourth quintile</td>
<td>86 (12.9)</td>
<td>118 (11.8)</td>
<td>20.0</td>
</tr>
<tr>
<td>Fifth quintile</td>
<td>186 (27.9)</td>
<td>254 (25.4)</td>
<td>20.0</td>
</tr>
<tr>
<td>Missing</td>
<td>90 (13.5)</td>
<td>152 (15.2)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Family status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/domestic partnership</td>
<td>432 (64.9)</td>
<td>618 (61.8)</td>
<td>—</td>
</tr>
<tr>
<td>Single/divorced/widow</td>
<td>234 (35.1)</td>
<td>382 (38.2)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Employment status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paid job</td>
<td>319 (47.9)</td>
<td>500 (50.0)</td>
<td>48.3</td>
</tr>
<tr>
<td>Without paid job</td>
<td>347 (52.1)</td>
<td>500 (50.0)</td>
<td>51.7</td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Budapest</td>
<td>146 (21.9)</td>
<td>213 (21.3)</td>
<td>17.4</td>
</tr>
<tr>
<td>City</td>
<td>371 (55.7)</td>
<td>557 (55.7)</td>
<td>52.1</td>
</tr>
<tr>
<td>Village</td>
<td>149 (22.4)</td>
<td>230 (23.0)</td>
<td>30.5</td>
</tr>
<tr>
<td><strong>NUTS1 region</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Central Hungary</td>
<td>236 (35.4)</td>
<td>348 (34.8)</td>
<td>30.0</td>
</tr>
<tr>
<td>Transdanubia</td>
<td>237 (35.6)</td>
<td>299 (29.9)</td>
<td>30.4</td>
</tr>
<tr>
<td>Great Plain and North</td>
<td>193 (28.9)</td>
<td>353 (35.3)</td>
<td>39.6</td>
</tr>
<tr>
<td><strong>MEHM</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-perceived health</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very bad</td>
<td>3 (0.5)</td>
<td>5 (0.5)</td>
<td>—</td>
</tr>
<tr>
<td>Bad</td>
<td>62 (9.3)</td>
<td>77 (7.7)</td>
<td>—</td>
</tr>
<tr>
<td>Fair</td>
<td>252 (37.8)</td>
<td>323 (32.3)</td>
<td>—</td>
</tr>
<tr>
<td>Good</td>
<td>293 (43.9)</td>
<td>471 (47.1)</td>
<td>—</td>
</tr>
<tr>
<td>Characteristics</td>
<td>Sample (N=666), n (%)</td>
<td>Survey (N=1000), n (%)</td>
<td>General adult population [42], %</td>
</tr>
<tr>
<td>---------------------------------------</td>
<td>-----------------------</td>
<td>------------------------</td>
<td>---------------------------------</td>
</tr>
<tr>
<td>Very good</td>
<td>56 (8.4)</td>
<td>124 (12.4)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Chronic morbidity</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>200 (30.0)</td>
<td>390 (39.0)</td>
<td>—</td>
</tr>
<tr>
<td>Yes</td>
<td>393 (59.0)</td>
<td>489 (48.9)</td>
<td>—</td>
</tr>
<tr>
<td>Missing</td>
<td>73 (10.9)</td>
<td>121 (12.1)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Activity limitations</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not limited at all</td>
<td>342 (51.4)</td>
<td>579 (57.9)</td>
<td>—</td>
</tr>
<tr>
<td>Limited but not severely</td>
<td>254 (38.1)</td>
<td>313 (31.3)</td>
<td>—</td>
</tr>
<tr>
<td>Severely limited</td>
<td>46 (6.9)</td>
<td>56 (5.6)</td>
<td>—</td>
</tr>
<tr>
<td>Missing</td>
<td>24 (3.6)</td>
<td>52 (5.2)</td>
<td>—</td>
</tr>
<tr>
<td><strong>Inclusion criteria</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ambulatory HCP&lt;sup&gt;e&lt;/sup&gt; visit in past 12 months</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No/not face-to-face/missing</td>
<td>0 (0.0)</td>
<td>269 (26.9)</td>
<td>—</td>
</tr>
<tr>
<td>Yes, but not for own health problem</td>
<td>0 (0.0)</td>
<td>52 (5.2)</td>
<td>—</td>
</tr>
<tr>
<td>Yes, at regular HCP</td>
<td>546 (81.9)</td>
<td>546 (54.6)</td>
<td>—</td>
</tr>
<tr>
<td>Yes, but not at regular HCP</td>
<td>120 (18.0)</td>
<td>120 (12.0)</td>
<td>—</td>
</tr>
<tr>
<td>Yes, missing if regular HCP</td>
<td>0 (0.0)</td>
<td>13 (1.3)</td>
<td>—</td>
</tr>
</tbody>
</table>

<sup>a</sup>Not available.
<sup>b</sup>Missing: missing responses/do not know/do not want to answer.
<sup>c</sup>NUTS: Nomenclature of Territorial Units for Statistics.
<sup>d</sup>MEHM: Minimal European Health Module.
<sup>e</sup>HCP: health care professional.
### Table 2. Patient responses by PREM items (N=666).

<table>
<thead>
<tr>
<th>Patient response</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Access to care: last visit</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Health care setting</strong></td>
<td></td>
</tr>
<tr>
<td>GP</td>
<td>278 (41.7)</td>
</tr>
<tr>
<td>Public specialist</td>
<td>316 (47.4)</td>
</tr>
<tr>
<td>Private specialist</td>
<td>72 (10.8)</td>
</tr>
<tr>
<td><strong>Type of HCP</strong></td>
<td></td>
</tr>
<tr>
<td>GP</td>
<td>278 (41.7)</td>
</tr>
<tr>
<td>Specialist</td>
<td>360 (54.1)</td>
</tr>
<tr>
<td>Nurse/other HCP</td>
<td>28 (4.2)</td>
</tr>
<tr>
<td><strong>Time of last visit</strong></td>
<td></td>
</tr>
<tr>
<td>In the last 30 days</td>
<td>277 (41.6)</td>
</tr>
<tr>
<td>Between 1 and 3 months ago</td>
<td>180 (27.0)</td>
</tr>
<tr>
<td>Between 3 and 6 months ago</td>
<td>95 (14.3)</td>
</tr>
<tr>
<td>Between 6 and 12 months ago</td>
<td>114 (17.1)</td>
</tr>
<tr>
<td><strong>Access to care: unmet medical needs</strong></td>
<td></td>
</tr>
<tr>
<td>Missed visit due to travel burden</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>506 (76.0)</td>
</tr>
<tr>
<td>Yes</td>
<td>147 (22.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>13 (2.0)</td>
</tr>
<tr>
<td>Missed visit due to cost burden</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>534 (80.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>120 (18.0)</td>
</tr>
<tr>
<td>Missing</td>
<td>12 (1.8)</td>
</tr>
<tr>
<td>Missed intervention due to cost burden</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>559 (83.9)</td>
</tr>
<tr>
<td>Yes</td>
<td>99 (14.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>8 (1.2)</td>
</tr>
<tr>
<td>Missed medication due to cost burden</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>508 (76.3)</td>
</tr>
<tr>
<td>Yes</td>
<td>148 (22.2)</td>
</tr>
<tr>
<td>Missing</td>
<td>10 (1.5)</td>
</tr>
<tr>
<td><strong>Access to care: waiting times</strong></td>
<td></td>
</tr>
<tr>
<td>Problem with waiting to be seen on the day of consultation</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>487 (73.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>179 (26.9)</td>
</tr>
<tr>
<td>Problem with waiting for appointment</td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>564 (84.7)</td>
</tr>
<tr>
<td>Yes</td>
<td>102 (15.3)</td>
</tr>
<tr>
<td><strong>Patient experiences</strong></td>
<td></td>
</tr>
<tr>
<td>Doctor spending enough time with patient in consultation</td>
<td></td>
</tr>
<tr>
<td>Yes, definitely</td>
<td>427 (64.1)</td>
</tr>
<tr>
<td>Patient response</td>
<td>n (%)</td>
</tr>
<tr>
<td>----------------------------------------</td>
<td>-------</td>
</tr>
<tr>
<td>Yes, to some extent</td>
<td>160 (24.0)</td>
</tr>
<tr>
<td>No, not really</td>
<td>57 (8.6)</td>
</tr>
<tr>
<td>Definitely not</td>
<td>17 (2.6)</td>
</tr>
<tr>
<td>Missing</td>
<td>5 (0.8)</td>
</tr>
</tbody>
</table>

**Doctor providing easy to understand explanations**

<table>
<thead>
<tr>
<th>Patient response</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, definitely</td>
<td>459 (68.9)</td>
</tr>
<tr>
<td>Yes, to some extent</td>
<td>166 (24.9)</td>
</tr>
<tr>
<td>No, not really</td>
<td>27 (4.1)</td>
</tr>
<tr>
<td>Definitely not</td>
<td>12 (1.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>2 (0.3)</td>
</tr>
</tbody>
</table>

**Doctor giving opportunity to ask questions or raise concerns**

<table>
<thead>
<tr>
<th>Patient response</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, definitely</td>
<td>414 (62.2)</td>
</tr>
<tr>
<td>Yes, to some extent</td>
<td>164 (24.6)</td>
</tr>
<tr>
<td>No, not really</td>
<td>63 (9.5)</td>
</tr>
<tr>
<td>Definitely not</td>
<td>15 (2.3)</td>
</tr>
<tr>
<td>Missing</td>
<td>10 (1.5)</td>
</tr>
</tbody>
</table>

**Doctor involving patient in decisions about care and treatment**

<table>
<thead>
<tr>
<th>Patient response</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Yes, definitely</td>
<td>338 (50.8)</td>
</tr>
<tr>
<td>Yes, to some extent</td>
<td>195 (29.3)</td>
</tr>
<tr>
<td>No, not really</td>
<td>77 (11.6)</td>
</tr>
<tr>
<td>Definitely not</td>
<td>19 (2.9)</td>
</tr>
<tr>
<td>Missing</td>
<td>37 (5.6)</td>
</tr>
</tbody>
</table>

**Overall quality of the visit**

<table>
<thead>
<tr>
<th>Quality</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Poor</td>
<td>19 (2.9)</td>
</tr>
<tr>
<td>Fair</td>
<td>60 (9.0)</td>
</tr>
<tr>
<td>Good</td>
<td>186 (27.9)</td>
</tr>
<tr>
<td>Very good</td>
<td>205 (30.8)</td>
</tr>
<tr>
<td>Excellent</td>
<td>193 (29.0)</td>
</tr>
<tr>
<td>Missing</td>
<td>3 (0.5)</td>
</tr>
</tbody>
</table>

**eHEALS**

Mean eHEALS score was 29.3 (SD 4.9). eHEALS quartile mean scores were as follows: first quartile 23.5 (range 12-26; 191/666, 28.7%), second quartile 28.2 (range 27-29; 151/666, 22.7%), third quartile 31.2 (range 30-32; 182/666, 27.3%), and fourth quartile 36.0 (range 33-40; 142/666, 21.3%). Mean age of individuals in the fourth eHEALS quartile was 44.5 years (SD 17.1), which was lower than that of individuals in the first (49.9 years [SD 17.1]), second (51.2 [SD 17.5]), and third quartiles (49.3 [SD 17.7]; $F_{3,662}=4.07$, $P=.007$). Mean eHEALS scores did not differ between male and female respondents ($t_{664}=1.27$, $P=.21$). However, while the percentage of female respondents decreased evenly from the first (101/364, 27.8%), second (92/356, 25.8%), third (86/364, 23.6%), and fourth eHEALS quartiles (85/364, 23.4%), male respondents were concentrated in the first (90/302, 29.8%) and third (96/302, 31.8%) quartiles ($\chi^2_{1}=8.2$, $P=.04$). The difference in terms of education ($\chi^2_{5}=5.6$, $P=.47$) and income ($\chi^2_{12}=7.96$, $P=.79$) was not significant between the four eHEALS groups.

**PREM Unmet Medical Needs**

A majority of respondents (380/631, 60.2%) did not report unmet medical needs in any areas. One unmet need was reported by 18.5% (117/631), 2 unmet needs by 8.9% (56/631), 3 unmet needs by 7.4% (47/631), and 4 unmet needs by 4.9% (31/631).
of respondents. The Unmet Medical Needs Score had a single-factor structure with a KMO value of 0.73, suggesting moderately adequate sampling for EFA. The Cronbach $\alpha$ of .73 suggested acceptable internal consistency of this score constructed by adding the PREM items of the Unmet Medical Needs section.

**PREM Waiting Times**
Mean office waiting times were 63.3 (SD 71.0) minutes; 23.0% (152/661) of respondents waited less than 15 minutes, while waiting time was longer than 2 hours for 14.2% (94/661) of the sample. Long office waiting time was a problem for 26.9% (179/666) of all respondents, and for 34.8% (179/514) of those who waited longer than 15 minutes. Mean appointment waiting time was 16.8 (SD 27.8) days. Whereas 37.6% (242/643) of the sample could get an appointment on the same day, 18.2% (117/643) of respondents had to wait longer than 30 days. Long appointment waiting time was a problem for 15.3% (102/666) of all respondents, and for 24.1% (102/424) of those who did not get appointment on the same day. Any waiting problem either at the HCP office or before getting an appointment was reported by 33.5% (223/666) of the sample.

**PREM Patient Experiences**
The Problem Score showed strong right skew (mean 2.0, SD 2.5; median 1; kurtosis 4.5; skewness 1.4; Shapiro–Wilk test $P<.001$). EFA suggested a single-factor structure with adequate sampling (KMO statistic=0.82) and good internal consistency (Cronbach $\alpha=.87$). Whereas 0.5% (3/623) of respondents indicated the worst experience in all domains (*definitely not* answers for all 4 items; score 16), the experience was flawless (*definitely yes* answers for all 4 items; score 4) for 40.9% (255/623). The Negative Experiences Score had bimodal distribution (mean 1.5, SD 1.6; kurtosis 1.7; skewness 0.5; Shapiro–Wilk test $P<.001$) and a single-factor structure with adequate sampling (KMO statistic=.80) and good internal consistency (Cronbach $\alpha=.83$). Problems were reported in 0, 1, 2, 3, and 4 domains by 40.9% (255/623), 18.0% (112/623), 11.2% (70/623), 11.4% (71/623), and 18.5% (115/623) of respondents, respectively. The strong correlation between the Problem Score and Negative Experiences Score (polyserial $p=0.95$) suggested that counting the domains with answers other than *definitely yes* accounted for most of the information within the patient experiences section.

**Correlation Between PREM and eHEALS Scores**
The polychoric correlation matrix of PREM items and eHEALS score is shown in Table 3. The patient experience measures were strongly intercorrelated, whereas the correlation between those PREMs and waiting times and unmet medical need measures were moderate or weak. The corresponding waiting times and waiting problems were strongly correlated. The overall quality of the visit showed a strong negative correlation with items of the patient experiences section of the survey; the correlation was moderate or weak with remaining items. The eHEALS score showed a weak negative correlation with any of the PREMs. The correlation between PREM items and the time of the last visit was minimal.
Table 3. Correlation matrix of PREM items.\textsuperscript{b}

<table>
<thead>
<tr>
<th>Variable</th>
<th>Patient experiences</th>
<th>Access to care</th>
<th>Unmet medical needs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Understand</td>
<td>Questions</td>
</tr>
<tr>
<td>Time\textsuperscript{c}</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Understand\textsuperscript{d}</td>
<td>0.75</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Questions\textsuperscript{e}</td>
<td>0.77</td>
<td>0.77</td>
<td>1.00</td>
</tr>
<tr>
<td>Decisions\textsuperscript{f}</td>
<td>0.71</td>
<td>0.76</td>
<td>0.83</td>
</tr>
<tr>
<td>Overall quality\textsuperscript{g}</td>
<td>−0.79</td>
<td>−0.75</td>
<td>−0.78</td>
</tr>
<tr>
<td>oWT\textsuperscript{b}</td>
<td>0.35</td>
<td>0.30</td>
<td>0.34</td>
</tr>
<tr>
<td>oWP\textsuperscript{i}</td>
<td>0.42</td>
<td>0.43</td>
<td>0.38</td>
</tr>
<tr>
<td>aWT\textsuperscript{j}</td>
<td>0.17</td>
<td>0.16</td>
<td>0.11</td>
</tr>
<tr>
<td>aWP\textsuperscript{k}</td>
<td>0.42</td>
<td>0.32</td>
<td>0.38</td>
</tr>
<tr>
<td>Travel\textsuperscript{l}</td>
<td>0.20</td>
<td>0.21</td>
<td>0.21</td>
</tr>
<tr>
<td>Visit\textsuperscript{m}</td>
<td>0.36</td>
<td>0.30</td>
<td>0.36</td>
</tr>
<tr>
<td>Intervention\textsuperscript{n}</td>
<td>0.17</td>
<td>0.16</td>
<td>0.20</td>
</tr>
<tr>
<td>Medication\textsuperscript{o}</td>
<td>0.22</td>
<td>0.23</td>
<td>0.26</td>
</tr>
<tr>
<td>eHEALS\textsuperscript{p}</td>
<td>−0.03</td>
<td>−0.13</td>
<td>−0.04</td>
</tr>
<tr>
<td>Last visit\textsuperscript{q}</td>
<td>0.03</td>
<td>−0.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

\textsuperscript{a}PREM: OECD (Organisation for Economic Co-operation and Development)-proposed set of questions on Patients’ Experiences with Ambulatory Care.

\textsuperscript{b}Pairwise tetrachoric correlations for binary item pairs, polychoric correlations for polytomous items, polyserial and biserial correlations between eHEALS scores and polytomous and binary items, respectively.

\textsuperscript{c}Doctor spending enough time with patient in consultation (4-point Likert scale; higher points indicate more problems).

\textsuperscript{d}Doctor providing easy-to-understand explanations (4-point Likert scale; higher points indicate more problems).

\textsuperscript{e}Doctor giving opportunity to ask questions or raise concerns (4-point Likert scale; higher points indicate more problems).

\textsuperscript{f}Doctor involving patient in decisions about care and treatment (4-point Likert scale; higher points indicate more problems).

\textsuperscript{g}Overall quality of last appointment (5-point Likert scale; higher points indicate better experience).

\textsuperscript{h}Waiting time to be seen on the day of consultation (office waiting time [oWT]).

\textsuperscript{i}Waiting time to get the appointment (appointment waiting time [aWT]).

\textsuperscript{j}Problem with waiting for appointment: yes (appointment waiting time was a problem [aWP]).

\textsuperscript{k}Missed visit due to travel burden.

\textsuperscript{l}Missed visit due to cost burden.

\textsuperscript{m}Missed intervention due to cost burden.

\textsuperscript{n}Missed medication due to cost burden.

\textsuperscript{p}eHEALS: eHealth Literacy Scale.

\textsuperscript{q}Time of last visit: 4 categories; higher points indicate more time elapsed since last visit.

**Bivariate Association Between PREM and eHEALS Quartiles**

The association between eHEALS quartiles and the problem score was not significant (Kruskal–Wallis test with ties, \(\chi^2=4.9, P=.18\); Figure 1); conversely, the association was significant (\(\chi^2=24.4, P=.01\)) when the negative experiences score was considered (Figure 2). While we found no relationship between eHEALS quartiles and the time spent with the patient (\(\chi^2=14.5, P=.11\)) and opportunity to ask questions (\(\chi^2=9.2, P=.42\)), the association was significant (\(\chi^2=24.2, P=.002\)) between how easy it was to understand the HCP’s explanations (Figure 3) and the extent to which the HCP involved the respondent in decisions (\(\chi^2=18.2, P=.03\); Figure 4). The association between
eHEALS quartiles and the overall quality score was significant (Kruskal–Wallis test with ties \( \chi^2 = 10.1, P = .02 \); Figure 5). By contrast, the association between eHEALS quartiles and the share of respondents by overall quality categories was not significant (\( \chi^2_{12} = 20.6, P = .07 \); Figure 6). Although the differences were small, the results suggest that respondents in the lowest eHEALS quartile had the least positive experience with HCP communication. Positive experiences were most frequently reported in the third and fourth eHEALS quartiles, whereas the subgroup with the highest eHEALS scores reported somewhat more negative experiences, when compared with respondents in the third eHEALS quartile. We found no association between eHEALS quartiles and either unmet medical needs or waiting times.

**Figure 1.** Problem score by eHEALS (eHealth Literacy Scale) quartiles.
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**Figure 2.** Negative Experiences Score by eHEALS (eHealth Literacy Scale) quartiles.
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Figure 3. Perceived easiness of understanding the explanations of the health care professional by eHEALS (eHealth Literacy Scale) quartiles.

Chi-square test of independence $\chi^2 = 24.2$, $P = .002$

Figure 4. Perceived involvement of the respondent by the health care professional in decisions about care and treatment by eHEALS (eHealth Literacy Scale) quartiles.

Chi-square test of independence $\chi^2 = 18.2$, $P = .03$
Regression Analyses of Individual PREM Items
After controlling for sociodemographic variables, respondents’ health status, the setting of the visit, and type of HCP in ordered logit models (Table 4), the association was significant between eHEALS quartiles and the “Easy to understand explanations” item (Wald test $\chi^2=11.8$, $P=.008$). Although eHEALS quartiles jointly were not significant predictors of the “Opportunity to ask questions” item (Wald test $\chi^2=4.7$, $P=.19$), the differences...
between the first and third eHEALS quartiles were significant in both of those items ($P<.001$ and $P=.04$, respectively). The association was not significant between eHEALS quartiles and either the time spent with the patient (Wald test $\chi^2_3=1.8, P=.61$) or the involvement of the patient in decisions about care and treatment (Wald test $\chi^2_3=3.4, P=.33$).

After controlling for covariates, the overall quality also differed between respondents in the first and third eHEALS quartiles (Table 5), although the joint effect of eHEALS quartiles on the overall quality was not significant (Wald test $\chi^2_3=6.0, P=.11$). Unmet medical needs (Multimedia Appendix 3) and waiting times (Multimedia Appendix 4) were not associated with the eHEALS quartiles. The sensitivity analysis has shown similar findings in the majority of models using alternative eHEALS group boundaries (Multimedia Appendix 6). In half of the alternative scenarios the probability of missed interventions was also significantly lower ($P=.05$ to $P=.02$) in the third (moderately high) than in the first (lowest) and eHEALS score group, but not in the predefined quartiles ($P=.05$). We did not find significant ($P=.16$ to $P=.88$) association between eHEALS quartiles and any unmet needs variables in the extended sample involving those respondents who had a health problem over the past 12 months, regardless their participation in ambulatory HCP consultation (Multimedia Appendix 7). The detailed analysis of the effect of covariates on the PREM modules was out of scope for this paper, and has been provided elsewhere [30,41,64].
Table 4. Ordered logit regression of the patient experience PREM² items.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Time</th>
<th>Understand</th>
<th>Questions</th>
<th>Decisions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P value</td>
<td>β</td>
<td>P value</td>
</tr>
<tr>
<td>eHealth Literacy Scale</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary quartile</td>
<td>−0.30</td>
<td>0.28</td>
<td>−0.29</td>
<td>0.31</td>
</tr>
<tr>
<td>Third quartile</td>
<td>−0.31</td>
<td>0.24</td>
<td>−0.98</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fourth quartile</td>
<td>−0.14</td>
<td>0.61</td>
<td>−0.51</td>
<td>0.09</td>
</tr>
<tr>
<td>Age group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25-44 years old</td>
<td>−0.87</td>
<td>0.02</td>
<td>−0.78</td>
<td>0.04</td>
</tr>
<tr>
<td>45-64 years old</td>
<td>−1.06</td>
<td>0.009</td>
<td>−1.45</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>65+ years old</td>
<td>−1.38</td>
<td>0.002</td>
<td>−1.81</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>−0.27</td>
<td>0.31</td>
<td>0.10</td>
<td>0.71</td>
</tr>
<tr>
<td>Tertiary</td>
<td>0.25</td>
<td>0.37</td>
<td>0.22</td>
<td>0.47</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>−0.37</td>
<td>0.09</td>
<td>0.12</td>
<td>0.59</td>
</tr>
<tr>
<td>Income</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second quintile</td>
<td>−0.01</td>
<td>0.97</td>
<td>−0.31</td>
<td>0.36</td>
</tr>
<tr>
<td>Third quintile</td>
<td>0.22</td>
<td>0.57</td>
<td>−0.17</td>
<td>0.67</td>
</tr>
<tr>
<td>Fourth quintile</td>
<td>0.25</td>
<td>0.47</td>
<td>−0.22</td>
<td>0.54</td>
</tr>
<tr>
<td>Fifth quintile</td>
<td>0.08</td>
<td>0.8</td>
<td>0.07</td>
<td>0.83</td>
</tr>
<tr>
<td>Paid employment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>−0.34</td>
<td>0.19</td>
<td>−0.14</td>
<td>0.60</td>
</tr>
<tr>
<td>Family status</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/domestic partnership</td>
<td>−0.27</td>
<td>0.21</td>
<td>−0.22</td>
<td>0.32</td>
</tr>
<tr>
<td>Residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>City</td>
<td>−0.07</td>
<td>0.76</td>
<td>−0.20</td>
<td>0.44</td>
</tr>
<tr>
<td>Village</td>
<td>−0.70</td>
<td>0.03</td>
<td>−0.34</td>
<td>0.31</td>
</tr>
<tr>
<td>Self-perceived health</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very bad</td>
<td>−13.30</td>
<td>0.99</td>
<td>−12.77</td>
<td>0.99</td>
</tr>
<tr>
<td>Bad</td>
<td>1.20</td>
<td>0.03</td>
<td>1.67</td>
<td>0.02</td>
</tr>
<tr>
<td>Fair</td>
<td>0.52</td>
<td>0.26</td>
<td>1.80</td>
<td>0.003</td>
</tr>
<tr>
<td>Good</td>
<td>0.35</td>
<td>0.41</td>
<td>1.35</td>
<td>0.02</td>
</tr>
<tr>
<td>Global Activity Limitation Indicator</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limited but not severely</td>
<td>0.26</td>
<td>0.27</td>
<td>0.15</td>
<td>0.54</td>
</tr>
<tr>
<td>Severely limited</td>
<td>0.19</td>
<td>0.66</td>
<td>0.12</td>
<td>0.80</td>
</tr>
<tr>
<td>Chronic morbidity</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.18</td>
<td>0.49</td>
<td>0.20</td>
<td>0.48</td>
</tr>
<tr>
<td>Setting</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public specialist</td>
<td>1.23</td>
<td>0.009</td>
<td>1.23</td>
<td>0.01</td>
</tr>
<tr>
<td>Private specialist</td>
<td>0.90</td>
<td>0.11</td>
<td>1.00</td>
<td>0.08</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Variables</th>
<th>Time&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Understand&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Questions&lt;sup&gt;d&lt;/sup&gt;</th>
<th>Decisions&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P value</td>
<td>β</td>
<td>P value</td>
</tr>
<tr>
<td>Specialist</td>
<td>−1.39</td>
<td>.003</td>
<td>−1.32</td>
<td>.005</td>
</tr>
<tr>
<td>Nurse/other HCP</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td><strong>Regular HCP</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>−0.29</td>
<td>.28</td>
<td>0.05</td>
<td>.87</td>
</tr>
<tr>
<td>N</td>
<td>502</td>
<td>504</td>
<td>500</td>
<td>477</td>
</tr>
<tr>
<td>LR&lt;sup&gt;q&lt;/sup&gt; test $\chi^2_{28}$</td>
<td>52.7</td>
<td>.003</td>
<td>60.6</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>GOF&lt;sup&gt;r&lt;/sup&gt; test $\chi^2_{26}$</td>
<td>18.5</td>
<td>.86</td>
<td>13.5</td>
<td>.98</td>
</tr>
</tbody>
</table>

<sup>a</sup>PREM: OECD (Organisation for Economic Co-operation and Development)-proposed set of questions on Patients’ Experiences with Ambulatory Care.<br><sup>b</sup>Doctor spending enough time with patient in consultation (4-point Likert scale).<br><sup>c</sup>Doctor providing easy to understand explanations (4-point Likert scale).<br><sup>d</sup>Doctor giving opportunity to ask questions or raise concerns (4-point Likert scale).<br><sup>e</sup>Doctor involving patient in decisions about care and treatment (4-point Likert scale).<br><sup>f</sup>Base: first quartile.<br><sup>g</sup>Base: 18-24 years old.<br><sup>h</sup>Base: primary.<br><sup>i</sup>Base: first quintile.<br><sup>j</sup>Base: capital.<br><sup>k</sup>Base: very good.<br><sup>l</sup>Base: not limited.<br><sup>m</sup>Base: general practitioner.<br><sup>n</sup>Not available.<br><sup,o</sup>Base: general practitioner.<br><sup>p</sup>HCP: health care professional.<br><sup>q</sup>Likelihood ratio; omnibus test for independence, current model versus null model.<br><sup>r</sup>Goodness of fit; ordinal version of the Hosmer–Lemeshow test.
Table 5. Multivariate regression of PREM$^a$ scores.

<table>
<thead>
<tr>
<th>Model</th>
<th>Overall quality Ordered logit</th>
<th>Log-problem score Robust$^b$</th>
<th>Negative experience score Robust</th>
<th>Any negative experience Logistic</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>$P$ value</td>
<td>$\beta$</td>
<td>$P$ value</td>
</tr>
<tr>
<td><strong>eHEALS$^{c,d}$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second quartile</td>
<td>0.24</td>
<td>.31</td>
<td>−0.06</td>
<td>.23</td>
</tr>
<tr>
<td>Third quartile</td>
<td>0.55</td>
<td>.02</td>
<td>−0.10</td>
<td>.02</td>
</tr>
<tr>
<td>Fourth quartile</td>
<td>0.34</td>
<td>.16</td>
<td>−0.02</td>
<td>.74</td>
</tr>
<tr>
<td><strong>Age group$^e$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25–44 years old</td>
<td>0.56</td>
<td>.09</td>
<td>−0.15</td>
<td>.03</td>
</tr>
<tr>
<td>45–64 years old</td>
<td>0.71</td>
<td>.04</td>
<td>−0.22</td>
<td>.002</td>
</tr>
<tr>
<td>65+ years old</td>
<td>1.12</td>
<td>.003</td>
<td>−0.29</td>
<td>.&lt;.001</td>
</tr>
<tr>
<td><strong>Education$^f$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Secondary</td>
<td>−0.12</td>
<td>.60</td>
<td><em>—</em></td>
<td>.97</td>
</tr>
<tr>
<td>Tertiary</td>
<td>−0.39</td>
<td>.10</td>
<td>0.04</td>
<td>.36</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.07</td>
<td>.69</td>
<td>−0.03</td>
<td>.42</td>
</tr>
<tr>
<td><strong>Income$^h$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Second quintile</td>
<td>−0.10</td>
<td>.70</td>
<td>0.04</td>
<td>.35</td>
</tr>
<tr>
<td>Third quintile</td>
<td>0.17</td>
<td>.59</td>
<td>0.05</td>
<td>.40</td>
</tr>
<tr>
<td>Fourth quintile</td>
<td>−0.01</td>
<td>.97</td>
<td>0.02</td>
<td>.69</td>
</tr>
<tr>
<td>Fifth quintile</td>
<td>0.06</td>
<td>.81</td>
<td>0.05</td>
<td>.33</td>
</tr>
<tr>
<td><strong>Paid employment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.12</td>
<td>.59</td>
<td>−0.04</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Family status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married/domestic partner</td>
<td>0.25</td>
<td>.17</td>
<td>−0.03</td>
<td>.45</td>
</tr>
<tr>
<td><strong>Residence$^i$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>City</td>
<td>−0.04</td>
<td>.85</td>
<td><em>—</em></td>
<td>.99</td>
</tr>
<tr>
<td>Village</td>
<td>0.26</td>
<td>.34</td>
<td>−0.11</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Self-perceived health$^j$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very bad</td>
<td>0.21</td>
<td>.88</td>
<td>−0.05</td>
<td>.72</td>
</tr>
<tr>
<td>Bad</td>
<td>−0.97</td>
<td>.047</td>
<td>0.24</td>
<td>.007</td>
</tr>
<tr>
<td>Fair</td>
<td>−1.00</td>
<td>.01</td>
<td>0.15</td>
<td>.02</td>
</tr>
<tr>
<td>Good</td>
<td>−0.85</td>
<td>.02</td>
<td>0.10</td>
<td>.09</td>
</tr>
<tr>
<td><strong>Activity limitations$^k$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Limited but not severely</td>
<td>−0.27</td>
<td>.18</td>
<td>0.04</td>
<td>.28</td>
</tr>
<tr>
<td>Severely limited</td>
<td>−0.23</td>
<td>.55</td>
<td>0.05</td>
<td>.48</td>
</tr>
<tr>
<td><strong>Chronic morbidity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.04</td>
<td>.85</td>
<td>0.04</td>
<td>.32</td>
</tr>
<tr>
<td><strong>Setting$^l$</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Public specialist</td>
<td>−0.60</td>
<td>.16</td>
<td>0.18</td>
<td>.09</td>
</tr>
<tr>
<td>Private specialist</td>
<td>−0.05</td>
<td>.91</td>
<td>0.13</td>
<td>.24</td>
</tr>
</tbody>
</table>
Regression Analyses of Composite PREM Scores

The specification of robust linear regression models was acceptable for the log-problem score and the negative experience score (Table 5). Findings show that the difference was significant between the first and third eHEALS quartiles in the log-problem score ($P=.02$) and negative experience score models ($P=.02$). The joint Wald test of eHEALS quartiles was not significant in either model (log-problem score $F_{3,430}=2.28$, $P=.08$; negative experience score $F_{3,430}=2.17$, $P=.09$; any negative experience $\chi^2_{3}=0.8$, $P=.84$). In addition, logistic regression models for any unmet medical needs and any waiting problems had an acceptable fit (Multimedia Appendix 5); eHEALS was not a significant predictor in any of these models ($P=.05$ to $P=.42$). In several scenarios of the sensitivity analysis, the unmet medical needs score and any unmet medical needs suggested less unmet needs in the third (moderately high) than in the first (lowest) eHEALS score groups (Multimedia Appendix 6).

Discussion

To our knowledge, this is the first study that explores the relationship between eHealth literacy and PREMs with outpatient care. Our findings show a weak concave relationship between eHEALS scores and PREMs. We observed significant differences between respondents with lowest self-reported eHealth literacy levels (first eHEALS quartile) and the ones with moderately high levels (third eHEALS quartile) in terms of how easy it was to understand the explanations of the HCP, having the opportunity to ask questions, the number of items...
Recognizing the multidimensional determinants of the patient–physician interaction, a recent line of research aimed to establish patient profiles characterized by various skill levels and attitudes, including eHealth literacy [32,65,69]. In a large multicountry survey, 4 distinct patient decision styles were described. While patients with a passive decision-making style had the lowest eHealth literacy skills, the autonomous-collaborator group showed somewhat higher eHealth literacy and worse patient–physician communication, compared with that of the collaborators, who were most likely to engage in shared decision making [32].

Among several potential contributing factors, the emergence of negative experiences among patients with greater eHealth literacy levels may partly be explained by the properties of the eHEALS instrument. Showing low correlation with objective measures of eHealth literacy, eHEALS has been described as a tool measuring rather self-efficacy related to eHealth literacy than actual skills [70]. Patients with low functional health literacy presenting high eHEALS scores tended to rely on non-established criteria when evaluating online health information compared to ones with high functional health literacy, who relied on more established criteria [71]. Overconfident use of low-quality health information due to ignorance about the actual low skill level [72] combined with high psychological empowerment may lead to dangerous self-management [73], evoking negative reactions from HCPs. Therefore, since the original definition coined by Norman and Skinner in 2006 [14], efficient communication skills or a supportive patient–HCP relationship has been included in several updated concepts of eHealth literacy [74] and eHealth readiness [69].

We also assume that access to high-quality online information including international best-in-class services may raise the expectations of people that may contrast their real-world experiences with the Hungarian health system, which operates at a lower efficiency and expenditure levels compared with other high-income societies [7]. Besides, GP gatekeeping systems, such as the Hungarian one, have been designed to restrict the demand side of health care, and are perceived as being less patient centric than non-gatekeeping systems [29]. It has been shown that patients that face barriers to access to care are usually more prone to health information–seeking behaviors [75]. Furthermore, dissatisfaction with the patient-centeredness of physicians and high eHealth literacy were among the key reasons of postvisit online information seeking in a US online health community [76].

Although the relationship between eHealth literacy and unmet medical needs or waiting times was not significant in our sample, we found the highest eHEALS scores among respondents with worst self-reported health [39]. It has been demonstrated that chronic patients develop health literacy skills over time [77], and higher health literacy was associated with better outcomes even in difficult-to-treat patients [78]. By contrast, multimorbid patients often experience issues such as insufficient coordination of care, access barriers, poor professional communication, and the lack of involvement in decisions [79]. Our results suggest that in addition to being a resource for positive experiences, high eHealth literacy may develop as a response to mitigate negative experiences with
care or unfavorable health outcomes. However, these links are yet to be elucidated.

Our study was conducted in the general population without focusing on any particular disease area. Most of the respondents reported on the last ambulatory visit at their usual HCP, therefore our results reflect the general experiences of individuals with outpatient care, regardless of the nature, number, or severity of their health conditions. We applied Hungarian versions of validated instruments that have been used widely in multiple countries, such as the eHEALS or the OECD’s PREM questionnaire. We demonstrated that the composite PREM scores used in our analyses had adequate psychometric properties. However, caution is needed when generalizing our findings beyond the Hungarian setting, due to the differences of health systems, communication culture, or economic status of countries.

Furthermore, a number of limitations of our study have to be highlighted. First, only a small part of the variance of PREM items was explained by our OLS models, suggesting that potentially important determinants of patient experiences remained unexplored in our study. Moreover, eHEALS quartiles were jointly significant predictors only in case of a single PREM item, whereas—despite significant differences between the first and third quartiles—the joint test of eHEALS was not significant in 2 items. Applying refined analytical methods on a larger sample may explain patient-, physician-, and system-related factors that shape patients’ experiences of care and also clarify the relationship between unmet medical needs and eHealth literacy, which yielded mixed results in our study. A further limitation of our study is the wide recall period spanning up to 1 year between the survey and the last patient visit. Recall bias has been reported in connection with patient-experience surveys, raising concerns about the comparability between data collected with different recall periods [80]. Although recall bias of responses cannot be excluded in our study, the correlation between the time of last visit and PREM responses was minimal, suggesting negligible influence of recall bias on our results.

The potential of eHealth to improve the efficiency of health systems has been recognized by policymakers. Low health literacy is a barrier to efficient implementation of eHealth interventions [81]. eHealth literacy is viewed as resource for patients to achieve better health outcomes and participate efficiently in health production [15-21], and it can be modified with appropriate interventions [19,23]. However, in accordance with recent systematic reviews, we emphasize that the causal link between eHealth literacy and favorable patient outcomes related to health status, risk behaviors, or experiences with the health care system has not been established yet [31]. Until robust methods and clear causal links are in place, we suggest caution when implementing large-scale public health interventions based on overoptimistic expectations. Although low eHealth literacy was associated with the presence of chronic conditions, its association with a number of health-related outcomes and health behaviors has been mixed [22,31]. Our study draws the attention on another potential risk group: individuals who rate their eHealth literacy in the highest range. We found that high eHealth literacy levels were associated with both positive and negative patient experiences, a relationship which requires further exploration. Understanding the drivers of inferior experiences may help to design efficient eHealth literacy interventions, which provide individuals with resilience to navigate the health system efficiently, enable them to engage in productive partnership with HCPs, and ultimately turn online information into better health outcomes and satisfactory patient experience.

As a conclusion, our results suggest that eHealth literacy, a modifiable patient-related factor [19,23], is associated with PREMs. It is tempting to develop interventions that develop eHealth literacy along with the eHealth infrastructure and eHealth interventions aiming for better patient experiences. However, further studies are needed to establish the causal relationship between eHealth literacy and patient-reported experiences, with special focus on vulnerable individuals with low eHealth literacy levels.
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Abstract

Background: Electronic health (eHealth) has the potential to improve health outcomes. However, eHealth systems need to match the eHealth literacy needs of users to be equitably adopted. Socially disadvantaged groups have lower access and skills to use technologies and are at risk of being digitally marginalized, leading to the potential widening of health disparities.

Objective: This systematic review aims to explore the role of eHealth literacy and user involvement in developing eHealth interventions targeted at socially disadvantaged groups.

Methods: A systematic search was conducted across 10 databases for eHealth interventions targeted at older adults, ethnic minority groups, low-income groups, low-literacy groups, and rural communities. The eHealth Literacy Framework was used to examine the eHealth literacy components of reviewed interventions. The results were analyzed using narrative synthesis.

Results: A total of 51 studies reporting on the results of 48 interventions were evaluated. Most studies were targeted at older adults and ethnic minorities, with only 2 studies focusing on low-literacy groups. eHealth literacy was not considered in the development of any of the studies, and no eHealth literacy assessment was conducted. User involvement in designing interventions was limited, and eHealth intervention developmental frameworks were rarely used. Strategies to assist users in engaging with technical systems were seldom included in the interventions, and accessibility features were limited. The results of the included studies also provided inconclusive evidence on the effectiveness of eHealth interventions.

Conclusions: The findings highlight that eHealth literacy is generally overlooked in developing eHealth interventions targeted at socially disadvantaged groups, whereas evidence about the effectiveness of such interventions is limited. To ensure equal access and inclusiveness in the age of eHealth, eHealth literacy of disadvantaged groups needs to be addressed to help avoid a digital divide. This will assist the realization of recent technological advancements and, importantly, improve health equity.

(J Med Internet Res 2020;22(8):e18476) doi:10.2196/18476
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Introduction

Background

Electronic health (eHealth), “the use of information and communications technology (ICT) in support of health and health-related fields” [1], is increasingly being integrated into the delivery of health resources and services. The World Health Organization (WHO) [2] also recognizes that digital technologies have the potential to accelerate toward achieving Sustainable Development Goals by improving health services. However, not everyone has substantive ICT access or skills to take advantage of the benefits of eHealth.

The issue of inequitable access, usage or skills, and outcomes relating to ICT by subgroups of society, described as the digital divide [3-6], is a recognized public health concern [7]. The sociodemographic factors associated with health disparities, such as age, income, education, and ethnicity, are similar to the characteristics of people who have limited ICT access or skills [8-10]. Older age, less education, lower income, being from an ethnic minority group, or living in a remote area are all associated with decreased access or less use of the internet for activities such as health information seeking, communicating with health care providers, monitoring health, or using personal health records [11-15]. As such, these socially disadvantaged groups are usually overlooked in eHealth design [15] and are at risk of becoming digitally marginalized [7,16], leading to a potential widening of health disparities.

In recognition of the different sets of skills required for using eHealth, the concept of eHealth literacy, defined as “the ability to seek, find, understand, and appraise health information from electronic sources and apply the knowledge gained to addressing or solving a health problem,” was introduced in 2006 [17]. This concept is grounded in health literacy [17,18], which is recognized as a critical determinant of health [19]. The concept of eHealth literacy has since been considered amid the everchanging landscape of ICT, and there is also a growing recognition that eHealth strategies will be ineffective and inequitable if the eHealth literacy needs of users are not addressed [20-22]. In 2015, Norgaard et al [23] developed the eHealth Literacy Framework (eHLF) by integrating the perspectives and experiences of a wide range of eHealth stakeholders, and 7 domains of eHealth literacy were identified. On the basis of this framework and applying a validity-driven approach to scale development [24], the eHealth Literacy Questionnaire (eHLQ) was also developed and tested [25]. The 7 domains of eHealth literacy are as follows: (1) using technology to process health information, (2) understanding of health concepts and language, (3) ability to actively engage with digital services, (4) feel safe and in control, (5) motivated to engage with digital services, (6) access to digital services that work and (7) digital services that suit individual needs.

According to the eHLF, eHealth literacy is not only the ability of an individual user but also relates to the system and how the two interact. For an eHealth intervention to be adopted, the system needs to align with the eHealth literacy needs of target users [23], which may differ across settings and contexts [25]. By assessing the eHealth literacy of target users, weaknesses in certain domains of eHealth literacy can be identified, and interventions can be designed to respond to the relevant weaknesses [23].

In reviewing the evaluation of the now defunct UK web-based personal health record HealthSpace, Monkman and Kushniruk [26] commented that the system did not match the eHealth literacy or information needs of users. Apart from the consideration of literacy, the evaluation also recommended that user-centered principles, such as involving users in design and development [27-29], be applied in any future endeavors [30].

Objectives

eHealth literacy plays an important role in improving health outcomes across the socioeconomic spectrum. This systematic review aimed to apply an eHealth literacy lens to explore current practices in the development of eHealth interventions targeting socially disadvantaged groups, who are at risk of being digitally marginalized. Guided by the eHLF, this review examined not only the usability of eHealth interventions but also how interventions motivate users or address privacy concerns as part of the effort to respond to eHealth literacy needs. With the WHO recognizing health literacy as having the potential to empower and drive equity [19], insights into how interventions meet the needs of disadvantaged groups will highlight gaps in research and advance the role of eHealth literacy in making eHealth more accessible. The purpose of this review was to answer the following research questions:

1. Was eHealth literacy considered during the development of eHealth interventions targeted at socially disadvantaged groups? If yes, what approaches were used to determine the eHealth literacy needs of the target group?
2. What frameworks or theories were used to guide the development of eHealth interventions besides theories on eHealth literacy?
3. Were users involved in the development of eHealth interventions?
4. What eHealth literacy domains, as described in the eHLF, were likely addressed in the identified eHealth interventions?
5. Were eHealth interventions targeted at socially disadvantaged groups effective when eHealth literacy was considered?

Methods

Review Design

This systematic review followed the Preferred Reporting Items for Systematic Reviews and Meta-Analysis Protocols 2015 checklist [31]. This was a review with no patient or public involvement.

Eligibility Criteria

The development of the inclusion criteria was based on the PICO (population, intervention, control, and outcomes) model [32]. The population referred to socially disadvantaged groups with any health condition, who were disadvantaged because of age, education, migrant status, living in a rural or remote area, or socioeconomic status [33]. For age, older adults were defined...
as people aged 60 years or older [34]. An intervention referred to eHealth interventions, systems, or applications mainly delivered through the internet via ICT such as computers, tablets, or mobile phones, targeted and operated by individual participants through platforms such as websites, apps, social media, email, or text messaging [35]. The interventions were those aimed at improving health or preventing or reducing the risk of illness. Study design included randomized controlled trials (RCTs) and non-RCT studies. Outcomes included clinical health outcomes or health knowledge and behavior. Only studies published in English peer-reviewed journals with full text available were included. Publication dates of studies were from January 2007 to July 2019. January 2007 was chosen because the concept of eHealth literacy was first introduced in late 2006 [17].

Studies were excluded if they were protocols, literature or systematic reviews, and studies of nonhealth outcomes, such as feasibility studies, usability evaluations, or economic evaluations. Studies of telehealth or telemedicine for monitoring physical conditions or medications that required no active participation from participants or only for communication with carers and health professionals were excluded. In addition, studies of consultations via videoconferencing, eHealth initiatives for risk assessment of physical conditions or motor- or cognitive skills training, or computer skills training and eHealth programs targeted at health care providers or carers were excluded. In cases where studies based on the same intervention with similar outcome measures were identified, any pilot studies of that intervention were excluded.

Search Strategy and Study Selection

Studies were identified from 10 databases, including Academic Search Complete, AgeLine, Cumulative Index to Nursing and Allied Health Literature (CINAHL) Complete, Communication & Mass Media Complete, Excerpta Medica dataBASE (EMBASE), Education Resources Information Center (ERIC), Global Health, Medical Literature Analysis and Retrieval System Online (MEDLINE) Complete, American Psychological Association PsyCInfo database (PsycINFO), and Sociology Research Database (SocINDEX), with searches conducted in November 2018 and updated in July 2019. Search terms were based on keywords from the inclusion criteria (Multimedia Appendix 1). The reference lists of relevant studies were also scanned for potential studies. The search and screening of titles and abstracts were conducted by one author (CC), who also reviewed the full text of potential studies with reasons for exclusion documented.

Data Extraction and Quality Assessment

Following study selection, data were extracted based on the research questions, and study quality was appraised using the Effective Public Health Practice Project Quality Assessment Tool (Multimedia Appendix 2) [36-87]. The tool is considered a valid and reliable instrument, adaptable to most public health systematic reviews for evaluating a range of study designs [88,89]. Data extraction and quality assessment of 10% (6/51) of the included studies were independently reviewed by 2 authors (AB and CC). Discrepancies were resolved through discussion and consensus. Decisions from the discussion were used to guide the data extraction and the quality assessment of the remaining studies undertaken by one author (CC).

Data Analysis

Owing to the heterogeneity of study designs and outcome measures among the included studies, a narrative synthesis was used to answer the research questions. For the research question relating to whether eHealth literacy domains were likely addressed in interventions, a directed content analysis approach was adopted. This approach allows researchers to use an existing theory or framework as coding categories, to develop operational definitions for each category as determined by the theory or framework, and to analyze the content accordingly [90]. For this review, the eHLF was used to code the eHealth literacy domains. The intervention components likely addressing each eHealth literacy domain were based on components derived from the concept mapping workshops used to develop the framework [23,25] and matched with the description of the intervention in the included studies. For example, the use of passwords to access the system or intervention is expected to promote a sense of security. Hence, the feature is coded as meeting the needs of Domain 4 Feel safe and in control. Providing information in users’ preferred language for interventions that target ethnic minorities will be a component that matches Domain 7 Digital services that suit individual needs. The classification of intervention components was initially undertaken by one author (CC), followed by discussion and review with one of the eHLF developers (RO) and among the other authors. The details of the intervention components relating to the eHealth literacy domains are presented in Table 1 [23]. The coding of 10% (6/51) of the studies was independently conducted by 2 authors (AB and CC). Discrepancies were resolved by discussion and consensus. Decisions following discussion were used to guide the coding of the remaining studies undertaken by 1 author (CC). For the research question regarding the effectiveness of interventions, the overall effect size could not be determined because of the diversity of outcome measures and data analysis methods. Therefore, effectiveness was estimated by reporting statistically significant improvement between intervention and control groups or between before and after intervention for one-group pretest-posttest for the outcome measures stipulated. If more than 1 primary outcome measure was stated, only the first 3 were included.
Table 1. Examples of intervention components that likely address electronic health literacy domains derived from the eHealth Literacy Framework.

<table>
<thead>
<tr>
<th>Examples of intervention components</th>
<th>Descriptions</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Using technology to process health information</td>
<td>Able to read, write, and remember; apply basic numerical concepts; and understand context-specific language (such as health, technology, and English) as well as critically appraise information. Know when, how, and what information to use</td>
</tr>
<tr>
<td>Contains information about health conditions</td>
<td>• Contains information about health conditions</td>
</tr>
<tr>
<td>Contains health information in a format that can easily be understood (such as text in low reading grade, video, graphics, animations, graphs, stories, examples, culturally or locally relevant materials)</td>
<td>• Contains information that can help make decisions</td>
</tr>
<tr>
<td>Can use the system to share information with family, friends, and health professionals</td>
<td>• Can use the system to organize or record personal health information (such as recording or monitoring activities, journal, diary, worksheets)</td>
</tr>
<tr>
<td>Can use the system to share information with family, friends, and health professionals</td>
<td>• Provides access to other information resources</td>
</tr>
<tr>
<td>Can use the system to organize or record personal health information (such as recording or monitoring activities, journal, diary, worksheets)</td>
<td>• Provides access to other information resources</td>
</tr>
<tr>
<td>2. Understanding of health concepts and language</td>
<td>Know about basic physiological functions and own current health status. Aware of risk factors and how to avoid them or reduce their influence on own health</td>
</tr>
<tr>
<td>Contains information that one can take responsibility for one’s own health (such as setting personal goals or plans, monitoring health, practical skills or tips, practical and usable information such as recipes, activities or opportunities to join events, and download information)</td>
<td>• Contains information that one can take responsibility for one’s own health (such as setting personal goals or plans, monitoring health, practical skills or tips, practical and usable information such as recipes, activities or opportunities to join events, and download information)</td>
</tr>
<tr>
<td>Tailored information, instructions or personal guidance, and chat sessions</td>
<td>• Tailored information, instructions or personal guidance, and chat sessions</td>
</tr>
<tr>
<td>Homework assignments or tests of knowledge or evaluation</td>
<td>• Homework assignments or tests of knowledge or evaluation</td>
</tr>
<tr>
<td>Provide easy-to-use tools for measurements or assessment or monitoring</td>
<td>• Provide easy-to-use tools for measurements or assessment or monitoring</td>
</tr>
<tr>
<td>3. Ability to actively engage with digital services</td>
<td>Being comfortable using digital services for handling information</td>
</tr>
<tr>
<td>Easy navigation around the system</td>
<td>• Easy navigation around the system</td>
</tr>
<tr>
<td>Detailed and easy-to-understand instructions</td>
<td>• Detailed and easy-to-understand instructions</td>
</tr>
<tr>
<td>Provide training or a manual to use the system</td>
<td>• Provide training or a manual to use the system</td>
</tr>
<tr>
<td>4. Feel safe and in control</td>
<td>Feel that they have the ownership of personal data stored in the system and that their data are safe and can be accessed only by people to whom the data are relevant (such as own doctor and nurse)</td>
</tr>
<tr>
<td>Unique username and password protected</td>
<td>• Unique username and password protected</td>
</tr>
<tr>
<td>Secure website or database or communication</td>
<td>• Secure website or database or communication</td>
</tr>
<tr>
<td>Provide means to ensure privacy</td>
<td>• Provide means to ensure privacy</td>
</tr>
<tr>
<td>Closed system to which only authorized personnel have access</td>
<td>• Closed system to which only authorized personnel have access</td>
</tr>
<tr>
<td>Can maintain anonymity if needed</td>
<td>• Can maintain anonymity if needed</td>
</tr>
<tr>
<td>5. Motivated to engage with digital services</td>
<td>Feel that engaging in the use of digital services will be useful for them in managing their health</td>
</tr>
<tr>
<td>Incentives to return to use the systems</td>
<td>• Incentives to return to use the systems</td>
</tr>
<tr>
<td>Encouragement to continue to use the systems</td>
<td>• Encouragement to continue to use the systems</td>
</tr>
<tr>
<td>Alerts and notifications</td>
<td>• Alerts and notifications</td>
</tr>
<tr>
<td>Quick response to queries</td>
<td>• Quick response to queries</td>
</tr>
<tr>
<td>Provides tailored feedback, progress reports, or support</td>
<td>• Provides tailored feedback, progress reports, or support</td>
</tr>
<tr>
<td>Provides new content regularly</td>
<td>• Provides new content regularly</td>
</tr>
<tr>
<td>Regular meetup sessions or discussion forums</td>
<td>• Regular meetup sessions or discussion forums</td>
</tr>
<tr>
<td>Provides peer or professional support</td>
<td>• Provides peer or professional support</td>
</tr>
<tr>
<td>Quick and easy communication (such as sending or receiving emails, asking questions, and inquiries)</td>
<td>• Quick and easy communication (such as sending or receiving emails, asking questions, and inquiries)</td>
</tr>
<tr>
<td>6. Access to digital services that work</td>
<td>Have access to digital services that the users trust to be working when they need it and as they expect it to work</td>
</tr>
<tr>
<td>Provides access to the hardware or system</td>
<td>• Provides access to the hardware or system</td>
</tr>
<tr>
<td>Provides technical support</td>
<td>• Provides technical support</td>
</tr>
<tr>
<td>Can be accessed anytime anywhere</td>
<td>• Can be accessed anytime anywhere</td>
</tr>
<tr>
<td>Access to tools or devices that can be integrated into the system</td>
<td>• Access to tools or devices that can be integrated into the system</td>
</tr>
<tr>
<td>7. Digital services that suit individual needs</td>
<td>Have access to digital services that suit the specific needs and preferences of the users. This includes responsive features of both the information technology and health care system as well as adaptation of devices and interfaces to be used by people with physical and mental disabilities</td>
</tr>
<tr>
<td>Consists of accessibility features such as change of font size or audio function</td>
<td>• Consists of accessibility features such as change of font size or audio function</td>
</tr>
<tr>
<td>Easy to use, efficient, and user-friendly interface (such as large buttons and large icon)</td>
<td>• Easy to use, efficient, and user-friendly interface (such as large buttons and large icon)</td>
</tr>
<tr>
<td>Available in users’ preferred language</td>
<td>• Available in users’ preferred language</td>
</tr>
</tbody>
</table>
Results

Selection of Studies
The search resulted in 2640 studies; after removing 820 duplicates and an additional 25 records identified through other sources, a total of 1845 records were screened. Following a review of titles and abstracts, 75 studies were retrieved for full text review. A total of 24 studies were excluded for reasons including non–target groups, non–health outcomes, and not eHealth as defined by the inclusion criteria and 2 pilot studies of included studies, resulting in 51 studies reporting on the findings of 48 interventions (Figure 1).

Figure 1. Selection process using the PRISMA Flow Diagram [31].

Characteristics of the Studies
Among the 51 studies, 11 were pilot studies, 43 were RCTs (40 were two-armed RCTs, 2 were three-armed RCTs, and 1 was a five-armed RCT). A total of 7 studies used the one-group pretest-posttest design, and 1 was a case study. Among the 43 RCTs, 42 control groups received no intervention, waitlist, standard care, usual care, or in-person education, whereas 1 study did not describe this. The sample size ranged from 1 to 755 (Table 2).

Apart from the postintervention assessment, 13 studies also conducted follow-up assessments, ranging from 1 week to 12 months. Clinical health outcomes were reported in 22 studies, whereas 28 studies measured health-related outcomes such as attitude, behaviors, or knowledge, and 1 study measured both behavior and clinical outcomes. For the quality rating, 2 studies were rated as strong, 24 studies were rated as moderate, and 25 studies were of weak quality. Among the quality rating criteria, 46 studies received a weak rating for selection bias because of their recruitment strategy or fewer than 60% of eligible participants taking part. Only 1 study received a strong rating for blinding, whereas the remaining studies either indicated blinding was not possible or did not report on blinding (Multimedia Appendix 2).
<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Study designs</th>
<th>Sample sizes</th>
<th>Outcome measures</th>
<th>Quality ratings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agyapong et al (2017) [37]</td>
<td>Two-armed RCT</td>
<td>73</td>
<td>• BDI-II</td>
<td>Strong</td>
</tr>
<tr>
<td>Anand et al (2016) [38]</td>
<td>Two-armed RCT</td>
<td>343</td>
<td>• Myocardial Infarction Risk Score</td>
<td>Moderate</td>
</tr>
<tr>
<td>Bennett et al (2018) [40]</td>
<td>Two-armed RCT</td>
<td>351</td>
<td>• Body weight</td>
<td>Weak</td>
</tr>
<tr>
<td>Bond et al (2010) [41]</td>
<td>Two-armed RCT</td>
<td>62</td>
<td>• CES-D</td>
<td>Weak</td>
</tr>
<tr>
<td>Caster et al (2017) [46]</td>
<td>One-group pretest-posttest</td>
<td>243</td>
<td>• Knowledge scores</td>
<td>Weak</td>
</tr>
<tr>
<td>Chen et al (2016) [47]</td>
<td>Case study</td>
<td>1</td>
<td>• Sleep satisfaction rating</td>
<td>Weak</td>
</tr>
<tr>
<td>Chen et al (2018) [48]</td>
<td>Two-armed RCT</td>
<td>233</td>
<td>• Attendance rate • Diabetic retinopathy • Knowledge scores</td>
<td>Strong</td>
</tr>
<tr>
<td>Choi et al (2012) [49]</td>
<td>Two-armed RCT</td>
<td>63</td>
<td>• Chinese versions of Beck Depression Inventory • Chinese bilingual version of PHQ-9</td>
<td>Weak</td>
</tr>
<tr>
<td>Dang et al (2017) [50]</td>
<td>Two-armed (2:1) RCT</td>
<td>61</td>
<td>• Self-Efficacy for Managing Chronic Disease</td>
<td>Moderate</td>
</tr>
<tr>
<td>Dear et al (2015) [51]</td>
<td>Two-armed RCT</td>
<td>72</td>
<td>• GAD-7 • PHQ-9</td>
<td>Weak</td>
</tr>
<tr>
<td>Dugas et al (2018) [52]</td>
<td>Five-armed RCT</td>
<td>27</td>
<td>• HbA1c</td>
<td>Weak</td>
</tr>
<tr>
<td>Fortmann et al (2017) [53]</td>
<td>Two-armed RCT</td>
<td>126</td>
<td>• HbA1c</td>
<td>Weak</td>
</tr>
<tr>
<td>Gilmore et al (2017) [54]</td>
<td>Two-armed RCT</td>
<td>40</td>
<td>• Body weight</td>
<td>Moderate</td>
</tr>
<tr>
<td>Griffin et al (2018) [55]</td>
<td>One-group pretest-posttest</td>
<td>109</td>
<td>• Body weight • BMI</td>
<td>Weak</td>
</tr>
<tr>
<td>Hacking et al (2016) [56]</td>
<td>Two-armed RCT</td>
<td>223</td>
<td>• Knowledge scores</td>
<td>Weak</td>
</tr>
<tr>
<td>Hageman et al (2014) [57]</td>
<td>Three-armed RCT</td>
<td>289</td>
<td>• Blood pressure • BMI • Waist circumference</td>
<td>Moderate</td>
</tr>
<tr>
<td>Herring et al (2017) [58]</td>
<td>Two-armed RCT</td>
<td>66</td>
<td>• Body weight</td>
<td>Moderate</td>
</tr>
<tr>
<td>Hill et al (2006) [59]</td>
<td>Two-armed RCT</td>
<td>120</td>
<td>• The Personal Resource Questionnaire • Rosenberg Self-Esteem Scale • Chronic Illness Empowerment Scale</td>
<td>Weak</td>
</tr>
<tr>
<td>Authors (year)</td>
<td>Study designs</td>
<td>Sample sizes</td>
<td>Outcome measures</td>
<td>Quality ratings</td>
</tr>
<tr>
<td>------------------------</td>
<td>---------------------</td>
<td>--------------</td>
<td>-----------------------------------------------------------------------------------</td>
<td>-----------------</td>
</tr>
</tbody>
</table>
| Hong et al (2015) [60] | One-group pretest-posttest | 30           | • Quality of life (self-reported seven-item questionnaire)  
• Level of PA¹ | Weak             |
| Ingersoll et al (2015) [61] | Two-armed RCT      | 63           | • Medication adherence (pharmacy refill data)  
• Proportion of missed visits | Moderate         |
• de Jong Gierveld Loneliness Scale  
• World Health Organization-Five Well-Being Index | Weak             |
• PA | Moderate           |
| Kamal et al (2015) [64] | Two-armed RCT      | 200          | • Morisky Medication Adherence Scale | Moderate         |
| King et al (2013) [65] | Two-armed RCT      | 40           | • Community Health Activities Model Program for Seniors questionnaire  
• Daily steps | Moderate         |
| Kiropoulos et al (2011) [66] | Two-armed RCT    | 202          | • Depression literacy scores  
• Depression Stigma Scale  
• BDI-II | Weak             |
| Lee et al (2014) [67] and Lee et al (2016) [68] | One-group pretest-posttest | 30           | • Adapted 15-item scale of Taylor et al [92]  
• Intent (investigator developed questionnaire)  
• Actual vaccination or test | Weak             |
| Lee et al (2017) [69] | Two-armed RCT      | 131          | • Completed mammograms | Weak             |
| MacDonell et al (2016) [70] | Two-armed RCT      | 49           | • Medication adherence  
• Asthma control | Moderate           |
| Marcus et al (2016) [71] | Two-armed RCT      | 205          | • Increased minutes/week of moderate to vigorous PA  
• PA by accelerometer | Moderate         |
| Mauriello et al (2016) [72] | Two-armed RCT      | 335          | • Self-reported behavior risks  
• Daily fruit and vegetable consumption  
• Daily minutes of stress management activity | Weak             |
| Miller et al (2018) [73] | Two-armed RCT      | 450          | • Completed screening | Moderate           |
| Moussa et al (2013) [74] | Two-armed RCT      | 45           | • Literacy Assessment for Diabetes | Moderate           |
| Neafsey et al (2011) [75] | Two-armed RCT      | 160          | • The Adverse Self-Medication Behavior Risk Score | Moderate         |
| Nelson et al (2016) [76] | One-group pretest-posttest | 80           | • Diabetes Self-Care Activities Medication subscale | Weak             |
| Neuenschwander et al (2013) [77] | Two-armed RCT      | 123          | • 16-item questionnaire for low-income population for nutrition-related behavior outcomes | Moderate         |
| Phelan et al (2017) [78] | Two-armed RCT      | 371          | • Body weight | Moderate           |
| Rubinstein et al (2016) [79] | Two-armed RCT      | 637          | • Blood pressure | Moderate           |
Quality ratings

Authors (year) | Study designs | Sample sizes | Outcome measures | Quality ratings
--- | --- | --- | --- | ---
Ryan et al (2013) [80] | One-group pretest-posttest | 24 | - HbA$_1$c<br>- Cholesterol | Weak
Steinberg et al (2013) [81] | Two-armed RCT | 50 | - Body weight | Moderate
Tessaro et al (2007) [82] | Two-armed RCT | 395 | - 34-item food frequency checklist<br>- Dietary knowledge | Moderate
Titov et al (2015) [83]$^a$ | Two-armed RCT | 54 | - PHQ-9<br>- GAD-7 | Weak
Ünlü Ince et al (2013) [84] | Two-armed RCT | 96 | - CES-D | Weak
Wahbeh et al (2016) [85] | Two-armed RCT | 20 | - CES-D<br>- Five-Facet Mindfulness Questionnaire<br>- Positive and Negative Affect Schedule | Moderate
Weinert et al (2008) [87]$^b$ | Three-armed RCT | 176 | - Health knowledge score (investigator developed questionnaire) | Weak

$^a$RCT: randomized controlled trial.<br>$^b$BDI-II: Beck Depression Inventory II.<br>$^c$HbA$_1$c: hemoglobin A1c.<br>$^d$CES-D: Center for Epidemiological Studies Depression.<br>$^e$Adaptations of a similar intervention.<br>$^f$PHQ-9: Patient Health Questionnaire nine-item.<br>$^g$GAD-7: Generalized Anxiety Disorder seven-item scale.<br>$^h$Same intervention but different cohorts.<br>$^i$PA: physical activity.

**General Characteristics of the Interventions**

Among the 48 interventions, 32 were from the United States, 4 from Australia, 3 from Canada, 2 from the Netherlands and South Africa, and 1 each from China, Malawi, Pakistan, and Taiwan, whereas 1 intervention was undertaken across 3 South American countries, namely, Argentina, Guatemala, and Peru. Low-income groups were the most common target group (n=20), followed by ethnic minorities (n=18), older adults (n=10), and rural communities (n=8). Low-literacy groups were targeted in 2 interventions [45,73]. A wide range of health issues were addressed among the 48 interventions, with diabetes being the most common (n=8), followed by 6 targeting physical inactivity and 5 targeting depression (Multimedia Appendix 3 [37-87]).

Websites were the most commonly used platforms, with 10 interventions using websites only and 12 interventions combining websites with other platforms such as email or text messaging. A total of 11 studies used text messaging alone, and 4 combined this with other platforms. A total of 10 interventions employed mobile apps. Facebook was used in 2 interventions, and WhatsApp was used in 1 intervention. Mobile phones were the most popular device, being used in 26 interventions, followed by the computer in 22 interventions. Tablets were used in 6 interventions.

Among the 48 interventions, 37 were interactive, providing information, tailored content, and/or health-engaging activities, and 11 were noninteractive, providing information or reminder text messages only. The duration of interventions ranged from one 30-min session to a 13-month program, with 3 months being the most common duration.

**Use of eHealth Literacy**

No interventions explicitly reported that eHealth literacy needs were considered during the development, and no assessment of eHealth literacy was undertaken. In fact, eHealth literacy was only mentioned in a study by Carroll et al [45], which included eHealth literacy as one of the secondary outcome measures and used the eHealth Literacy Scale [93] for assessment. Apart from eHealth literacy, 4 interventions undertook other literacy assessments. Ingersoll et al assessed functional English literacy by using the Wide Range Achievement Test 4 [61], and health literacy was assessed in 3 interventions using different measures, including the Short Test of Functional Health Literacy in Adults [71], the Rapid Estimate of Adults Literacy in Medicine [75], or a single question [73]. All such assessments were conducted at baseline with no discussion as to whether baseline assessment played any role in intervention development (Table 3).
Table 3. The role of electronic health literacy and users in intervention development.

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Developmental frameworks</th>
<th>eHealth literacy or other literacy assessment or application of user-centered principles or user involvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agyapong et al (2017) [37]</td>
<td>• Cognitive behavioral therapy principles</td>
<td>• Content written in partnership with patients</td>
</tr>
<tr>
<td>Anand et al (2016) [38]</td>
<td>• Integrative behavioral modification strategy</td>
<td>• Pilot study</td>
</tr>
<tr>
<td></td>
<td>• Social cognitive social learning theories</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Goal setting theory</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Transtheoretical model</td>
<td></td>
</tr>
<tr>
<td>Arora et al (2014) [39]</td>
<td>• Not reported</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Bennett et al (2018) [40]</td>
<td>• Social cognitive theory</td>
<td>• Not reported</td>
</tr>
<tr>
<td></td>
<td>• Interactive obesity treatment approach</td>
<td></td>
</tr>
<tr>
<td>Bond et al (2010) [41]</td>
<td>• Not reported</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Broekhuizen et al (2016) [42]</td>
<td>• Transtheoretical model</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Buller et al (2008) [44]</td>
<td>• Social cognitive theory</td>
<td>• Focus groups</td>
</tr>
<tr>
<td></td>
<td>• Diffusion of innovations model</td>
<td>• Usability testing</td>
</tr>
<tr>
<td>Carroll et al (2019) [45]</td>
<td>• Capability, opportunity, motivation, and behavior model for behavior change</td>
<td>• eHealth Literacy Scale used to measure eHealth literacy as one of the secondary outcomes</td>
</tr>
<tr>
<td></td>
<td>• Community-based participatory research</td>
<td>• Participatory research involving users</td>
</tr>
<tr>
<td>Caster et al (2017) [46]</td>
<td>• Not reported</td>
<td>• Focus groups</td>
</tr>
<tr>
<td>Chen et al (2016) [47]</td>
<td>• Not reported</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Chen et al (2018) [48]</td>
<td>• Not reported</td>
<td></td>
</tr>
<tr>
<td>Choi et al (2012) [49]</td>
<td>• Adaptation of the sadness internet-delivered cognitive behavioral therapy program</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Dang et al (2017) [50]</td>
<td>• Not reported</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Dear et al (2015) [51]</td>
<td>• Previous studies</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Dugas et al (2018) [52]</td>
<td>• Not reported</td>
<td></td>
</tr>
<tr>
<td>Fortmann et al (2017) [53]</td>
<td>• Not reported</td>
<td></td>
</tr>
<tr>
<td>Gilmore et al (2017) [54]</td>
<td>• Learning theory</td>
<td>• Not reported</td>
</tr>
<tr>
<td></td>
<td>• Theory of planned behavior</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Theory of reasoned actions</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Social cognitive theory</td>
<td></td>
</tr>
<tr>
<td>Griffin et al (2018) [55]</td>
<td>• Social cognitive theory</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Hacking et al (2016) [56]</td>
<td>• Social cognitive theory</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Hageman et al (2014) [57]</td>
<td>• Pender’s Health Promotion Model based on social cognitive theory</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Herring et al (2017) [58]</td>
<td>• Social cognitive theory</td>
<td>• Focus groups</td>
</tr>
<tr>
<td></td>
<td>• Social ecological model</td>
<td>• Semistructured interviews</td>
</tr>
<tr>
<td>Hong et al (2015) [60]</td>
<td>• Theory of goal setting</td>
<td>• Usability testing</td>
</tr>
<tr>
<td>Authors (year)</td>
<td>Developmental frameworks</td>
<td>eHealth literacy or other literacy assessment or application of user-centered principles or user involvement</td>
</tr>
<tr>
<td>-------------------------------</td>
<td>-------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>-----------------------------------------------------------------------------------------------------------</td>
</tr>
</tbody>
</table>
| Ingersoll et al (2015) [61]   | • IMB<sup>b</sup> model of adherence  
• Social action theory                                                                                                                                           | • Functional English literacy assessed by Wide Range Achievement Test 4  
• Focus groups  
• Interviews  
• Usability testing                                                                                                                                         |
• Literature review  
• Developed by a cognitive behavioral therapy specialist psychologist, a mental health nurse, and a mobile health expert | • Not reported                                                                                                                                                   |
| Joseph et al (2015) [63]      | • Social cognitive theory                                                                                                                                          | • Not reported                                                                                                                                                   |
| Kamal et al (2015) [64]       | • The health belief model  
• Social cognitive theory  
• Michie’s taxonomy of behavioral change                                                                                                                    | • Not reported                                                                                                                                                   |
| King et al (2013) [65]        | • Social cognitive theory  
• Transtheoretical model                                                                                                                                  | • Participatory formative research                                                                         |
| Kiropoulos et al (2011) [66]  | • Not reported                                                                                                                                                    | • Not reported                                                                                                                                                   |
| Lee et al (2014) [67] and Lee et al (2016) [68] | • Fogg behavioral model                                                                                                                                            | • Community advisory group  
• Focus groups  
• Usability testing                                                                                                                                          |
| Lee et al (2017) [69]         | • Fogg behavioral model  
• Health belief model  
• Concept of persuasive technology                                                                                                                        | • Community advisory group  
• Focus groups  
• Usability testing                                                                                                                                          |
| MacDonell et al (2016) [70]   | • Principles of motivational interviewing  
• IMB skills model                                                                                                                                         | • Pilot testing                                                                                                                                                    |
| Marcus et al (2016) [71]      | • Social cognitive theory  
• Transtheoretical model                                                                                                                                  | • Health literacy assessed by the Short Test of Functional Health Literacy  
• Focus groups                                                                                                                                             |
| Mauriello et al (2016) [72]   | • Transtheoretical model of behavior change                                                                                                                      | • Usability testing                                                                                                                                                    |
| Miller et al (2018) [73]      | • Not reported                                                                                                                                                    | • Health literacy assessed by asking a single question, “how confident are you filling out medical forms by yourself?”  
• Pilot testing                                                                                                                                                    |
| Moussa et al [74]             | • Not reported                                                                                                                                                    | • Not reported                                                                                                                                                   |
| Neafsey et al (2011) [75]     | • Social cognitive theory                                                                                                                                          | • Health literacy assessed by Rapid Estimate of Adult Literacy in Medicine  
• Usability testing  
• Pilot testing                                                                                                                                                    |
| Nelson et al (2016) [76]      | • Adapted from the SuperEgo mobile communications platform                                                                                                          | • Usability testing                                                                                                                                                    |
| Neuenschwander et al (2013) [77] | • Kolb’s learning styles and experiential learning model  
• Use of the US Department of Health and Human Services’ Research-based Web Design and Usability Guidelines  
• Previous users’ needs and requests                                                                                                                                   | • Pilot testing                                                                                                |
| Phelan et al (2017) [78]      |                                                                                                                                                                  | • Not reported                                                                                                                                                   |
Theoretical frameworks were the most used guidelines for developing interventions, with social cognitive theories (n=15) and the transtheoretical model (n=6) most commonly used. A total of 7 interventions were adaptations or modifications of previous programs, whereas 13 interventions did not provide any details about their theoretical frameworks or developmental frameworks. Only 1 intervention was reported on using the Research-based Web Design and Usability Guidelines developed by the US Department of Health and Human Services (UDHHS) [94] to inform the creation of their intervention website (Table 3) [77].

User-centered principles were not discussed in any of the papers. The development of interventions in the included studies was mostly expert driven. A total of 22 interventions reported on involving users during development, with needs assessments using focus groups or interviews in 8 interventions, usability or pilot testing in 15 interventions, and 2 interventions mentioning participatory formative research with no details provided. Only Agyapong et al [37] reported that patients were involved in content writing (Table 3).

The most reviewed eHealth literacy domains, 1. Using technology to process health information and 2. Understanding of health concepts and language, were both identified in 45 interventions. The domain 5. Motivated to engage with digital services was addressed in 37 interventions through different strategies to encourage users to engage with interventions. A total of 26 interventions provided access to hardware, data plans, or technical support to address the domain 6. Access to digital services that work, whereas 23 interventions supported the domain 4. Feel safe and in control by requiring personal log-in or other forms of privacy measures. The 2 most overlooked domains were 3. Ability to actively engage with digital services and 7. Digital services that suit individual needs; both were identified in less than half of the 48 interventions. Of the 19 interventions containing components of 3. Ability to actively engage with digital services, 15 provided training or instructions on using the intervention, whereas only 6 featured an easy-to-use navigation interface. Among the 18 programs addressing the domain 7. Digital services that suit individual needs, the main strategy was to provide the preferred language of users. Accessibility features catering to individual capability or providing a user interface that suited individual needs such as large fonts or icons or audio options were only identified in 6 interventions [64,65,73-75,82]. Figure 2 shows the number of interventions addressing each of the 7 domains.

<table>
<thead>
<tr>
<th>Authors (year)</th>
<th>Developmental frameworks</th>
<th>eHealth literacy or other literacy assessment or application of user-centered principles or user involvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rubinstein et al (2016) [79]</td>
<td>• Social cognitive theory • Based on the diabetes prevention program and Look Ahead lifestyle interventions</td>
<td>• Focus groups • Pilot study</td>
</tr>
<tr>
<td>Ryan et al (2013) [80]</td>
<td>• Social cognitive theory</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Steinberg et al (2013) [81]</td>
<td>• Interactive obesity treatment approach</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Tessaro et al (2007) [82]</td>
<td>• Health belief model • Social learning theory • Social support theory</td>
<td>• Focus groups</td>
</tr>
<tr>
<td>Titov et al (2015) [83]a</td>
<td>• Psychological principles</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Ünlü Ince et al (2013) [84]</td>
<td>• Not reported</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Wahbeh et al [85]</td>
<td>• Modification of the mindfulness-based cognitive therapy and mindfulness-based stress reduction</td>
<td>• Not reported</td>
</tr>
<tr>
<td>Wayne et al (2015) [86]</td>
<td>• Motivational interviewing • Cognitive behavioral therapy</td>
<td>• Pilot study</td>
</tr>
</tbody>
</table>

Use of Developmental Framework

User Involvement

Addressing eHealth Literacy Domains

Most reviewed interventions did not address all eHealth literacy domains. The number of domains addressed ranged from 1 to 7, with only 1 study containing components addressing all 7 eHealth literacy domains [65]. A total of 7 studies representing 6 interventions contained components of 6 domains [57,59,64,71,78,80,87], whereas 20 studies contained components addressing 5 domains (Multimedia Appendix 4 [37-87]).

The 2 most addressed eHealth literacy domains, 1. Using technology to process health information and 2. Understanding of health concepts and language, were both identified in 45 interventions. The domain 5. Motivated to engage with digital services was addressed in 37 interventions through different strategies to encourage users to engage with interventions. A total of 26 interventions provided access to hardware, data plans, or technical support to address the domain 6. Access to digital services that work, whereas 23 interventions supported the domain 4. Feel safe and in control by requiring personal log-in or other forms of privacy measures. The 2 most overlooked domains were 3. Ability to actively engage with digital services and 7. Digital services that suit individual needs; both were identified in less than half of the 48 interventions. Of the 19 interventions containing components of 3. Ability to actively engage with digital services, 15 provided training or instructions on using the intervention, whereas only 6 featured an easy-to-use navigation interface. Among the 18 programs addressing the domain 7. Digital services that suit individual needs, the main strategy was to provide the preferred language of users. Accessibility features catering to individual capability or providing a user interface that suited individual needs such as large fonts or icons or audio options were only identified in 6 interventions [64,65,73-75,82]. Figure 2 shows the number of interventions addressing each of the 7 domains.

aAdaptations of similar programs. bIMB: Information, Motivation and Behavior Skills
Effective eHealth Interventions

Although no study explicitly considered or assessed eHealth literacy, the effectiveness of eHealth interventions was nevertheless examined, and the results were mixed. Approximately one-fourth of the reviewed interventions (n=13) did not find statistically significant improvements in their primary outcomes. Although 19 studies reported significant improvements in their primary outcomes, another 12 studies found significant improvements in some primary outcomes, but not all. In addition, 4 studies found improvements but did not report whether such differences were significant. The results of long-term effectiveness also produced mixed evidence. Among the 13 studies that conducted follow-up assessments, 8 found the effects sustainable up to a period of 12 months. A total of 3 studies found effects were not sustainable, whereas 2 did not report on the significance (Multimedia Appendix 3).

Addressing eHealth Literacy Needs

There is growing concern that frameworks or guidelines informing the development of eHealth interventions so that they meet users’ needs are lacking [97], and this concern is reflected in the findings of this review. Only 1 study [77] used the Research-based Web Design and Usability Guidelines by the UDHHS to inform intervention development. However, the guideline authors specifically indicate that they may not be applicable to all audiences, such as people with low literacy who may have different reading and layout needs [94]. In addition, only 22 studies in this review discussed user involvement whereas needs assessments were usually in the form of focus groups or interviews involving a limited number of users. Only 1 study reported the inclusion of patients in content writing [37]. Such practice means that interventions are expert driven instead of user driven, echoing the concern that frameworks or guidelines addressing eHealth literacy domains likely addressed. These interventions could be interactive or noninteractive, although platforms and devices also varied. The number of eHealth literacy domains likely addressed ranged from 1 to 7. Although a study by King et al [65] likely addressed all 7 domains and found their intervention effective with a large effect size (0.8-1.2), a study by Chen et al [48] also reported their study as effective, although only the domain 1. Using technology to process health information could be identified within the intervention components.

Discussion

Principal Findings

Although the concept of eHealth literacy was introduced more than a decade ago [17], this review finds that utilization of the concept for enhancing eHealth use and engagement is rarely recognized. The eHealth literacy needs of users were not explicitly considered during intervention development in any of the included studies, and no eHealth literacy assessment was conducted to ensure that such needs were met. This result is echoed in an earlier systematic review of eHealth and telehealth tools for vulnerable populations, which reported that eHealth literacy was not assessed in any of the 18 included studies [95]. In fact, eHealth literacy is only mentioned in 1 of the 51 papers of this review. Although 3 studies conducted health literacy assessments at baseline [71,73,75] and 1 assessed eHealth literacy as a secondary outcome [45], the results were not used for intervention development. The fact that eHealth literacy is overlooked may be because of the lack of comprehensive measures before 2018 and an associated knowledge gap in using such assessment to inform eHealth design [96]. To move forward, in-depth research on eHealth literacy is required, such as the application of the eHLF and the recently developed comprehensive eHLQ, designed to support eHealth intervention development and evaluation. Developed on the basis of eHLF, the eHLQ is a 35-item questionnaire that produces 7 scores representing 7 eHealth literacy domains of users. The resulting scores provide insights into users’ strengths and weaknesses in using eHealth such that interventions can be tailored accordingly. For example, if target users reported good ability to use technology (higher scores in 3. Ability to actively engage with digital services) but lack motivation (lower scores in 5. Motivated to engage with digital services), features to address motivation should be a prominent feature of the intervention. However, if target users demonstrated limited ability to use technologies, interventions such as simple unidirectional text messages, rather than interactive mobile apps, are likely to be more suitable for the target users. Hence, the eHLF and eHLQ will have the potential to advance the field of eHealth literacy and strengthen the reach and impact of digital health interventions [25].
is only one of the factors in developing effective eHealth strategies, it has been advocated that it is a primary and critical factor that affects usability and adoption [17,21,26]. Even if an intervention is grounded in theory, it will not be usable if it does not align with the literacy needs and abilities of end users and may lead to nonadoption [30,99,100]. Hence, research efforts into eHealth developmental frameworks incorporating eHealth literacy need assessment, and user-centered principles are required such that equal access and usage can be achieved for all users.

Although eHealth literacy needs may not be explicitly considered when developing eHealth programs, this review still finds that interventions generally have features that may meet eHealth literacy needs based on the eHLF. However, the common focus is on providing information or features that address the domains of 1. Using technology to process health information, 2. Understanding of health concepts and language, and 5. Motivated to engage with digital services. Strategies to assist users in using or engaging with technology and accessibility features of systems that are tailored and responsive to an individual’s ability and capability are generally overlooked. These findings resonate with those from a systematic review of diabetes apps targeted at older adults that there is a limited variety of accessibility features [101]. This is of special importance when an intervention is designed for older people or people with disabilities who may require specialized tools because of functional and cognitive impairments [102,103] or people with low literacy skills who may have different reading and design needs [94]. In addition, applying the eHLF to determine whether certain eHealth literacy domains were addressed may not necessarily mean that the eHealth literacy needs of users were met as the actual eHealth literacy needs of target users were not assessed and, therefore, not known. The results highlight that in developing interventions using technologies, designers are mainly responsible for ensuring that users’ needs and capabilities are met in the hope that users will adopt the intervention to improve or change their health behavior. However, Chang et al [104] noted that eHealth intervention designers were typically not trained to meet the communication needs of underserved communities. Showell et al [105] also pointed out that eHealth systems tended to be designed for users who were similar to the designers, who were usually middle-class professionals. As such, the needs of disadvantaged patients were generally overlooked in the design process [15].

**Effectiveness of eHealth Interventions**

In addition to exploring the role of eHealth literacy and eHealth intervention development, this review also examined the effectiveness of eHealth interventions targeted at socially disadvantaged groups and found inconclusive evidence. Although significant improvements were found in 19 studies, these findings should be interpreted with caution, as 10 studies are of weak quality and 7 studies are of moderate quality. Although 3 studies reported a large effect size, they had smaller sample sizes and were of moderate or weak quality [51,65,83]. The sustainability of effects is also mixed and cannot be ascertained, as most studies have short follow-up times. These findings are similar to reviews of eHealth interventions, which also report inconclusive evidence on effectiveness [35,103,106,107]. The lack of comprehensive eHealth literacy assessments also prevents this review from exploring the link between eHealth literacy and the effectiveness of eHealth programs. Further robust empirical studies need to be undertaken to better understand the role of eHealth literacy in eHealth interventions to help address the digital divide and improve health disparities.

**Limitations**

Several limitations of this review need to be acknowledged. Only peer-reviewed journals were included for this review, and there may be other studies that were not accounted for. The search was conducted by one researcher, which may have led to potential bias. The findings of this review may not reflect all details of the actual intervention, as authors generally only briefly describe their intervention development processes [108], and few studies report how users are involved such that interventions are aligned with their needs [27]. However, not reporting certain features suggests that the authors may not consider such features as relevant. Furthermore, the included studies do not represent all socially disadvantaged groups. This review only focused on certain categories of disadvantaged groups and did not include other underserved populations, such as people with disabilities or indigenous people who may also have limited access or skills to use ICT [109]. Future reviews should consider inclusion of these groups to advance eHealth research among vulnerable populations.

**Conclusions**

The WHO recognizes health literacy as a critical determinant of health that has the potential to empower individuals and bring about health equity [19]. However, this systematic review finds that the role of eHealth literacy in designing eHealth interventions targeted at socially disadvantaged groups is generally overlooked. eHealth literacy was not explicitly considered or assessed during intervention development. There was also a lack of frameworks or theories informing eHealth designers on how to meet users’ needs. Although users were involved in some of the reviewed studies, intervention development was mainly expert driven rather than user driven. By using the eHLF to examine the eHealth literacy components of eHealth interventions, it was found that the design of features such that they suited individual capability was not common. Furthermore, whether the eHealth literacy needs of users were actually addressed in the reviewed interventions cannot be ascertained because of the lack of comprehensive eHealth literacy assessment. The link between eHealth literacy and effectiveness of eHealth interventions cannot be explored. Moreover, the paucity of robust studies also delivers limited empirical evidence on how to effectively reach these vulnerable populations and bridge the digital divide.

Despite the concept of eHealth literacy being introduced in 2006, its potential role in empowering individuals has not been realized. Without meeting the eHealth literacy needs of disadvantaged groups, adoption of eHealth interventions is likely to be low, resulting in ineffective interventions [17,21,30,99,100,110]. To ensure that no one is left behind as determined in the Shanghai Declaration on Promoting Health
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Abstract

Background: The mass media have been condemned for encouraging young people to take dietary supplements (DS). Media literacy, which includes authors and audiences (AA), messages and meanings (MM), and representation and reality (RR) domains, is a new approach to teaching young adults to make better informed health decisions. However, it is not clear which domains are the most important for media literacy education.

Objective: The purpose of this study is to investigate the associations among individual factors, media literacy, and DS use.

Methods: The survey instrument included demographic items, the DS Media Literacy Scale (DSMLS), and DS use items (users or nonusers, types of DS, current use of DS, and intention to use DS in the future). The DSMLS is an 11-item instrument designed to assess college students’ AA, MM, and RR media literacy in relation to DS. A total of 467 Taiwanese college students participated in the study. Descriptive statistical analysis, logistic regression analysis, and multiple regression analysis were conducted.

Results: A total of 338/467 (72.4%) participants reported using DS, and 176/467 (37.7%) consumed 3 or more supplements. Moreover, the MM media literacy domain was associated with having been a DS user (odds ratio 0.63, \(P = .002\)), current DS use (\(\beta = -.10, P = .02\)), and intention to use DS in the future (\(\beta = -.12, P = .011\)). Finally, perceived importance of health was positively related to current DS use (\(\beta = .18, P = .001\)) and intention to use DS in the future (\(\beta = .18, P = .001\)).

Conclusions: This study showed that the majority of Taiwanese college students were DS users and used multiple types of supplements. Moreover, students with lower MM media literacy were more likely to be DS users, to take DS more frequently, and to have higher intentions for future frequent DS use. Finally, those who placed extreme importance on health were more likely to take DS frequently and have higher intentions for future frequent DS use.

(J Med Internet Res 2020;22(8):e19056) doi:10.2196/19056
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Introduction

In the food industry, the driving force behind the sale of dietary supplements (DSs) is the creation of a market niche to commercialize innovative products claiming to support good health and supplement the diet [1]. DSs are popular in many countries, and their use has been increasing [2]. In the United States, studies have shown that the majority of DS users (79%) reported using DSs every day within the last 30 days [3] and that multivitamin–mineral products were the most common type of DSs [2,4].
Individuals obtain information on DSs most frequently from the media [5]. DSs are accompanied by media messages and advertisements on the need to optimize nutrition and improve health [1]. A proactive, convenient approach to maintaining health is a powerful appeal to consumers [1]. Studies have found that, among DS users and nonusers, the decision to use DSs is influenced by the media [6,7].

Mass media have been condemned for encouraging young people to take DSs [8]. These specific DS products and advertising for DSs are frequently formulated for the young market [2]. A study has shown that compared with the general population, college students are more likely to take DSs and that over 60% of them take 1 or more supplements weekly [2]. Notably, advertising is more likely to increase adolescents’ willingness to use DSs compared with other groups [9]. Individuals are exposed to a large number of diverse media messages, such as health sciences research reports that make sensational claims, in which some specific information is also manipulated for commercial interests [10]. However, adolescents usually do not have the ability to critically analyze the health information received from the media [11]. Scholars have argued that adolescents may take DSs inappropriately due to the questionable information about DSs from magazines [12].

A number of studies have reported that a vast majority of DSs that young people use are not only non-helpful but also often harmful [13]. For example, Or et al. [14] examined the DSs’ harmful effects on children, adolescents, and young adults. Using the Food and Drug Administration adverse event data between 2004 and 2015, they found that, compared with vitamins, teenagers using DSs to lose weight, gain weight, or build muscle are nearly three times more likely to experience serious health problem and even death. Thus, they suggest efforts aimed at reducing access and consumption and actively implementing regulations as well as providing a clear warning and labeling to prevent serious medical consequences for children, adolescents, young people, adults, and general consumers.

Media literacy is a new approach to teaching youth to make smarter health decisions [15]. Media literacy is defined as accessing, understanding, and evaluating messages using different forms of media [16,17]. According to the theory of reasoned action, media literacy programs can potentially reduce the negative influence of media on individuals’ attitudes and normative beliefs [18]. When applied to health, media literacy can help youth understand how products are promoted by the media and increase their awareness about what they see and hear [15]. Media literacy education guides and enables young people to more actively evaluate, analyze, and process mass media messages rather than passively remain targets of the media [19,20]. Such education is designed to empower young people to develop critical thinking abilities to ameliorate the negative effect of mass media messages and make good decisions about their health [21]. Media literacy education has been an effective approach in health behavior areas, such as nutrition behaviors, body image, or alcohol and drugs [22].

Recently, studies have shown that media literacy interventions are effective for decreasing the use of DSs such as creatine, carnitine, and amino acids among adolescents [23] and can reduce young athletes’ use of new sport supplements at the 1-year follow-up [24].

According to Primack et al. [20], media literacy includes 3 domains: “authors and audiences (AA), messages and meanings (MM), and representation and reality (RR)”. Most practitioners and researchers agree that the 3 domains are the foundation of media literacy education [15]. However, it is not clear which domains are the most important for media literacy education [15]. Knowledge of which domains are most important will inform research to design more effective media literacy programs to reduce college students’ DS use. Therefore, this study investigates whether the AA, MM, and RR domains of media literacy were associated with DS use and examines which domain of media literacy exhibits the highest correlation with DS use. We thus propose the following hypotheses:

- **H1**: College students with lower AA media literacy are more likely to take DSs.
- **H2**: College students with lower MM media literacy are more likely to take DSs.
- **H3**: College students with lower RR media literacy are more likely to take DSs.

The study also investigated the influence of demographic characteristics (ie, perceived importance of health, gender, and subjective health status) on DS use. Studies have shown that DS users tend to take DSs to improve or maintain health [2,4,10]. Studies have also found gender differences in DS use. Compared with males, females were more likely to take DSs [1,25,26]. However, male college students were significantly more likely to take at least five types of DSs weekly [2]. In addition, some studies showed that DS users tend to report very good or excellent health [4,25]. However, other studies found an association between poor subjective health and frequent consumption of calcium tablets [1] and DSs [26]. Given the above studies, we want to investigate whether college students’ demographic characteristics (ie, perceived importance of health, gender, and subjective health status) are related to their use of DS.

**Methods**

**Study Design and Participants**

The participants in this study were college students in Taiwan. After requesting consent from teachers at the selected schools, we distributed the pen-and-paper survey in their classes. We determined that a minimum of 110 students were needed for the pretest (10 times the number of items on the survey instrument) [27], and 350 students were needed for the formal study [28]. The pen-and-paper questionnaires were administered in class during the regularly scheduled class periods. Students took 10-15 minutes to complete the questionnaire and received a small gift as a reward, regardless of whether they completed the survey.

For the pretest, exploratory factor analysis (EFA) was used to assess the reliability of our survey instrument. A sample of 200 college students from 2 schools was recruited to participate in the survey. Ultimately, 73% of the sample returned questionnaires (N=146) and fully completed all the questions.
in the survey, whereas the other 27% (N=54) did not return the survey. The low rate of returned questionnaires was due to the fact that it was the end of the semester, and thus, some teachers and students were not available.

In the formal study, a sample of 500 college students was drawn from 6 colleges and each member of the sample received a questionnaire. Of the 475 surveys received, 8 surveys were invalid (ie, respondents did not complete the entire survey), whereas 467 were valid. Of the 467 participants, 220/467 (47.1%) were female, and 247/467 (52.9%) were male. The participants’ mean (SD) age was 20.39 (1.88) years.

Survey Instrument

The questionnaire was composed of items on participants’ demographic information, the DS Media Literacy Scale (DSMLS), and items on DS use. The demographic information included items on age, gender (male or female), perceived importance of health (1 item with a 5-point Likert scale), and subjective health status (1 item with a 5-point Likert scale).

We developed the DSMLS based on a thorough review of the literature [20,29,30], and we asked 3 specialist professors to examine the content validity of the DSMLS. The DSMLS contains 3 domains (11 items) to measure DS media literacy (Table 1). The AA (4 items) domain evaluates individuals’ skills used to understand how media target specific consumers. The MM domain (3 items) evaluates individuals’ skills used to analyze how messages are created with specific production techniques designed to influence consumers’ attitudes and behaviors. The RR (4 items) domain assesses individuals’ skills used to analyze how media omit and filter information. The items include a 5-point Likert response scale ranging from strongly disagree (coded as 1) to strongly agree (coded as 5). Higher scores on the respective levels indicate higher media literacy.

The results of the EFA (principal axis factors method) indicate that the Kaiser–Meyer–Olkin measure was 0.84, the Bartlett test for sphericity was significant (\(P<.001\)), the factor loadings ranged from 0.78 to 0.94 (Table 1), and the explained variance was 78.42%. The DSMLS also exhibited good internal consistency reliability (AA Cronbach \(\alpha=.94\), MM Cronbach \(\alpha=.79\), RR Cronbach \(\alpha=.89\)).

Table 1. Factor loadings for the DSMLS\(^a\).

<table>
<thead>
<tr>
<th>Items</th>
<th>AA(^b) domain</th>
<th>MM(^c) domain</th>
<th>RR(^d) domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Media choose stories of dietary supplements based on what will attract the largest audience</td>
<td>0.94</td>
<td>-0.08</td>
<td>0.25</td>
</tr>
<tr>
<td>2. The owners of dietary supplement companies influence the advertising content that is produced</td>
<td>0.85</td>
<td>-0.15</td>
<td>0.31</td>
</tr>
<tr>
<td>3. Dietary supplement companies only care about making money</td>
<td>0.78</td>
<td>0.04</td>
<td>0.38</td>
</tr>
<tr>
<td>4. Some dietary supplement advertisements are designed to appeal to certain people</td>
<td>0.93</td>
<td>-0.08</td>
<td>0.25</td>
</tr>
<tr>
<td>5. Dietary supplement ads convince me that dietary supplements make me healthier and more energetic</td>
<td>-0.06</td>
<td>0.85</td>
<td>-0.03</td>
</tr>
<tr>
<td>6. Plots about dietary supplements in TV and movies affect my view of dietary supplements</td>
<td>-0.03</td>
<td>0.88</td>
<td>-0.07</td>
</tr>
<tr>
<td>7. I am influenced by celebrity endorsements of dietary supplements</td>
<td>-0.09</td>
<td>0.79</td>
<td>0.02</td>
</tr>
<tr>
<td>8. There are often hidden harmful messages in dietary supplement advertisements</td>
<td>0.21</td>
<td>-0.03</td>
<td>0.83</td>
</tr>
<tr>
<td>9. Advertisements usually highlight and emphasize the benefits of dietary supplements</td>
<td>0.26</td>
<td>0.06</td>
<td>0.83</td>
</tr>
<tr>
<td>10. Advertisements usually leave out some important information regarding dietary supplements</td>
<td>0.37</td>
<td>-0.10</td>
<td>0.80</td>
</tr>
<tr>
<td>11. When I see a dietary supplement advertisement, it is very important to think about what was left out of the advertisement.</td>
<td>0.25</td>
<td>-0.06</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Explained variance, %

30.88  19.66  27.88

\(^a\)DSMLS: DS Media Literacy Scale.

\(^b\)AA: authors and audiences.

\(^c\)MM: messages and meanings.

\(^d\)RR: representation and reality.

Data Analysis

First, we used EFA to assess the reliability of the DSMLS in the pretest study. In the formal study, we used descriptive statistical analysis, logistic regression analysis, and multiple regression analysis. In the regression analyses, gender was a dummy variable (male=0, female=1), and perceived importance of health and subjective health status were continuous variables. The Omnibus test (\(P<.05\)) was used in the logistic regression to estimate the goodness-of-fit of the model. The variance
inflation factor (VIF) and tolerance assessment were used for diagnosing collinearity in multiple regressions. Values of VIF exceeding 4 or values of tolerance less than 0.2 indicate multicollinearity.

Results

Descriptive Statistical Analysis

Table 2 presents the descriptive statistics for the categorical variables. Among all participants, the mean (SD) score was 3.35 (0.81) for subjective health status, 3.51 (0.77) for perceived importance of health, 3.56 (0.63) for the AA domain, 3.43 (0.75) for the MM domain, and 3.87 (0.72) for the RR domain, indicating that the college students reported moderate to good health, considered health to be moderately important, and had moderate levels of AA, MM, and RR media literacy, respectively.

Regarding the frequency of DS use, the mean (SD) score for current DS use was 2.27 (1.05), whereas that of intention for future DS use was 2.28 (1.01). This result indicates that college students had occasionally used DSs in the past year and intended to occasionally use DSs in the next year.

Table 3 shows that 338/467 (72.4%) participants reported taking DSs for 1 year before the survey. Overall, 123/467 (26.3%) participants reported taking at least four types of DSs. The most popular DSs were vitamin B (252/467, 54.0%), multivitamins (191/467, 40.9%), and calcium (119/467, 25.5%).

Table 2. Descriptive statistics for the categorical variables.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subjective health status</td>
<td>3.35 (0.81)</td>
</tr>
<tr>
<td>Perceived importance of health</td>
<td>3.51 (0.77)</td>
</tr>
<tr>
<td>AA\textsuperscript{a} domain of media literacy</td>
<td>3.56 (0.63)</td>
</tr>
<tr>
<td>MM\textsuperscript{b} domain of media literacy</td>
<td>3.43 (0.75)</td>
</tr>
<tr>
<td>RR\textsuperscript{c} domain of media literacy</td>
<td>3.87 (0.72)</td>
</tr>
<tr>
<td>Current DS\textsuperscript{d} use</td>
<td>2.27 (1.05)</td>
</tr>
<tr>
<td>Intention for future DS use</td>
<td>2.28 (1.01)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}AA: authors and audiences.\textsuperscript{b}MM: messages and meanings.\textsuperscript{c}RR: representation and reality.\textsuperscript{d}DS: dietary supplement.

Table 3. Participants’ reported use of DSs (N=467).\textsuperscript{a}

<table>
<thead>
<tr>
<th>Variable and group</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>DS</strong></td>
<td></td>
</tr>
<tr>
<td>Nonuser</td>
<td>129 (27.6)</td>
</tr>
<tr>
<td>User</td>
<td>338 (72.4)</td>
</tr>
<tr>
<td><strong>Number of DSs</strong></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>103 (22.1)</td>
</tr>
<tr>
<td>2</td>
<td>59 (12.6)</td>
</tr>
<tr>
<td>3</td>
<td>53 (11.3)</td>
</tr>
<tr>
<td>4+</td>
<td>123 (26.3)</td>
</tr>
<tr>
<td><strong>Top 5 DSs</strong></td>
<td></td>
</tr>
<tr>
<td>Vitamin B (B complex)</td>
<td>252 (54.0)</td>
</tr>
<tr>
<td>Multivitamin</td>
<td>191 (40.9)</td>
</tr>
<tr>
<td>Calcium</td>
<td>119 (25.5)</td>
</tr>
<tr>
<td>Iron or zinc</td>
<td>116 (24.8)</td>
</tr>
<tr>
<td>Lutein</td>
<td>43 (9.2)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}DS: dietary supplement.
Analysis of Demographic Characteristics, Media Literacy, and DS Use

In the logistic regression analysis, the Omnibus test (chi-square=17.88, P=.007) reveals the goodness-of-fit of the model. In the multiple regression analysis, the values of the VIF range from 0.59 to 0.99, and the values of tolerance range from 1.01 to 1.70, indicating that the data are free from multicollinearity.

The results of the logistic regression analysis and multiple regression analysis are presented in Tables 4 and 5 and show that the MM domain of media literacy was associated with being a DS user (odds ratio 0.63; 95% CI 0.47-0.84; P=.002). The MM domain of media literacy was negatively related to current DS use (β=-.10, P=.02) and intention for future DS use (β=-.12, P=.011). However, the AA and RR domains of media literacy were not related to being a DS user, current DS use, or intention for future DS use. Thus, Hypothesis 2 was supported; however, Hypothesis 1 and 3 were not supported.

Table 5 shows that perceived importance of health was positively related to current DS use (β=.18, P=.001) and intention for future DS use (β=.18, P=.001). However, Table 4 shows that the association between the perceived importance of health and being a DS user was not statistically significant. Gender and subjective health status were not related to being a DS user, current DS use, or intention for future DS use.

Table 4. Logistic regression analysis of DS use.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>DS user</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Adjusted odds ratio (95% CI)</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.00a</td>
</tr>
<tr>
<td>Female</td>
<td>0.84 (0.55-1.30)</td>
</tr>
<tr>
<td>Subjective health status</td>
<td>1.02 (0.76-1.38)</td>
</tr>
<tr>
<td>Perceived importance of health</td>
<td>1.28 (0.94-1.74)</td>
</tr>
<tr>
<td>AAb domain of media literacy</td>
<td>0.85 (0.56-1.31)</td>
</tr>
<tr>
<td>MMc domain of media literacy</td>
<td>0.63 (0.47-0.84)</td>
</tr>
<tr>
<td>RRe domain of media literacy</td>
<td>0.89 (0.61-1.29)</td>
</tr>
</tbody>
</table>

Table 5. Multiple regression analysis of the frequency of DS use.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Current DS use</th>
<th>Intention for future DS use</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>B</td>
<td>β</td>
</tr>
<tr>
<td>Gender (female)</td>
<td>-0.01</td>
<td>-.00</td>
</tr>
<tr>
<td>Subjective health status</td>
<td>-0.13</td>
<td>-.10</td>
</tr>
<tr>
<td>Perceived importance of health</td>
<td>0.24</td>
<td>.18</td>
</tr>
<tr>
<td>AAb domain of media literacy</td>
<td>-0.12</td>
<td>-.07</td>
</tr>
<tr>
<td>MMc domain of media literacy</td>
<td>-0.15</td>
<td>-.10</td>
</tr>
<tr>
<td>RRe domain of media literacy</td>
<td>0.03</td>
<td>.02</td>
</tr>
<tr>
<td>Model summary</td>
<td>R=0.20; R²=0.04; F₁₆,₄₆₀=3.05</td>
<td>R=0.22; R²=0.05; F₁₆,₄₆₀=3.87</td>
</tr>
</tbody>
</table>

DS: dietary supplement.
AA: authors and audiences.
MM: messages and meanings.
RR: representation and reality.
Male group was used as the reference group. Thus, CI and P values were not reported.
Discussion

Principal Findings

This study aimed to investigate the associations between media literacy and DS use in the college-age population. The study revealed that the majority of college students were DS users and used multiple types of supplements. Furthermore, the study found that the MM domain of media literacy showed the highest correlation with DS use. Finally, perceived importance of health was positively related to current DS use and the intention for future DS use.

The study found that 338/467 (72.4%) participants reported using DSs and that 176/467 (37.7%) consumed 3 or more supplements. Among the participants, 252/467 (54.0%) took vitamin B, 191/467 (40.9%) took multivitamins, and 119/467 (25.5%) took calcium. However, few young, healthy students did not intake the required nutrient components [2]. Scholars have recommended that well-nourished adults should stop wasting money on mineral and vitamin supplements; there is no evidence to suggest that these supplements provide any advantage for well-nourished individuals and might even be harmful [31]. Therefore, it is worrying that healthy Taiwanese college students might be more likely to use DSs excessively and thereby harm their health.

As expected, participants with a lower MM media literacy were more likely to be DS users. Moreover, they were more likely to take DSs more frequently and to have higher intentions for future frequent DS use. The MM domain refers to the fact that messages are created with appealing techniques designed to influence consumers’ attitudes and behaviors [20,29,30]. Mass media producers often use certain techniques to make DSs seem healthier and to promote the idea that they optimize nutrition. A convenient approach to maintain or improve health is an attractive strategy for individuals [1]. The MM domain of media literacy addresses these miscommunications by exposing these techniques that are designed to make behaviors seem more normative [30]. Students with adequate MM media literacy were less likely to be influenced by media messages and techniques, as they could critically evaluate the messages of DS; thus, they were more likely to be DS nonusers, to take DSs less frequently, and to have lower intentions for future frequent DS use. Therefore, increasing college students’ awareness about how media messages are created to influence their attitudes and behaviors to reduce their use of DSs is a good strategy.

The study found that the AA and RR domains of media literacy were not related to DS users, their current use, or their intention for future use, thus suggesting that MM may be more important than the other 2 domains in terms of their potential relationship with DS-related behavior. These findings suggest that media literacy programs that merely portray the DS industry as manipulative of particular target markets and describe the difference between narrative media and the true effects of DS use on health may not be enough to reduce college students’ DS use. However, it is unlikely that the insufficiency of such a strategy is because the AA and MM concepts are not important. Media literacy is a multifaceted construct, wherein each of the 3 components plays an important role in media literacy and reveals substantial differences in emphasis [20,30]. The AA domain is associated with how profit-driven media target specific market issues, whereas the RR domain focuses on how media information affects one’s perceptions of reality.

Lucidi et al.’s study [23] found that media literacy intervention, which contains a series of interlocking cognitive processes, for example, the acquisition of knowledge structures, diverse cognitive skills, and the minimization of possible detrimental effects of the media, is effective in reducing the use of DSs (ie, creatine, carnitine, and amino acids) among adolescents. Thus, it is important to first discuss who the author of a message is (ie, the AA domain) that erases the distinction between representation and reality (ie, the RR domain) before diving into how media messages are created to affect their attitudes and behaviors (ie, the MM domain). Accordingly, a successful media literacy program relies on 3 interlocking domains (ie, the AA, MM, and RR domains). Of these, as the MM domain is the most strongly associated with DS use, it should probably be the most emphasized. In addition, young people are the most active internet users in today’s world, and because the internet offers a wide variety of information regarding DSs, future studies should consider the potential influence of electronic health (eHealth) literacy and social media appeals versus advertisements on DS use among young people.

Moreover, the study showed that gender and subjective health status were not related to being a DS user, current use, or intention for future DS use. The study sample was college-age students with high access to resources. Studies have shown that individuals with higher education are more likely to use DSs than those with lower education [1,9]. Moreover, college students are among the healthiest populations [2]. The sample homogeneity may have attenuated the effect of subjective health status and gender on DS use. The associations among gender, age, education, subjective health status, and DS use are worth examining in further studies.

Finally, the study found that the perceived importance of health was not related to being a DS user; however, participants who placed the utmost importance on health were more likely to take DSs frequently and to have higher intentions for future frequent DS use. A total of 338/467 (72.4%) participants in the study were DS users. The high percentage of the population using DSs might buffer the effect of the perceived importance of health on DS users. Messages about and advertisements for DSs are attractive because of the potential for individuals to improve and maintain their health [1]. Previous studies have shown that DS users tend to take DSs to improve or maintain health [2,4,10]. Thus, Taiwanese college students who place the utmost importance on health would likely be taking DSs continuously to improve and maintain their health.

Study Limitations

This study had several limitations. For example, our main media literacy scale is a new scale that has not yet had extensive testing. However, it was based on an established model of media literacy [20]. The study found that the MM domain of media literacy was negatively related to DS use. Future studies should continue to use the same framework or other models to develop and construct other DSMLS instruments. Second, the study...
found that vitamin B, multivitamins, and calcium were the popular types of supplements among Taiwanese college students. Future studies should continue to analyze the associations among the 3 domains of media literacy and the frequency of each type of DS use. Third, many detailed demographic characteristics (ie, body mass index, yearly income, diet category, parental attitudes toward DSs, and parental DS use) were not collected as part of this study. Thus, a broad range of factors that might be influential in determining college students’ media literacy and DS use should be taken into consideration. Finally, this was a cross-sectional study. The intention for future DS use cannot be taken as actual DS use in the next year. Future investigations should examine the associations between media literacy and DS use longitudinally. The study, however, provides a crucial starting point for such studies.

Conclusions
Mass media have been condemned for encouraging young people to take DSs [8], and DS media literacy is an important subset of media literacy that requires independent investigation. To the best of our knowledge, this study is the first to provide evidence for the associations between DS media literacy and DS use in the college-age population. This study revealed that the majority of the college students were DS users and used multiple types of supplements. Thus, discouraging potentially unnecessary DS use is an important consideration in college health education programs.

The study found that the MM domain of media literacy had the highest correlation with low DS use. This finding suggests that to be most effective, media literacy programs designed for college students should more closely examine the various manipulative marketing techniques of media.

Furthermore, for media literacy programs to be successful, future DS-related media literacy using Primack et al.’s theoretical models can be well designed and integrated via school-based experimental interventions. It is suggested to examine the relationship between DS use outcomes and items measuring specific, individual components of media literacy, and further examine how well the program buffers the impact of mass media on adolescents’ DS use by empowering youth to actively and critically analyze and evaluate these media messages rather than being passive targets of the messages. Ultimately, this study found that participants who placed the utmost importance on health were more likely to take DSs frequently and have higher intentions for future DS use. Therefore, future studies should pay more attention to college students who place the utmost importance on health, thereby helping them make healthy choices and choose appropriate DSs according to their health situations.
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Abstract

Background: Nursing workforce shortage has emerged as a global problem. Foreign nurse importation is a popular strategy to address the shortage. The interactions between nursing staff on either side of the Taiwan Strait continue to increase. Since both nurses in Taiwan and nurses in China have adopted nursing information systems to improve health care processes and quality, it is necessary to investigate factors influencing nursing information system usage in nursing practice.

Objective: This study examined the effects of cultural and other related factors on nurses’ intentions to use nursing information systems. The findings were expected to serve as an empirical base for further benchmarking and management of cross-strait nurses.

Methods: This survey was conducted in two case hospitals (one in Taiwan and one in China). A total of 880 questionnaires were distributed (n=440 in each hospital).

Results: The results showed effort expectancy had a significant effect on the intention to use nursing information systems of nurses in China (P=.003) but not nurses in Taiwan (P=.16).

Conclusions: Findings suggest nursing managers should adopt different strategies to motivate cross-strait nurses to use nursing information systems. Promoting effort expectancy is more likely to motivate nurses in China than in Taiwan. This discrepancy is probably due to the less hierarchical and more feminine society in Taiwan.

(J Med Internet Res 2020;22(8):e18078) doi:10.2196/18078
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Introduction

Research Background

Differences in political structures influence cultural development. Eveland et al [1] found cultural differences in political discussions and relationship strength. The natural divide between Taiwan and China, the Taiwan Strait, resulted in differences over time in their political systems and in culture and economy. Past studies on cross-cultural behavioral differences have primarily focused on the manufacturing sector [2-6]. Hofstede [7] reported that power distance was less salient in Taiwan than in mainland China. Power distance directly influences the perceived quality of medical services [8]. In other words, culture could play a key role in the perceived quality of cross-strait nursing services.

The shortage of nursing staff is a long-standing global problem. In Taiwan, this shortage is progressively becoming more serious because of Taiwan’s rapidly aging population [9]. In China, the number of registered nurses surpassed 4 million at the end of 2018, but the workforce is still insufficient [10]. Recently,
interactions between nursing staff on either side of the Taiwan Strait continue to increase. However, nursing training programs are different between Taiwan and China. Furthermore, both nurses in Taiwan and nurses in China are adopting nursing information systems which are designed according to what they have learned. Therefore, the cross-strait nursing management is becoming an important issue that needs to be properly addressed.

Adopting nursing information systems can strengthen the mechanisms that underlie patient safety, improve service efficiency, improve retention rate, reduce work load, and reduce management costs. Similar to other industries in which considerable investment in information systems is required to gain the competitive advantage, the medical industry also invests significant resources in information systems to maintain quality and improve performance. Nurses are responsible for inpatients’ physical and mental well-being, and they are likely to use nursing information systems frequently. Information competency is defined as the ability to find, evaluate, and use information efficiently and is important in electronic or paper-based systems. Information competency is essential for nurses to provide safer, more effective, and more efficient health care and it determines the success in implementing clinical information systems [11]. Research studies have found that nurse information competency can improve the efficient use of information systems and can enhance decision making about patient care [12]. Khezri et al [13] showed that nurses’ informatics competencies have a more critical impact on patient outcomes and organizational success than the information systems did, per se.

**Nursing Information Systems**

Nursing information systems are designed to host all levels of data that nurses collect about nursing activities, resources, research, management, and education. The use of nursing information systems can help nurses provide (or acquire) accurate and real-time clinical information to (or from) patients, physicians, and other health care providers to ensure the provision of high-quality health care. A nursing information system is a computer-based system that collects, retrieves, stores, processes, displays, and communicates information in a timely manner to facilitate nursing care and resource management as well as providing information on patient health [14]. Once the nursing information system has been developed, several important issues emerge (eg, user acceptance, workflow standardization, and automatic operations of procedures).

Nguyen et al [15] found that performance expectancy, effort expectancy, and social influence are positively correlated with intention to use nursing information systems, and nurses reported that the nursing information system could reduce their documentation time and enable them to spend more time with patients. Handayani et al [16] systematically reviewed 56 previous studies on user acceptance factors of hospital information systems and related technologies and identified perceived usefulness or performance expectancy, perceived ease of use or effort expectancy, system quality, and subjective norms or social influence (15 frequent factors) as factors.

### National Culture

A thorough understanding of the background, characteristics, and values of organizational members from different cultures can offer organizations new opportunities to gain competitive advantages and avoid potential threats in information systems. Hofstede et al [17] classified culture into different categories based on six dimensions, namely, power distance, uncertainty avoidance, individualism, masculinity, long-term orientation, and indulgence and the scores on these six dimensions were computed using formulas for 76 countries. Across the Taiwan strait, the same Chinese language is spoken. However, there are cultural differences between these two regions, therefore, cross-strait staff undergo substantial cross-cultural adaptations [18]. The scores that China and Taiwan obtained on the dimensions of power distance, masculinity, uncertainty avoidance, and indulgence revealed that there were substantial differences between the two cultures. Hofstede’s interpretations of the six dimensions are shown in Table 1.

In Table 1, scores between Taiwan and China are largely different in the dimensions of power distance, masculinity, uncertainty avoidance, and indulgence. Chen et al [19] later indicated that cultural differences of individualism, uncertainty avoidance, masculinity, and long-term orientation are more obvious between Taiwan and China. Lin et al [20] used masculinity, collectivism, and uncertainty avoidance to explore the influences on social media users in Taiwan acquiring and sharing health-related information.

In this study, the common dimensions of prior studies—masculinity and uncertainty avoidance—were chosen to verify the culture differences between the two groups of nursing information system users and were used as moderators to examine how their intention on using nursing information systems was influenced accordingly.
Information literacy is a set of competencies and skills that help individuals effectively locate, evaluate, and use the required information. Health care organizations obtain real-time information that can be used for efficient work processes, better patient safety, clinical decision making, and effective health care. Evidence-based nursing practice requires resilient, innovative, accurate, and helpful real-time information, not only from the hospital-wide record systems with quality and performance indicators but also from advanced nursing-related research evidence, and transfers that information to existing routine nursing practice pertaining to patient care. Past studies have found that, in their workplaces, nursing staff often lack the time, resources, and tools to make use of comprehensive real-time information to make decisions regarding patient care. Kleib et al. [21] found that meaninformatics competency scores were significantly related to the age, educational qualification, and years of work experience of nurses. Abdrbo [22] recommended the incorporation of information competencies into nursing programs and the introduction of a major course on nursing informatics. In summary, information literacy is important for nurses on their acceptance of the nursing information system.

The unified theory of acceptance and use of technology (UTAUT) framework is widely used to facilitate research on the adoption of an information system or information technology. UTAUT [23] was proposed and validated on electronic medical records system. Since both the systems and users of nursing information systems and electronic medical records systems are different, adjustments needed to be made to the UTAUT model to incorporate our research goal. In this study, our research model was developed based on the UTAUT by adopting the key variables of performance expectancy, effort expectancy, social influence, and intention to use. Meanwhile, two aforementioned constructs, culture and information literacy, were added to explore the nurses’ intention of using nursing information systems.

Table 1. Six-dimensional model of the national culture of Taiwan and China based on Hofstede [7].

<table>
<thead>
<tr>
<th>Dimension</th>
<th>Taiwan (score)</th>
<th>China (score)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power distance</td>
<td>People accept the established order without requiring further</td>
<td>People believe that inequalities among people are acceptable</td>
</tr>
<tr>
<td></td>
<td>justification (58).</td>
<td>(80).</td>
</tr>
<tr>
<td>Individualism</td>
<td>A collectivistic society in which long-term commitments are</td>
<td>A collectivist culture in which people act in accordance</td>
</tr>
<tr>
<td></td>
<td>shared with close group “members” such as family members (17).</td>
<td>with the interests of the group rather than personal interests</td>
</tr>
<tr>
<td>Masculinity</td>
<td>A slightly feminine society in which the quality of life is a sign</td>
<td>A patriarchal society that is driven by competition,</td>
</tr>
<tr>
<td></td>
<td>of success and standing out from the crowd is not desirable (45).</td>
<td>achievement, and success, whereby people may prioritize work</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>People have a strong preference for the avoidance of uncertainty,</td>
<td>A culture in which people are comfortable with ambiguity and</td>
</tr>
<tr>
<td>avoidance</td>
<td>resulting in an emotional need for rules (69).</td>
<td>believe that truth is relative (30).</td>
</tr>
<tr>
<td>Long-term</td>
<td>People have a pragmatic long-term orientation and an ability to</td>
<td>People believe that truth, to a great extent, depends on a</td>
</tr>
<tr>
<td>orientation</td>
<td>adapt traditions to modern contexts (93).</td>
<td>given situation, context, and time (87).</td>
</tr>
<tr>
<td>Indulgence</td>
<td>No preference on this dimension (49).</td>
<td>People are restrained by social norms and believe that indulging</td>
</tr>
<tr>
<td></td>
<td></td>
<td>themselves is somewhat wrong (24).</td>
</tr>
</tbody>
</table>

Methods

Participants

In this study, we selected two hospitals, Taichung Veterans General Hospital (in Taiwan) and Suzhou Tertiary Hospital (in China). Both hospitals have nursing information systems that are considerably more advanced than those of other hospitals in their respective countries. However, the nursing information systems vary considerably in their scopes. The nursing information systems of Taichung Veterans General Hospital have more functions and wider applications regarding safety and quality assurance. Both nursing information systems and their host hospitals are described.

Taichung Veterans General Hospital is a medical center in central Taiwan that has 1500 beds and 3700 employees. It can serve 7000 outpatients and 190 patients/day at the emergency room. The development of its hospital information systems began in 1970, and nursing information systems were implemented in 1993. This was the first of its kind implemented in the nursing department in Taiwan. Subsequently, a wide range of information-based systems were implemented in the department, including a web-based nursing information systems, mobile nursing stations, computerized nursing shift guidelines, a computerized discharge plan, digital signatures on digital medical records, an emergency room nursing information systems, a nutritional evaluation system, a social welfare consultation services support system, a system for patient recognition during blood transfusion, a newborn care evaluation tool, and six types of pain assessments. In 2016, this hospital’s nursing information systems received the Safety and Quality Certificate Silver Award under the category of National Health and Medical Quality.

In 1988, Suzhou Tertiary Hospital was founded as the General Hospital for the Nuclear Industry and for Sino-French Friendship. It has 1976 employees, including 1653 health professionals, 18 teaching doctors, and 105 teaching postgraduates. The initial information systems implemented in this hospital were electronic health care record systems, which consisted of computerized nursing forms, vital-sign records, ...
and a credit management system. The first version of the nursing management information system was also implemented. Other supporting systems have also been implemented such as statistical analysis of adverse events, label printing, specimen collection and confirmation information systems, supply center information systems, the quality of health and medical records, blood transfusion system, drug tracking system, nursing quality management system, emergency information system, and catheter room information system.

Ethical approval to conduct this study was approved by the Institutional Review Board of Taichung Veterans General Hospital (serial number: CE16137A#1). In accordance with the Institutional Review Board regulations of this study, the data are not publicly available.

Nursing staff members who had at least two years of work experience in the two aforementioned hospitals and prior experience with the nursing information systems were invited for study. All the selected nursing members were informed that their participation was voluntary, that they had the right to withdraw from the study at any time, and that their personal information remained confidential.

**Study Design**

Nursing information systems in the two case hospitals were not identical. The purpose of the study was to investigate system usability instead of the systems per se, hence we adopted the key constructs of the UTAUT related to system usability. Since both hospitals had a sufficient number of up-to-date facilities for the functioning of nursing information systems, we examined only 3 variables that influence users’ intention of the UTAUT (ie, performance expectancy, effort expectancy, and social influence), and in addition, used information literacy and culture variables to ascertain the acceptance and usage of nursing information systems. Performance expectancy was defined as the extent to which an individual believes that using nursing information systems will help enhance job performance. Effort expectancy was defined as the ease-of-use expectancy in using nursing information systems. Social influence was defined as the extent to which an individual believes that others expect them to use the nursing information systems. The research model is shown in Figure 1. The research model was tested differently between the Taiwan and China groups; therefore, culture was used as moderator to examine all the relations of the research framework. Based on the research model shown in Figure 1, we formulated the following hypotheses.

---

**Figure 1.** Research framework.
Hypothesis 1: Nurses who believe nursing information systems will enhance their performance are more willing to use the system.

Hypothesis 2: Nurses who expected a high degree of ease in using the nursing information systems will be more willing to use the systems.

Hypothesis 3: Nurses who perceive other caregivers who use nursing information systems receiving higher levels of social influence are more willing to use the system.

Hypothesis 4: Nurses with higher levels of information literacy will have higher performance expectations of nursing information systems.

Hypothesis 5: Nurses with higher levels of information literacy will expect higher degrees of ease in using nursing information systems.

The model was validated by data obtained separately by the two groups of nurses. Culture is a moderator that moderates the five relationships among variables of the research model. As previously mentioned, the common dimensions used in prior studies, ie, masculinity and uncertainty avoidance, were chosen to verify the cultural differences of the two groups of nursing information system users. A two-sample t test showed that masculinity (t_{297}=-5.15, P=.002) and uncertainty avoidance (t_{297}=4.45, P=.02) dimensions were significantly different between two groups (Multimedia Appendix 1). Therefore, the masculinity and uncertainty avoidance differences were used as moderators in this study.

Instrument Development

Based on the literature review, we first developed a preliminary list of measurement items. Subsequently, we modified the item contents to enhance the reliability and validity of the indicators. Participants were instructed to respond to each item on a 5-point Likert scale (with 1 = strongly disagree, 5 = strongly agree). In order to examine the validity of the questionnaire, 3 experts (2 from China and 1 from Taiwan) with substantial experience in the field of nursing information systems were invited. In addition, 2 academic experts who taught and published papers on nursing information systems developments were invited to form an expert panel. They were asked to examine the research framework, format of the measurement items, length of the instrument, and wording of the scale items. Based on the feedback and suggestions that were provided by the 5 experts, the questionnaire was modified to enhance the validity of the scale items. The modified measurement items were pretested on 3 nurses. Next, a pilot study was conducted and 15 experienced nursing information systems users in each of the two hospitals were invited to participate in the pilot study. According to Gorsuch [24], the number of participants should be at least 5 to 10 times the number of items, and the sample size should be greater than 100 whenever factors analyses are performed on the acquired data. The questionnaire consisted of 34 items related to the research model (Multimedia Appendix 1) and 6 items of demographic information including age, educational level, job title, work experience, and level of computer skills. Finally, we distributed online or paper questionnaires (N=880; Taiwan: n=440; China: n=440). SPSS statistical software (version 22.0; IBM Corp) and SmartPLS (version 3.2.6; SmartPLS GmbH) [25] were used to conduct statistical analyses. In this study, the bootstrapping method with 5000 resamples was used to determine the level of statistical significance of each hypothesis [26].

Reliability and Validity

We employed the partial least squares approach of structural equation modeling to examine the psychometric properties of the assessment and path coefficients of the structural equation. This analysis was executed using SmartPLS. Reliability analysis was conducted by computing Cronbach α and composite reliability. Scales were considered to have satisfactory reliability if the Cronbach α and composite reliability of each construct were higher than 0.8 and 0.70 [26,27], respectively. In this study, the Cronbach α and composite reliability of all the constructs exceeded 0.8. Therefore, the scales had a satisfactory reliability. Furthermore, the average variance extracted value of each construct should be greater than 0.50, the variance caused by measurement error, to have convergent validity [26]. In this study, the average variance extracted of all the constructs exceeded 0.64. Therefore, the scales had a reasonable convergent validity. Finally, the values of discriminant validity, the square root of the average variance extracted value of each construct in the model, should all be greater than the estimated correlations between the respective construct and other constructs. The square root of the average variance extracted value of each construct is shown in the Multimedia Appendix 1. Items with loadings less than 0.4 were excluded from the final analysis. The results of reliability and validity analyses are shown in Multimedia Appendix 1. The instrument demonstrated acceptable composite reliability and convergent and discriminant validity.

Results

Overview

Questionnaires with invalid responses were discarded prior to statistical analyses. Valid responses were obtained from a total of 799 participants (Taiwan: n=400, China: n=399).

Descriptive Statistics

Table 2 shows the demographic characteristics of the participants, including their age, educational level, job title, work experience, and level of computer skills.

Most nurses in our study were women (394/400, 98.5%) with an intermediate level of computer literacy (299/400, 74.8%). Nurses from the hospital in Taiwan were older (older than 30 years: 264/400, 66.0%), had a job title of nurse (305/400, 76.3%), had a bachelor’s degree or higher educational qualification (358/400, 89.6%), and had longer work experience (216/400 or 54.1% had more than 10 years of work experience). In contrast, most of the nurses from the hospital in China were younger (older than 30 years: 264/400, 66.0%), had a job title of nurse (305/400, 76.3%), had a bachelor’s degree or higher educational qualification (358/400, 89.6%), and had longer work experience (216/400 or 54.1% had more than 10 years of work experience).
The high ratio of nurses with bachelors’ degrees or higher, 89.6% (358/400) for Taiwan and 68.7% (274/399) for China, may explain their intermediate level of computer literacy, because courses of introduction to computer software or basic programming are taught as compulsory general courses at college level on both sides.

Table 2. Demographic characteristics of participants from Taiwan and China.

<table>
<thead>
<tr>
<th>Characteristic, category</th>
<th>Taiwan (n=400), n (%)</th>
<th>China (n=399), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>6 (1.5)</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td>Female</td>
<td>394 (98.5)</td>
<td>393 (98.5)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>20 (5.0)</td>
<td>45 (11.3)</td>
</tr>
<tr>
<td>26-30</td>
<td>116 (29.0)</td>
<td>175 (43.9)</td>
</tr>
<tr>
<td>31-35</td>
<td>87 (21.8)</td>
<td>94 (23.6)</td>
</tr>
<tr>
<td>36-40</td>
<td>44 (11.0)</td>
<td>42 (10.5)</td>
</tr>
<tr>
<td>41-45</td>
<td>58 (14.5)</td>
<td>27 (6.8)</td>
</tr>
<tr>
<td>46-50</td>
<td>45 (11.3)</td>
<td>9 (2.3)</td>
</tr>
<tr>
<td>&gt;50</td>
<td>30 (7.5)</td>
<td>7 (1.8)</td>
</tr>
<tr>
<td><strong>Educational level</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school</td>
<td>0 (0.0)</td>
<td>3 (0.8)</td>
</tr>
<tr>
<td>Community college</td>
<td>42 (10.5)</td>
<td>122 (30.6)</td>
</tr>
<tr>
<td>University bachelor’s degree</td>
<td>303 (75.8)</td>
<td>268 (67.2)</td>
</tr>
<tr>
<td>Master’s degree or higher</td>
<td>55 (13.8)</td>
<td>6 (1.5)</td>
</tr>
<tr>
<td><strong>Job title</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nurse</td>
<td>305 (76.3)</td>
<td>47 (11.8)</td>
</tr>
<tr>
<td>Team leader</td>
<td>6 (1.5)</td>
<td>242 (60.7)</td>
</tr>
<tr>
<td>Vice head nurse</td>
<td>18 (4.5)</td>
<td>94 (23.6)</td>
</tr>
<tr>
<td>Head nurse or higher</td>
<td>13 (3.3)</td>
<td>16 (4.0)</td>
</tr>
<tr>
<td>Other</td>
<td>58 (14.5)</td>
<td>0 (0.0)</td>
</tr>
<tr>
<td><strong>Work experience (years)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-2</td>
<td>0 (0.0)</td>
<td>11 (2.8)</td>
</tr>
<tr>
<td>2-5</td>
<td>72 (18.0)</td>
<td>77 (19.3)</td>
</tr>
<tr>
<td>5-10</td>
<td>112 (28.0)</td>
<td>169 (42.4)</td>
</tr>
<tr>
<td>10-15</td>
<td>67 (16.8)</td>
<td>66 (16.5)</td>
</tr>
<tr>
<td>&gt;15</td>
<td>149 (37.3)</td>
<td>76 (19.0)</td>
</tr>
<tr>
<td><strong>Level of computer skills</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>57 (14.2)</td>
<td>33 (8.3)</td>
</tr>
<tr>
<td>Intermediate</td>
<td>299 (74.8)</td>
<td>305 (76.4)</td>
</tr>
<tr>
<td>Low</td>
<td>44 (11.0)</td>
<td>61 (15.3)</td>
</tr>
</tbody>
</table>

**Structural Model Analysis**

Figure 2 and Figure 3 show the estimated path coefficients and explanatory $R^2$ values separately for the samples from the hospitals in Taiwan and China.

Results from analyses of the sample of nurses from the hospital in Taiwan supported all our hypotheses, except hypothesis 2 ($\beta=0.055$, $r=1.5$, $P=.16$). Performance expectancy ($\beta=0.284$, $t=5.6$, $P<.001$) and social influence ($\beta=0.533$, $t=10.0$, $P<.001$) had a positive effect on nursing information systems usage intentions. Hypothesis 1 and hypothesis 3 were hence supported. However, effort expectancy was not significantly related to nursing information systems usage intentions. Hypothesis 2 was hence not supported. Information literacy had a positive effect on both performance ($\beta=0.373$, $t=5.1$, $P<.001$) and effort expectancy ($\beta=0.503$, $t=8.9$, $P<.001$). Hypothesis 4 and hypothesis 5 were hence supported. Overall, the model explained...
65.7% (R^2=0.657) of the variance in nursing information systems usage intentions.

Results from analyses of the sample from the hospital in China supported all our hypotheses. Performance (β=0.155, t=3.5, P<.001), effort expectancy (β=0.147, t=2.9, P=.003), and social influence (β=0.550, t=11.1, P<.001) had a positive influence on nursing information systems usage intentions. Hypothesis 1, hypothesis 2, and hypothesis 3 were hence supported.

Information literacy had a positive influence on both performance (β=0.306, t=3.3, P<.001) and effort expectancy (β=0.529, t=8.8, P<.001). Hypothesis 4 and hypothesis 5 were hence supported. Overall, the model explained 56.6% (R^2=0.566) of all the variance in nursing information system usage intentions. The comparison of the results of path analyses and hypothesis testing between the samples are shown in Table 3.

**Figure 2.** Path analysis results of Taiwan.

**Figure 3.** Path analysis results of China.
In addition to promoting performance expectancies, nursing it will enhance their performance and fulfill social expectations. Nurses are likely to use a particular system if they believe that nursing information system usage intentions. In other words, expectancy and social influence were significant predictors of systems usage intentions. Results revealed that performance kind in exploring cultural influences on nursing information systems regardless of the degree of ease in using the system.

First, the results confirmed Nguyen et al’s [15] findings using the UTAUT model. Furthermore, this study is the first of its kind in exploring cultural influences on nursing information systems usage intentions. Results revealed that performance expectancy and social influence were significant predictors of nursing information system usage intentions. In other words, nurses are likely to use a particular system if they believe that it will enhance their performance and fulfill social expectations. In addition to promoting performance expectancies, nursing managers should capitalize on the social influences from peer groups and colleagues to promote usage of nursing information systems among both nurses in Taiwan and nurses in China. It is also important for managers to be aware that the positive effects of performance expectancy on the motivation to use nursing information systems are stronger among nurses in Taiwan than among nurses in China.

However, operational ease has an effect only on users who belong to societies (eg, China) that are more accepting of inequality and people are more driven by competition. Therefore, hospital managers should promote effort expectancies to motivate nurses in China to use nursing information systems. For example, helping nurses complete their tasks more easily and improving the quality of their work should be regarded as the most important objective in nursing information system designs. Samples of nurses in Taiwan and in China showed that information literacy had a positive effect on performance and effort expectancies. This indicates that stronger information literacy promotes expectancies that the use of nursing information systems will improve performance and not be effortful. This in turn likely enhances nursing information systems usage intentions.

Discussion

Culture Influences Nursing Information Systems Usage Intention

In this study, the key constructs of the UTAUT, cultural differences, and information literacy were integrated to develop a better theoretical framework through which factors affecting nursing information systems usage intentions can be examined. First, the results confirmed Nguyen et al’s [15] findings using the UTAUT model. Furthermore, this study is the first of its kind in exploring cultural influences on nursing information systems usage intentions. Results revealed that performance expectancy and social influence were significant predictors of nursing information system usage intentions. In other words, nurses are likely to use a particular system if they believe that it will enhance their performance and fulfill social expectations. In addition to promoting performance expectancies, nursing managers should capitalize on the social influences from peer groups and colleagues to promote usage of nursing information systems among both nurses in Taiwan and nurses in China. It is also important for managers to be aware that the positive effects of performance expectancy on the motivation to use nursing information systems are stronger among nurses in Taiwan than among nurses in China.

However, operational ease has an effect only on users who belong to societies (eg, China) that are more accepting of inequality and people are more driven by competition. Therefore, hospital managers should promote effort expectancies to motivate nurses in China to use nursing information systems. For example, helping nurses complete their tasks more easily and improving the quality of their work should be regarded as the most important objective in nursing information system designs. Samples of nurses in Taiwan and in China showed that information literacy had a positive effect on performance and effort expectancies. This indicates that stronger information literacy promotes expectancies that the use of nursing information systems will improve performance and not be effortful. This in turn likely enhances nursing information systems usage intentions.

Research Limitations

This study collected data via both online and paper questionnaires. Since the questionnaire was self-reported by respondents, it is hard to confirm the authenticity of respondents’ answers. In addition, assuming everything else being equal, culture is expected to be the main reason why effort expectancy was related to nursing information system use only in China but not in Taiwan. Since the study was conducted in an open environment instead of in an experimental laboratory, applying the results of this study may need caution.

Direction of Future Studies

Cross-strait nurse movement is mainly from mainland China to Taiwan, due to Taiwan’s nurse shortage. However, this study

Table 3. Comparison of hypotheses test results.

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Nurses in Taiwan</th>
<th>Nurses in China</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Nurses who believe the NIS(^a) will enhance their performance are more willing to use the system.</td>
<td>(\beta = 0.284), (t = 5.557), (P &lt; .001)</td>
<td>(\beta = 0.155), (t = 3.535), (P &lt; .001)</td>
</tr>
<tr>
<td>2. Nurses who expect a high degree of ease in using the NIS will be more willing to use the system.</td>
<td>(\beta = 0.055), (t = 1.461), (P = .16)</td>
<td>(\beta = 0.147), (t = 2.959), (P = .003)</td>
</tr>
<tr>
<td>3. Nurses who perceive other caregivers who use the NIS have a higher level of social influence than them are more willing to use the system.</td>
<td>(\beta = 0.533), (t = 10.021), (P &lt; .001)</td>
<td>(\beta = 0.550), (t = 11.135), (P &lt; .001)</td>
</tr>
<tr>
<td>4. Nurses with higher levels of information literacy will have higher performance expectancies of the NIS.</td>
<td>(\beta = 0.373), (t = 5.083), (P &lt; .001)</td>
<td>(\beta = 0.306), (t = 3.276), (P &lt; .001)</td>
</tr>
<tr>
<td>5. Nurses with higher levels of information literacy will expect higher degree of ease in using the NIS.</td>
<td>(\beta = 0.503), (t = 8.946), (P &lt; .001)</td>
<td>(\beta = 0.529), (t = 8.828), (P &lt; .001)</td>
</tr>
</tbody>
</table>

\(\text{NIS: nursing information system}\)

All the relationships in the research framework between the groups were similar except the effect of effort expectancy on nurses’ information systems usage intentions was stronger with participants from the hospital in China (\(\beta = 0.147\), \(t = 3.0\), \(P = .003\)) than with participants from the hospital in Taiwan (\(\beta = 0.055\), \(t = 1.5\), \(P = .16\)). With regard to cultural effects, this indicated that, assuming all else equal, the participants from the hospital in China were more prepared to take risks (lower uncertainty avoidance) and more competitive (greater masculinity) than the participants from the hospital in Taiwan. In contrast, nurses from the hospital in China lived in a more risk-averse, less competitive, and slightly feminine society. They would likely have used nursing information systems regardless of the degree of ease in using the system. Furthermore, nurses from the hospital in Taiwan may have more realistic expectations of the amount of effort required in using the nursing information systems.

### Decision

\(P = .003\) (Support) \(\beta = 0.147\), \(t = 2.959\)

\(P = .16\) (Reject) \(\beta = 0.147\), \(t = 2.959\)

\(P < .001\) (Support) \(\beta = 0.155\), \(t = 3.535\)

\(P < .001\) (Support) \(\beta = 0.550\), \(t = 11.135\)

\(P = .003\) (Support) \(\beta = 0.306\), \(t = 3.276\)

\(P < .001\) (Support) \(\beta = 0.529\), \(t = 8.828\)

\(P < .001\) (Support) \(\beta = 0.503\), \(t = 8.946\)

\(P = .16\) (Reject) \(\beta = 0.147\), \(t = 2.959\)
also found a shortage of nurses in mainland China (nursing managers and leaders) which led to nurse movement from Taiwan to mainland China. In addition, both Chinese and Taiwanese medical systems are hybrid models and each hospital may develop its own medical information systems. Therefore, not only cross-strait but also cross-hospital nurses need to adopt new nursing information systems. This study explored the impact of culture and UTAUT key variables on nurses’ nursing information systems usage intentions to develop strategies and refine nursing management and care processes. Future studies can explore more factors affecting perceived ease of use and satisfaction with using nursing information system, to incorporate motivation theory, and to extend the present study findings to further promote the acceptance of nursing information systems among users and mitigate the nursing workforce shortage.

Conclusions
Managing an international workforce is a global issue and understanding cultural differences can help managers run their organizations smoothly and efficiently. In this regard, this study has two key contributions. First, we explored perceptions of and knowledge about nursing information systems of nurses in China and nurses in Taiwan. With knowledge of the differences between nurses on both sides of the Taiwan Strait, hospitals can be in a position to better encourage nurses to use nursing information systems more efficiently while providing care. Meanwhile, differences in the scope of the nursing information system between both countries can provide focus points for cross-strait on the job nurse training programs. The consequence is likely to further enhance the quality of services when hiring cross-strait nurses.

Additionally, cross-strait system vendors can make use of our findings to better understand behavioral differences in the acceptance and use of the nursing information systems between nurses in Taiwan and nurses in China. System vendors should modify their system development strategies to fit the cross-strait nursing industry better. For example, more intuitive user interfaces such as drop-down menus and popup help desks or windows are suggested to increase the degree of ease in using nursing information systems. Finally, this study is one of the first attempts to explore cultural influences on the cross-strait nursing industry. Cultural differences are often discussed within the context of the manufacturing industry, but only Li et al [28] have explored such differences in the behavioral intentions of health care employees. In this regard, this study expands the scope of this domain of research and contributes new findings to the existing literature.
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Abstract

Background: The introduction of health information technology (HIT) has drastically changed health care organizations and the way health care professionals work. Some health care professionals have trouble coping efficiently with the demands of HIT and the personal and professional changes it requires. Lagging in digital knowledge and skills hampers health care professionals from adhering to professional standards regarding the use of HIT and may cause professional performance problems, especially in the older professional population. It is important to gain more insight into the reasons and motivations behind the technology issues experienced by these professionals, as well as to explore what could be done to solve them.

Objective: Our primary research objective was to identify factors that influence the adoption of HIT in a sample of nurses who describe themselves as digitally lagging behind the majority of their colleagues in their workplaces. Furthermore, we aimed to formulate recommendations for practice and leadership on how to help and guide these nurses through ongoing digital transformations in their health care work settings.

Methods: In a Dutch university medical center, 10 face-to-face semi-structured interviews were performed with registered nurses (RN). Ammenwerth’s FITT-framework (fit between the Individual, Task, and Technology) was used to guide the interview topic list and to formulate themes to explore. Thematic analysis was used to analyze the interview data. The FITT-framework was also used to further interpret and clarify the interview findings.

Results: Analyses of the interview data uncovered 5 main categories and 12 subthemes. The main categories were: (1) experience with digital working, (2) perception and meaning, (3) barriers, (4) facilitators, and (5) future perspectives. All participants used electronic devices and digital systems, including the electronic health record. The latter was experienced by some as user-unfriendly, time-consuming, and not supportive in daily professional practice. Most of the interviewees described digital working as “no fun at all,” “working in a fake world,” “stressful,” and “annoying.” There was a lack of general digital knowledge and little or no formal basic digital training or education. A negative attitude toward computer use and a lack of digital skills contributed to feelings of increased incompetency and postponement or avoidance of the use of HIT, both privately and professionally. Learning conditions of digital training and education did not meet personal learning needs and learning styles. A positive impact was seen in the work environment when colleagues and nurse managers were aware and sensitive to the difficulties participants experienced in developing digital skills, and when there was continuous training on the job and peer support from digitally savvy colleagues. The availability of a digital play environment combined with learning on the job and support of knowledgeable peers was experienced as helpful and motivating by participants.

Conclusions: Nurses who are digitally lagging often have had insufficient and ineffective digital education. This leads to stress, frustration, feelings of incompetency, and postponement or avoidance of HIT use. A digital training approach tailored to the
learning needs and styles of these nurses is needed, as well as an on-the-job training structure and adequate peer support. Hospital management and nurse leadership should be informed about the importance of the fit between technology, task, and the individual for adequate adoption of HIT.

(J Med Internet Res 2020;22(8):e15630) doi:10.2196/15630
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Introduction

Background

Health care has been rapidly transformed by the introduction of health information technology (HIT) [1-3]. The introduction of the electronic health record (EHR) and different eHealth devices have drastically changed the daily practice of health care professionals and the way that health care is delivered. This change will continue as robots and artificial intelligence become gradually embedded into health care [4-6]. It is generally believed that HIT adds to the safety and quality of health care and reduces morbidity and mortality. This requires broad adoption, implementation, and other changes in health care processes and tasks, on an individual, national, and organizational level [7,8].

Several barriers have been identified in the implementation of HIT and the associated changes impacting different organizational levels, such as the structure of the organization, the tasks performed, the incentives given, and the way information processes are developed and organized [8,9]. The adoption of digital technology is a complex process with several influencing factors on the individual level, such as perceived ease of use and usefulness, training, helping conditions, and personality traits, as well as computer anxiety and self-efficacy [10-12]. Negative and positive emotions influence the learning process and must be acknowledged during training [13]. As such, the uptake of HIT by health professionals does not always match expectations [14,15]. There is a growing awareness and general acceptance of the need for a sociotechnical approach to the implementation of HIT, emphasizing the importance of focusing on the social aspects of HIT implementation as well as on the technical aspects of a system. The implementation process is far from linear and predictable, and the fit between work processes and tasks, information technology, and individual characteristics determines the success of implementation [9].

In the Netherlands, nurses are the largest group of registered health professionals, and the government is strongly stimulating HIT in all health care settings [7]. As such, it follows that nurses will be increasingly confronted with and involved in HIT developments. Research shows several affecting factors in the general population of nurses, such as the fact that little attention has been given to the influence of HIT on the workflow of nurses in the early stages of HIT implementation, and a lack of digital training and organizational support [16,17]. Currently, there is little research on the impact of HIT on the daily work of nurses, although it has been suggested that it has the potential to reduce health care costs and improve quality of care [18].

Until now, there have not been specific studies addressing the target group of nurses who are digitally lagging behind the majority of working nurses in the field. A literature review study [19] on issues and concerns related to the adoption and use of electronic medical records (EMR) reveals the importance of the consideration and exploration of attitudes in nurses and their personal use of information technology (IT) devices regarding EHR adoption. This study also shows that negative attitudes toward computer usage, minimal skill levels, and low levels of change readiness do not improve self-confidence in nurses regarding IT adoption. This combination of factors is more likely to be present in older nurses, suggesting that this group might need more training than others who are more comfortable around computers. Hence, the commonly applied one-size-fits-all training approach might not be effective in this situation. Another study [20], using self-assessment scales to measure computer literacy and attitudes towards computer use in registered nurses, found that 1-3% of participant scores (N=688) fell into categories representing inadequate digital skills or cyberphobia. The age of the participants in these categories was not described. Some age-correlated results were found in a study [21] with an intention-to-use survey in a group of 113 registered nurses, revealing that older nurses (ages not defined) had statistically significantly less perceived computer self-efficacy than their younger colleagues.

The aging workforce of nursing has significant implications for the near future of nursing care and health care in general, especially in relation to increasing nursing shortages [22-24]. Not only do older nurses struggle with the physical demands of nursing work, but cognitive declines are also becoming more manifest, exemplified in struggles to keep pace with paper and digital work and dealing with declines in memory. These aspects could be exacerbated by the ever-changing workplace, the speed of technological advances, and the need to continuously develop new skills. Coping with many professional demands and changes is more challenging at an older age [23,25,26]. Hence, age is viewed as a predisposing factor. Health care organizations are challenged with creating healthy working environments that stimulate change readiness and motivate nurses of all ages to continue working and become competent and digitally skilled health professionals [22,27].

In the past two decades, several studies have looked at the experiences of nurses confronted with the demands of a rapidly evolving digital health care environment [21,27-30]. Several of these studies focused on nurses’ experiences with EHR implementation [21,28-30]. Research methods varied, including individual interviews, focus groups, surveys, and observations in daily practice. When individual interviews were performed,
the scope was on EHR usability and adoption. One study [28] examined EHR adoption by health care professionals by studying the way they make sense of HIT. A general finding of all these studies was that the adoption and implementation of HIT needs thorough insight and knowledge of the way different groups of health care professionals handle substantial changes in their work routines. A systematic review on the implementation of EHR in hospitals identified that organizations and their leadership should be alert to managing the balance between the technology and the work processes to improve the fit between health care professionals and the HIT they use [9].

**Study Aim**

There is a growing number of studies that report on the factors that influence HIT adoption in health care professionals. However, we specifically wanted to explore the experiences and needs of nurses who define themselves as digitally lagging behind the majority of their colleagues at their workplaces. This is a small and sometimes invisible group of professionals who are known to struggle with the demands of digital transformation in health care. Our aim was to uncover the views and needs of these nurses, and to deepen our understanding of the contextual and individual characteristics that affect their situation. Furthermore, we wanted to formulate recommendations for practice and leadership on how to help and guide these nurses through ongoing digital transformations in their health care work setting. We aimed to identify factors that influence the adoption of HIT in a sample of nurses who describe themselves as digitally lagging behind the majority of their colleagues at their workplaces.

**Methods**

**Setting**

The study was conducted in Radboud University Medical Center, a Dutch university hospital setting with 600 inpatient beds. In 2013, a new and fully integrated EHR was implemented hospital-wide. This hospital is one of the leading digital front runners in the Netherlands, and it is accredited with a HIMSS/EMRAM stage 7 status since 2015.

**Data Collection**

From November to December 2017, semi-structured interviews were conducted with 10 registered nurses. Participants were selected by purposive sampling. In August 2017, an email was sent to all nurse managers of the hospital departments asking whether they knew nurses who had difficulties working with HIT in daily practice. The nurse managers drew from information gained from regular performance interviews conducted between nurse management and individual nurse staff members, in which usage of HIT, technology, and software systems is a standard item. The nurse managers identified the nurses who met our criteria and asked them to consider taking part in our research. Those who expressed interest were contacted and informed of the details of the research and the interview. Of the nurses who were approached, 10 agreed to an interview and were included after providing written consent for study participation.

**Interviews**

Prior to the interview, nurses were sent an interview topic list so they could prepare themselves. Of the 10 interviews that were conducted, 9 occurred in a location outside of the hospital. The trained interviewer had no professional or private relationship with any of the participants. The interviewer made field notes during the interviews. After completing 2 interviews, the integral audio recordings of the interviews were listened to, and the topic list and interview techniques were confirmed. No further adjustments to the topic list were considered necessary. The mean duration of the interviews was 84 minutes (65 minutes minimum, 103 minutes maximum). All interviews were audio-recorded and transcribed. The manuscripts were sent to the participants for member checks and triangulation. One respondent wanted some changes made to the interview manuscript.

**Interview Topic List**

We identified possible themes in the current literature to explore during the interviews. A concept topic list was made, and we decided to use Ammenwerth’s FITT-framework [31] as a basis for further development of the interviews. We compared our concept topic list with the different fit-axes of the framework to see if they were all broadly covered (Table 1). In addition, we discussed the topic list with several experts on information and communications technology (ICT) implementation and change management in the hospital.
Table 1. Interview topic list compared with the FITT-framework fit-axes; FITT: fit between Individual, Task, and Technology.

<table>
<thead>
<tr>
<th>INTERVIEW TOPICS</th>
<th>EXPLORED FIT-AXES</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Digital working in health care practice</strong></td>
<td></td>
</tr>
<tr>
<td>Views and attitudes of digitization and automation in general</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Views and attitudes of digitization and automation in professional practice</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td><strong>Experience using digital systems and devices</strong></td>
<td></td>
</tr>
<tr>
<td>Changes in daily life and professional practice after the introduction of digital systems and devices</td>
<td>Task – Technology</td>
</tr>
<tr>
<td>Individual learning challenges</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Who or what helped in getting digital skills and competencies</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Advantages, disadvantages, and pitfalls of digital working</td>
<td>Individual – Task</td>
</tr>
<tr>
<td>Facilitators and barriers of digital working</td>
<td>Individual - Technology</td>
</tr>
<tr>
<td></td>
<td>Task - Technology</td>
</tr>
<tr>
<td></td>
<td>Individual – Task</td>
</tr>
<tr>
<td><strong>Outlook on the future</strong></td>
<td></td>
</tr>
<tr>
<td>Outlook towards the future of digital working and nursing practice</td>
<td>Task – Technology</td>
</tr>
<tr>
<td>Needs and wishes to stay connected and competent on digital developments</td>
<td>Individual – Technology</td>
</tr>
</tbody>
</table>

The FITT-framework

FITT stands for the fit between the individual, the task, and the technology. Ammenwerth developed and used this framework to evaluate the IT adoption of nurses in clinical wards by analyzing the characteristics of the users, the tasks they had to perform, and the characteristics of the technology. The framework is shown in Figure 1. Ammenwerth describes several barriers and facilitators for each of the 3 components of the framework. A poor fit might lead to frustration and, in the end, a boycott of ICT use. According to Ammenwerth, the model can help identify and analyze reasons for ICT adoption to guide the implementation process. However, it must be noted that a stable situation on the 3 fit-axes is almost impossible due to the influences of external factors, such as changing organization structures, advances in technology, and other external factors.

Figure 1. The FITT-framework of information technology (IT) adoption (Ammenwerth, 2006); FITT: fit between Individual, Task, and Technology.

Analysis

Thematic analysis was used to analyze the data [32]. The purpose of thematic analysis was to get to know the data by reading and re-reading. First, codes were generated and overarching themes were identified. Two researchers analyzed the interviews and coded the text independently of each other by assigning conceptual labels to data [33]. The 2 researchers discussed the coding on 7 occasions and discussed discrepancies until consensus was reached. A process of identifying text fragments relating to the research question was undertaken, and 183 text fragments were marked. One researcher categorized the codes about the same parts of the research question and discussed the categorization to reach consensus. This resulted in 5 main categories and 12 subthemes (Table 2). After analyzing the last 2 interviews, no additional information was presented, and saturation was reached. The interviews were analyzed and coded using the program ATLAS.ti (version 8.0, Atlas.ti Scientific Software Development GmbH) [34]. We used the COREQ (consolidated criteria for reporting qualitative research) checklist to report the results [35,36].
Table 2. Main categories, subthemes, and mapping with elements of the FITT-framework; FITT: fit between Individual, Task, and Technology.

<table>
<thead>
<tr>
<th>Category, Subtheme</th>
<th>Mapping with Axes of the FITT-framework</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experience with digital working</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>First experience and current use</td>
<td>Individual – Task</td>
</tr>
<tr>
<td>Positive and negative experiences</td>
<td>Task – Technology</td>
</tr>
<tr>
<td>Perception and meaning</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Emotions, feelings</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Attitude toward digital working</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Barriers</td>
<td>Individual – Task</td>
</tr>
<tr>
<td>Lacking digital knowledge and skills</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Person-related barriers</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Digital training not tailored to needs</td>
<td>Individual – Task</td>
</tr>
<tr>
<td>Facilitators</td>
<td>Individual – Task</td>
</tr>
<tr>
<td>Acknowledgement from management</td>
<td>Individual – Task</td>
</tr>
<tr>
<td>Tailored training, peer-to-peer learning</td>
<td>Individual – Task</td>
</tr>
<tr>
<td>Help at hand (at work and at home)</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Future perspective</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>General outlook to future</td>
<td>Individual – Technology</td>
</tr>
<tr>
<td>Future learning needs</td>
<td>Individual – Task</td>
</tr>
</tbody>
</table>

**Ethics**

The ethics committee of the Radboud University Medical Center waived the request to approve the study as it did not fall under the Medical Research Involving Human Subjects Act in the Netherlands.

**Results**

**Characteristics of Participants**

All 10 participants were registered nurses (RN) working in the University’s medical center. Of the 10 participants, 7 were women, 3 were men, and their mean age was 56 (median 54; range 52-63). The mean duration of employment at the hospital was 28.9 years (range 20-39). Of the 10 nurses, 7 nurses worked in a nursing ward or a daycare ward, 2 worked in the outpatient clinic, and 1 combined their nursing work with administrative tasks. Table 3 presents participant characteristics.
Table 3. Characteristics of participants (N=10).

<table>
<thead>
<tr>
<th>Participant Characteristic</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age in years, mean (median; range)</td>
<td>56 (54; 52-63)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Female</td>
<td>7 (70)</td>
</tr>
<tr>
<td>Nursing education, n (%)</td>
<td></td>
</tr>
<tr>
<td>Diploma</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Bachelor</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Unknown</td>
<td>4 (40)</td>
</tr>
<tr>
<td>Years of employment at the organization, mean (median; range)</td>
<td>28.9 (28.9; 20-39)</td>
</tr>
<tr>
<td>Work setting, n (%)</td>
<td></td>
</tr>
<tr>
<td>Non-bedside</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Nursing ward</td>
<td>6 (60)</td>
</tr>
<tr>
<td>Daycare unit</td>
<td>1 (10)</td>
</tr>
<tr>
<td>Outpatient clinic</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Usage of devices at home, n (%)</td>
<td></td>
</tr>
<tr>
<td>Smartphone</td>
<td></td>
</tr>
<tr>
<td>Used regularly(^a)</td>
<td>9 (90)</td>
</tr>
<tr>
<td>Used rarely(^b)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Never/no device(^c)</td>
<td>1 (10)</td>
</tr>
<tr>
<td>PC/laptop</td>
<td></td>
</tr>
<tr>
<td>Used regularly(^a)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Used rarely(^b)</td>
<td>5 (50)</td>
</tr>
<tr>
<td>Never/no device(^c)</td>
<td>3 (30)</td>
</tr>
<tr>
<td>Tablet</td>
<td></td>
</tr>
<tr>
<td>Used regularly(^a)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Used rarely(^b)</td>
<td>2 (20)</td>
</tr>
<tr>
<td>Never/no device(^c)</td>
<td>6 (60)</td>
</tr>
</tbody>
</table>

\(^a\) Regularly = at least once every day.
\(^b\) Rarely = only now and then.
\(^c\) Never = owns device but never uses it; no device = not in possession of device.

**Category 1: Experience With Digital Working**

The first experience of the participants with a computer or digital environment took place at work, at home, or at a study course. None of the participants had any intrinsic motivation or reason to start using digital systems or devices; this was always prompted by obligation or necessity. Almost half of them (4/10) were initially confronted with a computer or digital system during work for taking minutes, or registration of patient data, or other tasks (Participants 2, 4, 5, and 6).

All participants had a tablet, a laptop, or a computer at their disposal at home, and all of them used a computer professionally. If there were multiple digital devices available at home, there was always one that was preferred, but this preference varied from person to person. All but one participant (9/10) owned a smartphone. Most participants (7/10) mentioned that they checked their emails on a smartphone; however, some participants (3/10) did not know how to do so, and some (2/10) did not want to for reasons of principle. Most participants (7/10) used apps on their smartphones, like WhatsApp, a weather app, or a banking app. One participant that didn’t want to use a smartphone for reasons of principle said,

*I don’t own or want to use a smartphone. I don’t want to use apps or use the phone for all kinds of things. But I really feel under pressure that I still don’t use...*
Most participants (9/10) commonly used word processing as well as a search engine on the intranet or internet. The work-related applications that were mostly used were the organizational digital quality system, the EHR, and email. Rarely used or mentioned applications included Excel (used by 2 of the 10 participants), PowerPoint (used by 2 of the 10 participants), Facebook (used by 1 of the 10 participants), Skype or FaceTime (used by 2 of the 10 participants), and YouTube (used by 1 of the 10 participants). Half of the participants had typing skills.

For most of the participants (6/10), using the EHR was part of their professional practice. Reaching a basic level of proficiency with this system was not easy for them, and most still struggled. During the introduction and implementation period of the EHR, their outlook was positive, but in daily practice, they experienced the design and system functionality as user-unfriendly, time-consuming, and not supportive of the daily work process. Therefore, the EHR was experienced as a burden.

Almost all participants (9/10) said that using a computer took up valuable patient time. All were reluctant to use a computer or tablet during conversations and consultations with patients. This was perceived as an impersonal way of performing nursing care. Most of the participants (9/10) wrote their notes on paper and entered them into the system at the end of their shift rather than using the real-time documentation tools provided by the EHR. One of the participants said,

I think it’s important that the EHR is user-friendly and intuitive, so it helps me in my work as a nurse. I often feel that I’m working for the EHR system instead of the other way around. [Participant 4]

However, most participants (6/10) also mentioned several potential advantages of digital working, such as no more searching for paper patient records; all patient-related information in one record; easier patient handoff; better overview of the patient’s situation, which improves patient safety; standardization of the process of nursing care; no problems in the readability of the handwriting; and being able to reach out to a colleague or a treatment team with 1 system click.

The participants said that social interaction and collegial conversations during breaks were hampered as everyone was busy with their smartphones. They shared that their own lack of digital skills and competencies regularly annoyed some colleagues. Two of the participants (2/10) said that they hoped for understanding and support from their colleagues (Participants 1 and 2). Several participants (5/10) said that age and aging played a role in dealing and working with digital systems. They experienced significant differences in digital skills and competencies compared to the new generation of “the digitally born.” Often the participants asked their younger colleagues for help in this area.

Category 2: Perception and Meaning

The fact that digital systems play a key role in daily life and in the nursing process provoked different emotions in the participants. Most of the participants described digital working as "no fun at all," “working in a fake world,” “stressful and annoying,” “feeling isolated,” “insecure,” “frustrating,” and “shameful.”

Insecurity, anxiety, and shame were feelings mentioned by most participants (7/10). These feelings contributed to a negative self-image followed by withdrawal and the desire to become invisible (Participants 1, 2, 4, 5, 6, 7, and 8). Therefore, situations that provoked these feelings were avoided, and work was left to others; participants reported feeling trapped in a situation that was difficult to change.

I notice that new digital things are constantly coming up and that change is an ongoing business. Just when I think I have reached a basic skill level, a new system or functionality is there, and I feel I must start all over again. And to protect myself from feeling too stressed and frustrated, I decide to avoid that particular situation. [Participant 10]

At times, these feelings and attitudes toward digital working were overwhelming; however, participants clearly said that they were willing to learn to become more digitally skilled out of love and passion for their nursing profession and their patients.

Category 3: Barriers

Participants mentioned several barriers to obtaining basic digital skills and competencies. There was a lack of general digital knowledge, and little or no formal digital training or education. The digital knowledge of participants was based on trial and error, and therefore, fragmented. The understanding of how ICT works was largely absent.

Using the Outlook agenda…I’ll do it, but I really don’t understand the Google and Outlook systems, and how it all works. I just don’t ‘understand it, and that makes me feel insecure and unsafe, as I don’t know what I’m doing. [Participant 3]

The digital language was experienced as alienating and unfamiliar. This made it difficult for participants to take part in conversations with colleagues using digital jargon. Some participants (6/10) said that the introduction of the EHR in nursing practice was a wake-up call for them to start developing their digital skills.

Several participants (4/10) talked about personal characteristics that impacted the development of digital skills and competencies. Examples included difficulty with structuring thoughts and situations, having dyslexia, and being a practical learner rather than a theoretical learner. Some nurses found it hard to ask their colleagues for help because they did not want to take up too much of others’ time or were ashamed of doing so. The absence of digital help at home was reported as a shortcoming.

For the participants who had had formal digital training (including EHR training; 7/10), almost all of them (6/10) said that the content, form, and pacing of that education had not matched their personal learning needs and learning styles. Some of these participants reported too much information having been given over; a large learning group; the presence of young and
digitally savvy colleagues; a fast learning pace; content not based on the daily work process; and lack of general information about the digital system or application that was being trained for. With digital applications that were used infrequently, feelings of incompetency increased. Also, the daily workload and work stress experienced were reported as impediments to digital learning on-the-job. Hence, new digital functionality was experienced as information overload, and it increased feelings of stress and uncertainty.

Category 4: Facilitators
The participants reported several factors that could be helpful for “staying onboard digitally.” These factors were related to aspects of nursing management and leadership, learning conditions in class and in the workplace, peer support and help at work, and practical digital help at home.

Participants indicated that it helped if their managers were aware of their experienced difficulties in developing digital skills. Also, knowing that other colleagues experienced similar difficulties and could be talked to about it helped to reduce mental stress. Several participants (3/10) said that managers could do more by encouraging a team culture based on collegial learning, and by facilitating and emphasizing the importance of helping each other in achieving a basic digital skills level. The concept of training on-the-job was viewed as highly effective by participants. In addition, enough time to learn and to repeat skills was viewed as an essential success factor.

I talked to my manager that I got stuck […] that I had difficulties using the EHR. After that, I was linked to one of our senior nurses and EHR-supersuser during day shifts, and I could ask her help on EHR topics and nursing documentation whenever I wanted. That was really helpful. [Participant 4]

Participants reported several key learning elements that were crucial to their digital learning needs. These elements were a small learning group of similarly skilled people; clear instructions parsed into learning steps; a lot of recurrent rehearsal of the learning content; practice- and process-based learning; a digital learning environment for practice; and ample time allotted for practice.

Category 5: Future Perspectives
Participants were asked how they viewed the future and what they needed to keep up with digital developments. Some of them said that concerns about the digital future were not that important to them, and some hoped that developments would pass by or stop at a certain moment (3/10; Participants 2,5,9).

Some participants (2/10) were worried about their longevity in the nursing profession, and one person thought about looking for another job that was less “digitally infused” (Participant 8).

Some participants (4/10) reported that there had already been several ongoing digital developments at their workplaces but that they had reservations about using them. Some examples were patient-provider communication via the patient portal, teleconsulting, checking patient vitals with wearables (also at home), and bedside computers for patients. Some participants (5/10) believed that future hospital and nursing care would change enormously due to these developments.

At the same time, several participants (3/10) expressed a wish to be able to keep up with digital developments and to become more skillful. One participant expected improved digital skills to result in more working pleasure and satisfaction. A strategy mentioned was to use one’s practical knowledge of daily workflows to get more involved in digital development projects.

If I hear that they are going to develop something new (digital applications), I would love to be involved, just to tell how it might be practical to work with. [Participant 2]

Participants also mentioned that their organizations could help by defining a basic digital skills level for employees, and by providing a monitoring and examining system for defining digital skills levels. Participants were divided in their opinions regarding their own initiative and investment in becoming digitally skilled. Some (3/10) said that it was the responsibility of employees to invest in their own digital education. But most of them (7/10) would appreciate practical help in finding the right courses tailored to their digital learning needs.

Discussion
Main Findings
In this paper, we present the results of an in-depth interview study to explore and identify the experiences and needs of nurses who consider themselves to be lagging in digital competency. The study was performed to deepen our understanding of the contextual and individual characteristics that affect the situation. Furthermore, we wanted to formulate recommendations for practice, management, professional education, and research.

In general, the nurses in our study can be characterized as late adopters of technology in their personal lives and in the workplace. Some of them were averse to IT and technology. In learning to use digital devices and systems (for example, an electronic patient record), the training and learning conditions were not tailored to their needs. The learning groups were too large, and the pace of learning was too fast, with insufficient time for repetition. As late adopters of technology and digital working, the participants felt that they were not given enough time to learn on-the-job, as well as insufficient support from peers. All this added to their stress, frustration, and feelings of incompetency, resulting in a tendency to postpone or avoid the use of HIT in daily nursing practice. When interpreting the research findings in the context of the 3 dimensions of the FITT-framework, there seemed to be a suboptimal fit on all 3 dimensions. Organizational interventions and measures should focus on all 3 dimensions because the balance between them affects IT adoption.

The Context of the FITT-framework
The FITT-framework approaches IT adoption by looking at the fit between the individual, the task, and the technology. An optimal fit between the 3 framework dimensions allows for easy IT adoption. Presumably, the larger the difference between the actual fit and the planned fit, the higher number of problems that may occur during implementation of IT systems [32]. There are 3 relations of fits within this framework: (1) a fit between the individual and the technology, (2) between the individual
and the task, and (3) between the task and the technology. This framework helped us categorize interview data; however, it also showed us that it is sometimes difficult to make clear distinctions between the fit dimensions, since they are not mutually exclusive but are partly intertwined and have certain overlaps[31].

In our analysis of the fit between the individual and technology, we found our group of participants to be largely incompetent with computers, electronic devices, and software. They exhibited little enthusiasm for learning about technology or systems, and this seemed to be related to the level of digitization in the participants’ personal lives. Furthermore, this group expressed reservations about utilizing an electronic device (like a computer, tablet, or smartphone) during nursing care activities. Acceptance of IT as a professional tool needs attention in this group; its use was perceived as alienating and “bad” patient-centered care (this is also a widely held opinion amongst some elderly nurses, as it goes against what they had been taught about “good nursing” [21]). This can be interpreted as a poor fit in this dimension. However, despite the intrinsic resistance to technology and systems, there is a general willingness to learn how to use basic HIT systems to keep up with the current professional and organizational developments. This presents a challenge in change management for nurse management and leadership.

In our analysis of the fit between the individual and task, we found that, although participants did mention several advantages to HIT, these advantages were not integrated into their professional competencies and daily nursing activities. The nurses struggled with changes in their work and professional collaboration with nursing colleagues due to digitalization. For example, the use of IT jargon in daily practice was reported as alienating from core nursing care language. It also negatively impacted collegiality, collaboration, and team cohesion while elevating feelings of incompetency. As the work pace is consistently high in the nursing profession, it is difficult for the participants in our study to make the required professional changes as nursing care becomes more complex and digitally infused. This issue presents a significant concern in light of the growing nursing shortages experienced in many countries all over the world [22,30]. Moreover, elderly nurses are the clinical teachers for future nursing professionals. Therefore, a possible solution lies in emphasizing the mutual learning benefits that arise from collaboration between elderly nurses and young professionals, in which the latter group teaches their mentors about digital nursing.

In our analysis of the fit between the task and technology, we found that the technology must offer sufficient functionality and performance to support a nursing task. The results of our study show a poor fit in the dimension of task-technology. For example, some participants experienced the EHR as user-unfriendly and unsuitable to the nursing task. This finding was also present in a panel study among Dutch nurses [37]. On the other hand, some participants said that after instruction and daily support from colleagues, they began to understand how the nursing process (labeled by them as a “task”) was built into the EHR. Previously accustomed to a manual method of charting and documenting, this had previously gone unrecognized and misunderstood. This is a common phenomenon among elderly nurses who must make a change from manual to digital charting [21].

Implications for Practice
Several facilitating conditions seem to be of influence on IT adoption in this group of nurses digitally lagging behind the majority of their colleagues at their workplaces. The realization and interpretation of these conditions are the main implications for practice.

First, learning conditions and needs for this specific group differ from the average population. Carefully assembled training, tailored to learning styles and learning needs, is key. The content of any IT training must follow and reflect the daily work process and must be accompanied by learning on-the-job, peer support, and an adequate digital training and play environment. Second, the effect of social influences must not be underestimated when learning on-the-job and when environmental changes are occurring. Our cohort of nurses expressed sensitivity to social pressures to use particular technology or systems [21]. Consequently, nurse management could make use of this fact, for example, by appointing digital nurse role models who can act as digital coaches for their colleagues [21,28,29]. Third, some participants suggested that they should be involved in digital developments and innovations at early stages, as this would allow them to give advice about how technology and systems could be tailored to daily practices and the work process, and it would allow them to give input on the content of instructional learning materials. Health care provider participation in early-stage IT development has been suggested in other studies on IT adoption [9,27,30,31]. Lastly, nurse managers should be aware of their roles in improving the quality of the fit between the 3 fit dimensions, and be aware that it is not only individual attributes that are important. Mindfulness of the digital impact on the therapeutic relationship between nurses and patients is necessary [38]. This awareness makes fit management a constant, complex task for all who are involved with IT adoption and digital transformation. The patient, rather than the technology, must remain the central focus, and health care providers must be connected to IT personnel to ensure that the fit in the 3 dimensions is in scope from the very beginning of IT development. This will not only encourage the adoption of digital systems but will also improve ownership in any user group, which is necessary to optimize systems after they go live.

Following the research recommendations of our study, our hospital organization made several changes regarding the educational concept, form, and content of digital training and education. The component of training on-the-job and structured peer support has now been newly introduced and emphasized in daily practice.

Implications for Research
This study explored the experiences, views, and needs of digitally lagging nurses with the use of in-depth interviews. The inclusion of participants was based on the observations of nurse managers and their individual conversations with their nursing personnel.
Our study identified a group of nurses who lack basic IT knowledge and skills, and consequently have a low sense of self-efficacy and self-confidence with computers and technology use. This group perceives itself to be partly invisible and sometimes ignored (although not intentionally) because they have no common face. More research regarding this group, their profile, characteristics, and learning needs is justified, with the ultimate goal of retaining them in the nursing profession and in their organizations. Expanding this study to other health care organizations, such as general hospitals, nursing homes, or primary care organizations, may corroborate our findings.

In addition, it would be worthwhile to find out if this phenomenon exists among groups of physicians and allied health care workers. A qualitative approach would be appropriate when starting to explore views, needs, and attitudes. Another line of investigation could target management and leadership of health care organizations (e.g., is there any awareness regarding this group? How are these individuals identified?). Furthermore, it may be useful to expand this research to other health care organizations, like other non-university hospitals.

We did not use any quantitative instruments to measure digital competence or attitudes toward computers use. For future research, we recommend using an additional quantitative questionnaire to assess digital competency. This would complement the results from the interview data and enhance data triangulation. Another point of attention for future research is to include the age factor of participants in the analysis of quantitative results. This would allow researchers to describe relations and correlations between age and digital competency that can provide further rationale for formulating appropriate training approaches for the target group of nurses digitally lagging, as well as other perspectives.

There is ongoing research regarding the use and validation of the FITT-framework of Ammenwerth. A recent publication by Prgomet [39], evaluating clinicians’ use of computing devices and identifying factors affecting the optimal use of those devices, proposes an extension of the FITT-framework with the added component of “environment” to explicate the relationships between individuals, tasks, technology, and the environment in which they operate. Additional factors relating to the environment were found to affect the use of technology. These environmental attributes included, for example, physical environment, department type, organizational policies, and procedures. It would be interesting to explore these environmental aspects in further studies. In our study, we used the FITT-framework to guide the analysis of interview data. We think the framework also has the potential to be applied during HIT implementation by modifying implementation activities to the fit of the 3 axes of the model.

Study Strengths and Limitations

One of the strengths of our study was that we succeeded in identifying and including 10 nurses digitally lagging behind. Our hospital applies a policy of regular performance interviews between nurse managers and nurses, which include evaluations on job satisfaction, performance, and professional ambitions. This contributed to the identification and inclusion of our study participants. However, the group of participants might have a limited perspective on HIT, which might have been reflected in their answers to the interview questions.

Another strength is that all participants expressed they felt safe and at ease with the interviewer to share feelings and opinions, and to speak freely about worries and experiences around IT technology and system use. Therefore, the material we collected was rich in content. A limitation of our study is that we cannot generalize the results to other groups or to the general population, as it is a single case study in one Dutch university hospital. Despite the limited generalizability, the results of our study can inform health care organizations and care managers to provide focused attention and help for this specific target group of nurses.

Conclusion

Our study explored the experiences and views of nurses who are digitally lagging. Although a fair amount of studies are available on factors influencing IT adoption among nurses, we could not find any studies targeting this particular group. The findings of this study support the assumption that this group of nurses could benefit from a tailored approach to digital training and education. The generic one-size-fits-all strategy does not suit their learning needs and styles. More research is needed to identify this target group in more detail in order to tailor interventions to their needs and goals of becoming competent digital nurses.
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Abstract

Background: Previous research internationally has only analyzed publicly available feedback on physician rating websites (PRWs). However, it appears that many PRWs are not publishing all the feedback they receive. Analysis of this rejected feedback could provide a better understanding of the types of feedback that are currently not published and whether this is appropriate.

Objective: The aim of this study was to examine (1) the number of patient feedback rejected from the Swiss PRW Medicosearch, (2) the evaluation tendencies of the rejected patient feedback, and (3) the types of issues raised in the rejected narrative comments.

Methods: The Swiss PRW Medicosearch provided all the feedback that had been rejected between September 16, 2008, and September 22, 2017. The feedback were analyzed and classified according to a theoretical categorization framework of physician-, staff-, and practice-related issues.

Results: Between September 16, 2008, and September 22, 2017, Medicosearch rejected a total of 2352 patient feedback. The majority of feedback rejected (1754/2352, 74.6%) had narrative comments in the German language. However, 11.9% (279/2352) of the rejected feedback only provided a quantitative rating with no narrative comment. Overall, 25% (588/2352) of the rejected feedback were positive, 18.7% (440/2352) were neutral, and 56% (1316/2352) were negative. The average rating of the rejected feedback was 2.8 (SD 1.4). In total, 44 subcategories addressing the physician (n=20), staff (n=9), and practice (n=15) were identified. In total, 3804 distinct issues were identified within the 44 subcategories of the categorization framework; 75% (2854/3804) of the issues were related to the physician, 6.4% (242/3804) were related to the staff, and 18.6% (708/3804) were related to the practice. Frequently mentioned issues identified from the rejected feedback included (1) satisfaction with treatment (533/1903, 28%); (2) the overall assessment of the physician (392/1903, 20.6%); (3) the physician’s communication (261/1903, 13.7%); (4) the physician’s caring attitude (220/1903, 11.6%); and (5) the physician’s friendliness (203/1903, 10.6%).

Conclusions: It is unclear why the majority of the feedback were rejected. This is problematic and raises concerns that online patient feedback are being inappropriately manipulated. If online patient feedback is going to be collected, there needs to be clear policies and practices about how this is handled. It cannot be left to the whims of PRWs, who may have financial incentives to suppress negative feedback, to decide which feedback is or is not published online. Further research is needed to examine how many PRWs are using criteria for determining which feedback is published or not, what those criteria are, and what measures PRWs are using to address the manipulation of online patient feedback.

(J Med Internet Res 2020;22(8):e18374) doi:10.2196/18374
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Introduction

There remains relevant unwarranted variation in health care systems and deficiencies regarding all key aspects of health care [1]. Members of the public, however, have traditionally had few ways of knowing who the “good” health care organizations and professionals are [2]. As part of a wider move toward transparency, public reporting activities have been developed in a number of countries with the aim of providing information about health care organizations or professionals to the public to correct this asymmetry of information in order to inform patient decision-making and drive quality improvement [3-6].

One type of public reporting activity that has been developed in recent decades is physician rating websites (PRWs) [7-10]. PRWs represent a “bottom-up” approach to public reporting, allowing users to post ratings and comments regarding their physician as a source of information for others [11-14]. Although patients have always been able to share their opinions about their physicians with others, the ability to share these opinions via the internet and social media now means that these opinions have the potential to reach a far wider audience. With a growing number of patients utilizing the internet in relation to health care [15], it is expected that PRWs will play an increasingly important role.

A recent systematic search of PRWs internationally analyzed 143 different websites from 12 countries [16] and found that the majority (76.9%) of websites provided options to give feedback both on a predefined quantitative rating scale and as narrative comments. Previous research internationally has often focused on analyzing the ratings and comments publicly available on PRWs. This research has reported that many PRWs have incomplete lists of physicians, a low number of physicians rated, and a low number of ratings per physician that are overwhelmingly positive, which has raised concerns about the representativeness, validity, and usefulness of information on PRWs [14,17]. Furthermore, the medical profession has often expressed concerns that feedback on PRWs will be manipulated for “doctor bashing” or defamation [10].

The first PRWs in Switzerland were established in 2008, at the same time as many international PRWs. However, in comparison with other countries that have established PRWs, there has been limited research conducted on PRWs in Switzerland. This author recently conducted a study involving a random stratified sample of 966 physicians generated from the regions of Zürich and Geneva [18,19]. Selected physicians were searched on a total of four websites (OkDoc, Medicosearch, DocApp, and Google) between November 2017 and July 2018, and it was recorded whether the physician could be found. Moreover, the physician’s rating, the number of ratings and narrative comments, and the text of narrative comments were recorded. As far as the author is aware, this was the first inclusion of Google in a study examining physician ratings internationally.

With regard to the frequency of quantitative ratings and narrative comments on Swiss PRWs, similar issues as those identified in the international literature were found. Many of the selected physicians could not be identified (the proportion of physicians who could be identified ranged from 42.4% on OkDoc to 87.3% on DocApp), few of the identifiable physicians had been rated quantitatively (4.5% on DocApp to 49.8% on Google) or received a narrative comment (4.5% on DocApp to 31.2% on Google) at least once, rated physicians had, on average, a low number of quantitative ratings (1.47 ratings on OkDoc to 3.74 rating on Google) and narrative comments (1.23 comments on OkDoc to 3.03 comments on Google), and all three websites that allowed quantitative ratings had very positive average ratings on a 5-star rating scale (DocApp, 4.71; Medicosearch, 4.69; and Google, 4.41) [18].

With regard to the contents of narrative comments, it was found that the selected physicians had a total of 849 comments [19]. Narrative comments were analyzed and classified according to a theoretical categorization framework previously developed by Emmert et al [10]. In total, 43 subcategories addressing the physician, staff, and practice were identified. None of the PRWs’ comments covered all 43 subcategories of the categorization framework. Comments on Google covered 86% of the subcategories, those on Medicosearch covered 72%, those on DocApp covered 60%, and those on OkDoc covered 56%. In total, 2441 distinct issues were identified within the 43 subcategories of the categorization framework: 83.65% of the distinct issues identified were concerning aspects of performance (interpersonal skills of the physician and staff, infrastructure, and organization and management of the practice) considered assessable by patients [19]. Furthermore, this research raised concerns that user feedback is being suppressed by Swiss PRWs [18,19], which risks undermining the overall aim of PRWs of providing a reliable source of unbiased information regarding patients’ experiences and satisfaction with physicians.

As far as this author is aware, previous research internationally has only analyzed publicly available feedback on PRWs. However, as it appears that many PRWs are not publishing all the feedback they receive. Analysis of this rejected feedback could provide a better understanding of the types of feedback that are currently not published and whether this is appropriate. This study therefore aimed to examine (1) the number of patient feedback rejected from the Swiss PRW Medicosearch, (2) the evaluation tendencies of the rejected patient feedback, and (3) the types of issues raised in the rejected narrative comments. Gaining a better understanding of feedback rejected by PRWs may help to identify issues in the way PRWs are currently determining which feedback are and are not to be publicly published.

Methods

Sample

Switzerland is a Central European country with a population of about 8.4 million people and 4 official languages (German, French, Italian, and Romansh). The Swiss health care system is highly complex and decentralized, and all Swiss residents are required to purchase basic mandatory health insurance that is offered by competing nonprofit insurers. Mandatory health
insurance covers most general practitioner and specialist services, and people not enrolled in managed care plans generally have free choice of professionals [18]. The first PRWs in Switzerland, OkDoc and Medicosearch, were established in 2008. A systematic web-based search conducted in June 2016 identified that the websites DocApp and Google also allow users to view quantitative ratings and/or narrative comments about Swiss physicians in a structured manner without having to open an account or log onto the website [18,19]. It appears that other websites have also subsequently started to allow users to view quantitative ratings and/or narrative comments about Swiss physicians (eg, DeinDoktor and Doctena) [19]. Nevertheless, out of the dedicated Swiss PRWs, Medicosearch appears to be one of the best established and used [18,19]. Medicosearch allows users to search for physicians by location and specialty. Physician profiles provide general information about the physician (specialties, languages spoken, and contact details). In recent years, Medicosearch has shifted its business strategy toward online appointments, where physicians pay a fee and their booking systems are integrated with Medicosearch, allowing patients to book an appointment with a physician directly on Medicosearch. Users can also leave reviews of physicians, but Medicosearch requires both a quantitative rating (5-star rating scale) and a narrative comment in every patient feedback. Although Medicosearch allows negative comments, it informs the concerned physician before publishing it on the website, so that the physician can decide whether to activate the negative feedback function. If the physician refuses, the feedback function is deactivated, removing positive comments as well [19].

As part of a larger project examining Swiss PRWs, the author approached the CEO of Medicosearch, Beat Burger. Discussions confirmed that Medicosearch does not publish all the feedback they receive. The author enquired about the possibility of receiving these rejected feedback for analysis. Medicosearch agreed to provide the rejected feedback to the author in an anonymous form. On October 24, 2017, Medicosearch sent the author an excel file that included all the feedback that Medicosearch had rejected between September 16, 2008, and September 22, 2017. The details of the rated physicians were not included. Medicosearch did not provide any reasons for why the feedback were rejected. The following data were imported into a Statistical Package for the Social Sciences (SPSS version 26 for Windows, IBM Corporation) file: the date the feedback was created, the quantitative rating out of 5, and the narrative comments provided under “title” and “description.”

In early 2019, the author inquired with Medicosearch whether it would be possible to receive the rejected feedback from September 23, 2017, to December 31, 2018. Medicosearch told the author on April 11, 2019, that owing to new data-protection rules, Medicosearch had deleted all rejected feedback, and therefore, it was not possible to provide an updated file.

Data Analysis
Medicosearch uses a 5-star rating scale; a rating of 4 to 5 stars was considered a positive rating, 3 stars was considered a neutral rating, and 1 to 2 stars was considered a negative rating. The content of each narrative comment was analyzed and classified by the author according to a theoretical categorization framework of physician-, staff-, and practice-related issues. The categorization framework from Emmert et al was initially used [10], with modifications where necessary. This included removing categories that were not identified in the comments, adding categories that were identified but were not adequately covered by the previous framework, and separating categories (eg, friendliness and caring attitude) that were discussed in comments as distinct issues. Narrative comments were analyzed in their original language. Descriptive statistics included means and standard deviations for continuous variables and percentages for categorical variables. To analyze whether differences existed between German and French comments, chi-squared tests were used. All analyses were performed with the significance level α set to .05 and two-tailed tests, using SPSS version 26.

Results

Characteristics of Ratings
Between September 16, 2008, and September 22, 2017, Medicosearch rejected a total of 2352 patient feedback (Table 1).

The majority of feedback rejected (1754/2352, 74.6%) had narrative comments in German (Table 2). Other rejected feedback had narrative comments in French (275/2352, 11.7%), Italian (31/2352, 1.3%), English (12/2352, 0.5%), and Spanish (1/2352, 0.04%). However, 11.9% (279/2352) of the rejected feedback only provided a quantitative rating with no narrative comment.

Overall, 25% (588/2352) of the quantitative ratings were positive, 18.7% (440/2352) were neutral, and 56% (1316/2352) were negative (Table 3). Additionally, the average rating of the rejected feedback was 2.8 (SD 1.4).

Table 1. Distribution of rejected feedback according to year.

<table>
<thead>
<tr>
<th>Distribution of comments (year)</th>
<th>N=2352</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2008</td>
<td>26</td>
<td>(1.1)</td>
</tr>
<tr>
<td>2009</td>
<td>259</td>
<td>(11.0)</td>
</tr>
<tr>
<td>2010</td>
<td>232</td>
<td>(9.9)</td>
</tr>
<tr>
<td>2011</td>
<td>344</td>
<td>(14.6)</td>
</tr>
<tr>
<td>2012</td>
<td>392</td>
<td>(16.7)</td>
</tr>
<tr>
<td>2013</td>
<td>321</td>
<td>(13.6)</td>
</tr>
<tr>
<td>2014</td>
<td>268</td>
<td>(11.4)</td>
</tr>
<tr>
<td>2015</td>
<td>142</td>
<td>(6.0)</td>
</tr>
<tr>
<td>2016</td>
<td>236</td>
<td>(10.0)</td>
</tr>
<tr>
<td>2017</td>
<td>132</td>
<td>(5.6)</td>
</tr>
</tbody>
</table>

Table 2. Distribution of rejected feedback according to language.

<table>
<thead>
<tr>
<th>Language (N=2352), n (%)</th>
<th>French (N=275), n (%)</th>
<th>Italian (N=31), n (%)</th>
<th>English (N=12), n (%)</th>
<th>Spanish (N=1), n (%)</th>
<th>Missing (N=279), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>German 1754 (74.6)</td>
<td>275 (11.7)</td>
<td>31 (1.3)</td>
<td>12 (0.5)</td>
<td>1 (0.04)</td>
<td>279 (11.9)</td>
</tr>
</tbody>
</table>

Table 3. Quantitative rating evaluation results.

<table>
<thead>
<tr>
<th>Measure</th>
<th>Languagea</th>
<th>Language (N=1754), n (%)</th>
<th>Italian (N=31), n (%)</th>
<th>English (N=12), n (%)</th>
<th>Spanish (N=1), n (%)</th>
<th>Missing (N=279), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluation</td>
<td></td>
<td>German 296 (16.9)</td>
<td>Italian 7 (19.4)</td>
<td>English 4 (33.3)</td>
<td>Spanish 1 (100)</td>
<td>Missing 77 (26.3)</td>
</tr>
<tr>
<td>Positive</td>
<td>399 (22.7)</td>
<td>81 (29.5)</td>
<td>4 (12.9)</td>
<td>1 (35.5)</td>
<td>588 (25.0)</td>
<td></td>
</tr>
<tr>
<td>Neutral</td>
<td>269 (15.6)</td>
<td>62 (21.5)</td>
<td>7 (23.8)</td>
<td>2 (69.2)</td>
<td>440 (18.7%)</td>
<td></td>
</tr>
<tr>
<td>Negative</td>
<td>1065 (60.4)</td>
<td>135 (49.1)</td>
<td>21 (67.7)</td>
<td>7 (58.3)</td>
<td>88 (30)</td>
<td></td>
</tr>
<tr>
<td>Missing</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>8 (3.0)</td>
<td></td>
</tr>
<tr>
<td>Average rating (SD)</td>
<td>2.7 (1.3)</td>
<td>3.0 (1.4)</td>
<td>2.4 (1.3)</td>
<td>2.9 (1.5)</td>
<td>3.2 (1.4)</td>
<td></td>
</tr>
</tbody>
</table>

Of the 2073 ratings that provided narrative comments, analysis found that a total of 170 comments were not feedback from a patient concerning the physician, staff, or practice (92 comments were not comprehensible, 29 comments were explicitly labelled as test ratings, 15 comments were about the PRW, 10 comments reported that the person had not visited the physician yet, 10 comments simply reported that the physician’s details were not up to date, eight comments were abusive, four comments were second-hand reports, two comments were asking for advice regarding their or their family member’s condition, and two comments were not concerning a visit to a physician). Consequently, this feedback was excluded from the categorization framework.

Textbox 1. Categorization framework.

**Physician** (n=20)
- Satisfaction with treatment; overall assessment; recommendation; communication; caring attitude; friendliness; competence; treatment cost/billing; trust; professionalism; cooperation with medical specialists; alternative medicine; telephone availability; privacy; health insurance differentiation; patient involvement; individualized service; child friendliness

**Staff** (n=9)
- Friendliness; overall assessment; service/assistance; communication; professionalism; availability by telephone; time spent with patient; health insurance differentiation; trust

**Practice** (n=15)
- Overall assessment; waiting time within the practice; atmosphere; organization; ability to get appointment; equipment; recommendation; consultation hours; location; waiting room entertainment; parking space; availability by telephone; privacy; barrier-free access; online appointment

In total, 3804 distinct issues were identified within the 44 subcategories of the categorization framework; 75% (2854/3804) of the issues were related to the physician, 6.4% (242/3804) were related to the staff, and 18.6% (708/3804) were related to the practice (Table 4). The most frequent issue mentioned in the rejected comments was satisfaction with treatment (533/1903, 28%); 73.2% (390/533) of these ratings were negative. Other frequently mentioned issues regarding the physician were as follows: 20.6% (392/1903) of comments provided an overall assessment of the physician (53.8% negative); 18.1% (345/1903) provided a recommendation regarding the physician (76.2% negative); 13.7% (261/1903) referred to the physician’s communication (77.8% negative); 11.6% (220/1903) referred to the physician’s caring attitude (75.9% negative); and 10.6% (203/1903) referred to the physician’s friendliness (73.9% negative). In relation to staff issues, the most frequently mentioned issue was regarding the staffs’ friendliness (109/1903, 5.7%); 43.1% of these ratings...
were negative. Concerning practice issues, the frequently mentioned issues were as follows: 15.5% (295/1903) of the comments provided an overall assessment (38.6% positive), 8.1% (155/1903) referred to the waiting time within the practice (58.7% negative), and 5% (96/1903) referred to the atmosphere of the practice (40.6% positive).

However, there were some significant differences between German and French comments in a number of subcategories (Multimedia Appendix 1). For instance, German comments referred significantly more often to the physician’s friendliness ($\chi^2_{1} = 5.9$, $P = .01$), being taken seriously by the physician ($\chi^2_{1} = 8.5$, $P = .002$), staff friendliness ($\chi^2_{1} = 7.0$, $P = .005$), waiting time in the practice ($\chi^2_{1} = 6.3$, $P = .01$), and practice atmosphere ($\chi^2_{1} = 6.6$, $P = .007$).
Table 4. Categorization of issues.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Total (N=1903), n (%)</th>
<th>Quantitative rating evaluation</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Positive, n (%)</td>
<td>Neutral, n (%)</td>
<td>Negative, n (%)</td>
<td></td>
</tr>
<tr>
<td>Physician</td>
<td></td>
<td>82 (15.4)</td>
<td>61 (11.4)</td>
<td>390 (73.2)</td>
<td></td>
</tr>
<tr>
<td>Satisfaction with treatment</td>
<td>533 (28.0)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall assessment</td>
<td>392 (20.6)</td>
<td>122 (31.0)</td>
<td>59 (15.1)</td>
<td>211 (53.8)</td>
<td></td>
</tr>
<tr>
<td>Recommendation</td>
<td>345 (18.1)</td>
<td>35 (10.1)</td>
<td>47 (13.6)</td>
<td>263 (76.2)</td>
<td></td>
</tr>
<tr>
<td>Communication</td>
<td>261 (13.7)</td>
<td>39 (14.9)</td>
<td>19 (7.3)</td>
<td>203 (77.8)</td>
<td></td>
</tr>
<tr>
<td>Caring attitude</td>
<td>220 (11.6)</td>
<td>40 (18.2)</td>
<td>13 (5.9)</td>
<td>167 (75.9)</td>
<td></td>
</tr>
<tr>
<td>Friendliness</td>
<td>203 (10.6)</td>
<td>35 (17.2)</td>
<td>18 (8.9)</td>
<td>150 (73.9)</td>
<td></td>
</tr>
<tr>
<td>Treatment cost/billing</td>
<td>173 (9.1)</td>
<td>8 (4.6)</td>
<td>30 (17.3)</td>
<td>135 (78.0)</td>
<td></td>
</tr>
<tr>
<td>Competence</td>
<td>170 (8.9)</td>
<td>43 (25.3)</td>
<td>13 (7.6)</td>
<td>114 (67.1)</td>
<td></td>
</tr>
<tr>
<td>Being taken seriously</td>
<td>141 (7.4)</td>
<td>10 (7.1)</td>
<td>10 (7.1)</td>
<td>121 (85.8)</td>
<td></td>
</tr>
<tr>
<td>Time spent with patient</td>
<td>136 (7.1)</td>
<td>17 (12.5)</td>
<td>18 (13.2)</td>
<td>101 (74.3)</td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td>133 (6.9)</td>
<td>44 (33.1)</td>
<td>11 (8.3)</td>
<td>78 (58.6)</td>
<td></td>
</tr>
<tr>
<td>Professionalism</td>
<td>97 (5.1)</td>
<td>11 (11.3)</td>
<td>6 (6.2)</td>
<td>80 (82.5)</td>
<td></td>
</tr>
<tr>
<td>Cooperation with medical specialists</td>
<td>13 (0.7)</td>
<td>4 (30.8)</td>
<td>0</td>
<td>9 (69.2)</td>
<td></td>
</tr>
<tr>
<td>Alternative medicine</td>
<td>8 (0.4)</td>
<td>6 (75.0)</td>
<td>0</td>
<td>2 (25.0)</td>
<td></td>
</tr>
<tr>
<td>Telephone availability</td>
<td>8 (0.4)</td>
<td>1 (12.5)</td>
<td>3 (37.5)</td>
<td>4 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Privacy</td>
<td>7 (0.4)</td>
<td>0</td>
<td>2 (28.6)</td>
<td>5 (71.4)</td>
<td></td>
</tr>
<tr>
<td>Health insurance differentiation</td>
<td>6 (0.3)</td>
<td>0</td>
<td>0</td>
<td>6 (100)</td>
<td></td>
</tr>
<tr>
<td>Patient involvement</td>
<td>5 (0.3)</td>
<td>0</td>
<td>1 (20.0)</td>
<td>4 (80.0)</td>
<td></td>
</tr>
<tr>
<td>Individualized service</td>
<td>2 (0.1)</td>
<td>0</td>
<td>0</td>
<td>2 (100)</td>
<td></td>
</tr>
<tr>
<td>Child friendliness</td>
<td>1 (0.04)</td>
<td>0</td>
<td>0</td>
<td>1 (100)</td>
<td></td>
</tr>
<tr>
<td>Staff</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Friendliness</td>
<td>109 (5.7)</td>
<td>39 (35.8)</td>
<td>23 (21.1)</td>
<td>47 (43.1)</td>
<td></td>
</tr>
<tr>
<td>Overall assessment</td>
<td>60 (3.2)</td>
<td>19 (31.7)</td>
<td>18 (30.0)</td>
<td>23 (38.3)</td>
<td></td>
</tr>
<tr>
<td>Service/assistance</td>
<td>31 (1.6)</td>
<td>11 (35.5)</td>
<td>3 (9.7)</td>
<td>17 (54.8)</td>
<td></td>
</tr>
<tr>
<td>Communication</td>
<td>22 (1.2)</td>
<td>4 (18.2)</td>
<td>7 (31.8)</td>
<td>11 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Professionalism</td>
<td>10 (0.5)</td>
<td>2 (20.0)</td>
<td>2 (20.0)</td>
<td>6 (60.0)</td>
<td></td>
</tr>
<tr>
<td>Availability by telephone</td>
<td>6 (0.3)</td>
<td>1 (16.7)</td>
<td>4 (66.7)</td>
<td>1 (16.7)</td>
<td></td>
</tr>
<tr>
<td>Time spent with patient</td>
<td>2 (0.1)</td>
<td>1 (50)</td>
<td>0</td>
<td>1 (50.0)</td>
<td></td>
</tr>
<tr>
<td>Health insurance differentiation</td>
<td>1 (0.04)</td>
<td>0</td>
<td>1 (100)</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Trust</td>
<td>1 (0.04)</td>
<td>0</td>
<td>0</td>
<td>1 (100)</td>
<td></td>
</tr>
<tr>
<td>Practice</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall assessment</td>
<td>295 (15.5)</td>
<td>114 (38.6)</td>
<td>90 (30.5)</td>
<td>91 (30.8)</td>
<td></td>
</tr>
<tr>
<td>Waiting time within practice</td>
<td>155 (8.1)</td>
<td>22 (14.2)</td>
<td>42 (27.1)</td>
<td>91 (58.7)</td>
<td></td>
</tr>
<tr>
<td>Atmosphere</td>
<td>96 (5.0)</td>
<td>39 (40.6)</td>
<td>29 (30.2)</td>
<td>28 (29.2)</td>
<td></td>
</tr>
<tr>
<td>Organization</td>
<td>37 (1.9)</td>
<td>7 (18.9)</td>
<td>11 (29.7)</td>
<td>19 (51.4)</td>
<td></td>
</tr>
<tr>
<td>Ability to get appointment</td>
<td>36 (1.9)</td>
<td>4 (11.1)</td>
<td>11 (30.6)</td>
<td>21 (58.3)</td>
<td></td>
</tr>
<tr>
<td>Equipment</td>
<td>31 (1.6)</td>
<td>8 (25.8)</td>
<td>10 (32.3)</td>
<td>13 (41.9)</td>
<td></td>
</tr>
<tr>
<td>Recommendation</td>
<td>25 (1.3)</td>
<td>4 (16.0)</td>
<td>5 (20.0)</td>
<td>16 (64.0)</td>
<td></td>
</tr>
<tr>
<td>Consultation hours</td>
<td>8 (0.4)</td>
<td>3 (37.5)</td>
<td>3 (37.5)</td>
<td>2 (25.0)</td>
<td></td>
</tr>
<tr>
<td>Location</td>
<td>7 (0.4)</td>
<td>2 (28.6)</td>
<td>2 (28.6)</td>
<td>3 (42.9)</td>
<td></td>
</tr>
</tbody>
</table>
Concerns that negative feedback is being suppressed by Swiss PRWs [19]. For instance, the PRW OkDoc explicitly states on its website that any negative comments will be deleted, and while Medicosearch allows negative comments, it informs the concerned physician before publishing it online, so the physician can decide whether to activate the negative feedback function [19]. There was therefore an expectation that the majority of the rejected feedback would be negative. However, this analysis of 2352 rejected feedback from Medicosearch found that just over half of all rejected feedback were negative, and the average rejected rating was 2.8 out of 5.

The proportion of rejected negative feedback, however, is substantially higher than the proportion of negative feedback that has been published in the international literature [8,10,14,17-32]. Analysis of the published feedback for a sample of Swiss physicians also reported that only 4.3% (10/234) of the feedback published on Medicosearch was negative and that the average rating was 4.68 out of 5. It is unclear why there is such a large discrepancy between published and rejected negative feedback. It has previously been suggested that Switzerland’s restrictive legal framework regarding data protection may be having a big impact on the types of online patient feedback that are published [18]. However, it may also be that PRWs like Medicosearch are also deciding themselves not to publish a lot of the negative feedback they receive owing to conflicts of interest. Medicosearch has shifted its business strategy toward online appointments, where physicians pay a fee and their booking systems are integrated with Medicosearch, which allows patients to book an appointment with a physician directly on Medicosearch. Consequently, Medicosearch will likely be reluctant to upset paying physicians by publishing too much negative feedback, as their business is now reliant on physicians using their online appointment system.

Users of PRWs can also manipulate online patient feedback, and there is some indication that physicians or practice staff sometimes pose as patients on PRWs to post either positive comments about themselves or negative comments about competitors [33]. Indeed, 25% (588/2352) of the rejected feedback were positive, and it is possible some of these were rejected because Medicosearch suspected that these were fake reviews. However, without a clear and consistent way to determine which feedback is rejected, there is a danger that feedback will be inappropriately rejected.

With regard to the contents of narrative comments, the most frequently mentioned issues identified from the rejected feedback included (1) satisfaction with treatment; (2) the overall

**Discussion**

**Principal Findings**

As far as this author is aware, this is the first study internationally to examine feedback that has been rejected from a PRW. The key findings of this study are as follows: (1) the Swiss PRW Medicosearch rejected a total of 2352 patient feedback between September 16, 2008, and September 22, 2017, (2) just over half of all the rejected feedback were negative, and (3) the most frequently mentioned issue in the rejected feedback was satisfaction with treatment. Medicosearch has shown a lot of transparency in providing this rejected feedback for analysis. It is, however, unclear why the majority of the feedback were rejected. This is problematic and raises concerns that online patient feedback are being inappropriately manipulated.

Medicosearch did not provide the reasons why it rejected the feedback, and as far as this author is aware, Medicosearch does not use formal criteria for determining which feedback should be published or rejected. Of the 2352 ratings rejected by Medicosearch, 170 comments were excluded from the categorization framework for various reasons. For example, the feedback were not comprehensible, were explicitly labelled as test ratings, were about the PRW, etc. These would also appear to be legitimate reasons for Medicosearch to reject the feedback. However, the appropriateness of rejecting the remaining 92.7% of feedback is less clear, particularly as they appear to be qualitatively the same as the published feedback for a sample of Swiss physicians recently analyzed [19].

Twelve percent of the rejected feedback only provided a quantitative rating with no narrative comment. Medicosearch requires that both a quantitative rating and a narrative comment be provided in every patient feedback, and this is likely the reason for rejecting this feedback. Narrative comments often provide a richer source of information than quantitative ratings [10]; however, making narrative comments mandatory seems inappropriate. Some patients may not be willing or able to describe what happened in a narrative comment, but may still want to share their satisfaction with their physician with others. It is unclear why these ratings should simply be excluded because the patient did not want to also write a narrative comment.

In terms of the evaluation tendencies of online patient feedback, previous Swiss and international research has found that the published online patient feedback on PRWs is overwhelmingly positive [8,10,14,17-32]. However, recent research also raised
assessment of the physician; (3) recommending the physician; (4) the physician’s communication; (5) the physician’s caring attitude; and (6) the physician’s friendliness. In comparison, the top five mentioned issues identified in the analysis of the published feedback for a sample of Swiss physicians were (1) the overall assessment of the physician and the physician’s competence; (2) the physician’s communication; (3) recommending the physician; (4) the physician’s friendliness; and (5) the physician’s caring attitude [19]. This suggests that online patient feedback is raising similar issues, regardless of whether it is published or rejected. Indeed, just like in the analysis of the published feedback for a sample of Swiss physicians [19], it is important to recognize that 95% (42/44) of the subcategories of the categorization framework and 81.5% (3101/3804) of the distinct issues identified were concerning aspects of performance (interpersonal skills of the physician and staff, infrastructure, and organization and management of the practice) that are considered to be assessable by patients.

If online patient feedback is going to be collected, there needs to be clear policies and practices about how this is handled. It cannot be left to the whims of PRWs, who may have financial incentives to suppress negative feedback, to decide which feedback is or is not published online. It has previously been recommended that “there is a need for consensus-based criteria that applies to all Swiss PRWs for determining which comments are and are not to be publicly published and which are clearly publicized so users of PRWs are aware of it” [19]. This analysis of 2352 rejected feedback from Medicosearch further highlights the need for such a consensus-based criteria. To support this, further research is needed to examine how many Swiss PRWs are using criteria for determining which feedback is published or not, what those criteria are, and what measures PRWs are using to address the manipulation of online patient feedback. It appears that research examining these issues would be helpful in most countries that have PRWs.

Limitations
This study has some limitations that should be taken into account when interpreting the results. First, it is unknown how many patient feedback Medicosearch received in total during the time period covered. The author contacted Medicosearch asking for this information but never received a response, and the information is not freely available on the website. It would be helpful to know the proportion of patient feedback that is being rejected. Second, the sample of rejected feedback was only taken from one Swiss PRW. Although Medicosearch is one of the oldest and most used Swiss PRWs, it is unclear how generalizable the results are to other PRWs and other countries. Future research examining whether PRWs are using criteria for determining which feedback is published or not should include all Swiss PRWs. Third, the specialty and sociodemographic information of the rated physicians are unknown, and there may be important differences between the different specialties and physicians. Finally, the sociodemographic information of the rating patients is unknown and may not be representative of Swiss patients in general.
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Abstract

Background: Though maintaining physical conditioning and a healthy weight are requirements of active military duty, many US veterans lose conditioning and rapidly gain weight after discharge from active duty service. Mobile health (mHealth) interventions using wearable devices are appealing to users and can be effective especially with personalized coaching support. We developed Stay Strong, a mobile app tailored to US veterans, to promote physical activity using a wrist-worn physical activity tracker, a Bluetooth-enabled scale, and an app-based dashboard. We tested whether adding personalized coaching components (Stay Strong+Coaching) would improve physical activity compared to Stay Strong alone.

Objective: The goal of this study is to compare 12-month outcomes from Stay Strong alone versus Stay Strong+Coaching.

Methods: Participants (n=357) were recruited from a national random sample of US veterans of recent wars and randomly assigned to the Stay Strong app alone (n=179) or Stay Strong+Coaching (n=178); both programs lasted 12 months. Personalized coaching components for Stay Strong+Coaching comprised of automated in-app motivational messages (3 per week), telephone-based human health coaching (up to 3 calls), and personalized weekly goal setting. All aspects of the enrollment process and program delivery were accomplished virtually for both groups, except for the telephone-based coaching. The primary outcome was change in physical activity at 12 months postbaseline, measured by average weekly Active Minutes, captured by the Fitbit Charge 2 device. Secondary outcomes included changes in step counts, weight, and patient activation.

Results: The average age of participants was 39.8 (SD 8.7) years, and 25.2% (90/357) were female. Active Minutes decreased from baseline to 12 months for both groups ($P<.001$) with no between-group differences at 6 months ($P=.82$) or 12 months ($P=.98$). However, at 12 months, many participants in both groups did not record Active Minutes, leading to missing data in 67.0% (120/179) for Stay Strong and 61.8% (110/178) for Stay Strong+Coaching. Average baseline weight for participants in Stay Strong and Stay Strong+Coaching was 214 lbs and 198 lbs, respectively, with no difference at baseline ($P=.54$) or at 6 months ($P=.28$) or 12 months ($P=.18$) postbaseline based on administrative weights, which had lower rates of missing data. Changes in the number of steps recorded and patient activation also did not differ by arm.
Conclusions: Adding personalized health coaching comprised of in-app automated messages, up to 3 coaching calls, plus automated weekly personalized goals, did not improve levels of physical activity compared to using a smartphone app alone. Physical activity in both groups decreased over time. Sustaining long-term adherence and engagement in this mHealth intervention proved difficult; approximately two-thirds of the trial’s 357 participants failed to sync their Fitbit device at 12 months and, thus, were lost to follow-up.

Trial Registration: ClinicalTrials.gov NCT02360293; https://clinicaltrials.gov/ct2/show/NCT02360293

International Registered Report Identifier (IRRID): RR2-10.2196/12526

(J Med Internet Res 2020;22(8):e19216) doi:10.2196/19216
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Introduction

Background

Adequate levels of physical activity (PA) reduce the risk of many diseases including diabetes, obesity, cardiovascular disease, dementia, and many cancers. Furthermore, adequate levels contribute to significant improvements in quality of life by improving sleep and physical function, preventing falls, and improving pain management. Inadequate PA is one of the top drivers of premature death. Despite strong evidence for PA’s beneficial effects, most adult men (74%) and women (81%) in the United States do not meet national recommendations for PA levels [1] (150 minutes of moderate activity or 90 minutes of vigorous activity per week [2]).

A lack of PA is especially prevalent among veterans of the US Armed Forces. The type and intensity of physical activities that veterans engage in too often abruptly reduces as they transition from active duty to postdeployment civilian life. The relatively unstructured nature of postdeployment life and illnesses or injuries sustained during military service may contribute to this shift in activity levels [3]. Younger veterans involved in the Afghanistan and Iraq wars may also have work-life balance issues related to child and older adult care issues, and challenges integrating into civilian life because of high physical and mental health burdens (eg, chronic pain, mental illness, substance abuse) [4,5]. Additionally, in one large cohort, 65.8% of men and 46.7% of women were overweight or obese at their first postdeployment visit in the Veteran Health Administration, an additional barrier to engaging in PA [6].

One potential strategy for increasing PA among veterans is using readily available consumer-grade wearable PA sensors and monitoring devices. A solid foundation of evidence demonstrates shorter-term effectiveness of internet-mediated interventions [7-17], particularly when combined with wearable PA sensors, tailored motivational messaging, and coaching [18-20]. By leveraging the broad availability of mobile sensors, we can increase access to interventions aimed at increasing PA levels [21-23]. The evidence-base for mobile health (mHealth) interventions, however, is largely based on small trials with short-term follow-up [13,21]; longer-term engagement with mHealth programs is not always sustained [24-26].

HUMAN-BASED OR AUTOMATED HEALTH COACHING

Human-based or automated health coaching, which has produced positive lifestyle changes across a wide range of populations [26-29], has potential for sustaining longer-term adherence, engagement, and outcomes.

Several studies using mobile apps to promote weight loss and increase PA have reported high rates of attrition, with participants dropping out after the first month [11]. Without active adherence and engagement by participants, the mHealth intervention is unlikely to be effective [30]. A potential strategy to increase adherence and engagement with, and effectiveness of mHealth interventions, is to add health coaching, including telephone-based lifestyle coaching delivered by humans [31-35].

Health coaching is a patient-centered, collaborative model grounded in theories of health behavior change where coaches work in partnership with patients using motivational interviewing, goal setting, and problem solving as key strategies. Across a wide variety of populations, health coaching has produced positive impacts on lifestyle modifications [27-29]. In a recent trial, a relatively low-intensity dose (2 coaching calls at 1 and 4 weeks postbaseline) of telephone-based coaching in conjunction with use of an online risk assessment tool resulted in increased engagement in lifestyle change programs and increased patient activation in a trial among US veteran participants, compared to use of the online risk assessment alone [27-29]. Thus, adding coaching features such as telephone-based human coaching, extended with personalized automated messaging to help address barriers and provide motivation and personalized weekly goals, may further enhance the impact of mHealth interventions.

Study Objective

The objective of this study is to determine whether PA levels would improve at 12 months with a wearable activity tracker combined with health coaching versus a wearable activity tracker alone, among US veterans of recent Afghanistan or Iraq wars. PA levels were measured by Active Minutes, as recorded by the Fitbit Charge 2, a consumer-grade mobile PA sensor that was widely available at the time of this study.

Methods

Study Design

This is a comparative effectiveness randomized controlled trial comparing two 12-month programs: Stay Strong, an mHealth intervention using a wearable activity tracker with a dashboard available through a smartphone app along with a
Bluetooth-enabled weight scale, versus Stay Strong+Coaching, comprising Stay Strong plus human health coaching provided over the telephone and in-app automated weekly personalized PA goals, motivational messages, and personalized weekly PA goals. A summary of the methods is provided here; our published protocol provides more details [36].

Recruitment

A stratified random sample of administrative medical record data for US veterans of recent wars including Operation Enduring Freedom (OEF), Operation Iraqi Freedom (OIF), and Operation New Dawn (OND) residing within the United States was used to identify potentially eligible individuals. We oversampled women to ensure they comprised at least 20% of participants. Inclusion criteria were online confirmation of OEF, OIF, or OND veteran status; identifying a Veterans Health Administration (VHA) health care provider as being responsible for their medical care; having interest in starting a PA program within the next 30 days; having access to a computer with internet connection and a working USB port; having a smartphone with a compatible iOS or Android operating system; and being younger than 65 years (because the interventions were targeted to OEF, OIF, and OND veterans who would typically be younger than 65 years). Individuals were excluded if they reported that a health care provider had told them that it was currently unsafe to exercise in an unsupervised or unmonitored setting, had a history of eating disorders or a BMI<20, were not competent to consent for themselves to a research study, or wore a PA sensor within the last 30 days.

Invitation letters briefly describing the study included a URL with an individualized code to access an online portal. This was the first study within the Veterans Affairs (VA) that relied completely on online technology-mediated approaches for recruitment, consent, Health Insurance Portability Accountability Act (HIPAA) authorization, enrollment, delivery of the interventions, and conduct of the program (see [37] for content). Telephonic support was available to participants as needed for technical support.

After consent, participants completed a baseline survey. At the end of the survey, online instructions asked participants to download and install the Stay Strong app on their smartphone via the Google Play (Android smartphone users) or Apple (iPhone users) stores. When Stay Strong was successfully installed, a package was shipped containing instructions, their Fitbit Charge 2 device, a Bluetooth-enabled weight scale, and a USB dongle for syncing their Fitbit device using a USB-enabled computer. Individuals were instructed to sync their Fitbit device via the Fitbit Connect software using a Bluetooth-enabled dongle that was plugged into a USB port on a computer. This configuration was necessary to comply with VHA data security and confidentiality standards. Syncing was typically completed within minutes of initiation. Individuals were also instructed to configure their Bluetooth-enabled weight scale by pairing their smartphone with the scale. In-app instructions were provided to walk the user through step-by-step so that data received via Bluetooth connection would be recorded by the Stay Strong app and displayed by the in-app dashboard. Syncing typically lasted seconds.

Participants authorized Vibrent, Inc (the developer of the Stay Strong server platform) [38] to sync and access their Fitbit data. Their Fitbit device had a “Do Not Remove” sticker, covering the device’s display during the baseline period before randomization.

When at least 5 valid days of data (days when at least 5 Lightly Active Minutes were recorded) within a 7-day period were synced to the study server, the individual was randomized in a 1:1 ratio, to Stay Strong or Stay Strong+Coaching. All the study staff were blinded to the randomization list that was generated by the study biostatistician. After the participant was assigned to an arm, their smartphone-based mobile app was updated to reflect their assigned program (Stay Strong or Stay Strong+Coaching) and they were instructed to remove the sticker that covered their Fitbit display.

Follow-up surveys were administered at 6- and 12-months postbaseline. Respondents were mailed a US $25 Amazon gift card for each completed follow-up survey. All participants kept their Fitbit device and scale after their program ended.

Institutional Review Board Approval and Ethical Considerations

Ethical oversight was provided by VHA’s Central Institutional Review Board that approved the protocol. A copy of the approved study protocol is available online [37]. Participants were randomized between October 11, 2017, and May 31, 2018. The last participants finished their program on July 9, 2019.

Interventions

Table 1 lists program components for the two trial arms. The Stay Strong programs both lasted 12 months. Designs were informed by experiences of veterans in a prior study [39] and by the self-regulation theory and the information-motivation-behavioral skills model [40-43], which describe processes of behavior change mediated through goal attainment and skills mastery, and acknowledges the central role of self-efficacy in sustaining change in PA [41,44-47]. Our published protocol provides more details about behavior change techniques incorporated into the programs [36]. Detailed functional requirements, screenshots, along with the full library of messages sent to participants are available online [37]. The Fitbit Charge 2 provided detailed minute-by-minute self-monitoring information through objective measurement of PA. A veterans’ work group provided input into the logistics of intervention delivery and enrollment processes. Feedback on an early version of Stay Strong+Coaching was elicited from a convenience group of testers employed at the VA and veterans who served on an advisory panel for this grant, several of whom were OEF, OIF, or OND veterans. No changes were made to Stay Strong during the course of this trial.
Table 1. Stay Strong components by trial arm.

<table>
<thead>
<tr>
<th>Component</th>
<th>SSa arm</th>
<th>SS+Coaching arm</th>
<th>Intensity</th>
<th>Duration</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective physical activity monitoring</td>
<td>✓</td>
<td>✓</td>
<td>Fitbit worn daily, and data syncing at least 1/week</td>
<td>1 year</td>
<td>Fitbit worn on wrist; data visualizations available within SS app</td>
</tr>
<tr>
<td>Weight self-monitoring</td>
<td>✓</td>
<td>✓</td>
<td>Weight measured weekly with data syncing at least 1/week</td>
<td>1 year</td>
<td>Data visualizations available within SS app</td>
</tr>
<tr>
<td>Administrative message reminders</td>
<td>✓</td>
<td>✓</td>
<td>One message less than 230 characters</td>
<td>As needed over 1 year</td>
<td>Push notification on phone</td>
</tr>
<tr>
<td>Automated personalized goal setting</td>
<td>✓</td>
<td></td>
<td>Weekly, based on previous weeks' physical activity data</td>
<td>1 year</td>
<td>Abbreviated phone push notification and message with image within SS app</td>
</tr>
<tr>
<td>Automated messages: nonpersonalized</td>
<td>✓</td>
<td></td>
<td>1 message up to 225 characters, 3/week</td>
<td>1 year</td>
<td>Abbreviated phone push notification and full message with visual image within SS app</td>
</tr>
<tr>
<td>Automated messages: personalized</td>
<td>✓</td>
<td></td>
<td>1 message up to 225 characters, 3/week</td>
<td>1 year</td>
<td>In-app and smartphone notification with image</td>
</tr>
<tr>
<td>based on self-reported barriers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Telephone-based lifestyle coaching</td>
<td>✓</td>
<td></td>
<td>Up to 30 min</td>
<td>2 calls plus an optional 3rd call in the first 9 weeks</td>
<td>Telephone</td>
</tr>
</tbody>
</table>

aSS: Stay Strong.

Stay Strong Intervention

The Stay Strong program lasted 12 months and comprised of a Fitbit device to capture PA, a Bluetooth-enabled weight scale, and a smartphone app with a dashboard showing key metrics over time (Active Minutes, miles, steps, stairs, and heart rate zone). The Fitbit Charge 2 device is a wrist-worn PA monitoring device that continuously logs PA. Participants were encouraged to wear the Fitbit device during waking hours for the study duration and to upload device data at least weekly via the Fitbit Connect software and USB port on their computer. The smartphone app displayed PA data in 1- to 4-week increments (or most recent valid week).

Data from the Bluetooth-enabled weight scale (A&D Deluxe Connected Weight Scale UC-352BLE) was synced with Stay Strong or could be manually entered. The smartphone app displayed weight data in 1- to 4-week increments. Participants were asked to weigh themselves and sync their scale at least weekly during the duration of their program.

During the study period, all participants received automated administrative messages including reminders to report adverse events every 90 days and reminders to complete 6- and 12-month survey assessments.

Stay Strong+Coaching Intervention

In addition to the Stay Strong components, participants received personalized coaching, which comprised of automated in-app motivational messages (3/week for the duration of the 12-month program), telephone-based human health coaching (up to 3 calls, spaced over the first 9 weeks), and personalized weekly goal setting. The coaching telephone calls were designed to motivate participants by helping them develop goals and action plans to achieve Fitbit-derived PA goals, problem solve barriers to achieving PA goals, and understand features of the Stay Strong app, with an emphasis on interpreting Fitbit PA data shown in their dashboard to monitor their progress. PA goals were computed by increasing each new daily PA goal by 5 Active Minutes based on previous week’s (or most recent) synced Active Minutes, not to exceed 60 Active Minutes per day. Participants received three messages per week delivered within the app and via push notification to the smartphone; most were nonpersonalized, but a subset were personalized to address specific barriers identified by each participant. To maintain interest and engagement in the messages throughout the 12 months, we randomly timed in-app message delivery during the day Monday through Saturday. Messages comprised of a maximum 225 characters and were designed to help participants stay engaged and learn more about topics including: exercise, healthy eating, initiating behavior change, pain, inspirational quotes, maintaining behavior change, weight loss and management, heart rate monitoring, and appropriate athletic gear. Additionally, at baseline and 6 months, participants were asked to choose up to four barriers that most prevented increasing PA from a list of 11 prespecified barriers (lack of time, social influence, lack of energy, lack of willpower or motivation, fear of injury or pain, lack of resources, family obligations, weather conditions, depression, accountability or external motivation, and disability). The prespecified list was developed based on work by Sallis and colleagues [48,49] and...
highlighted by the Centers for Disease Control and Prevention, plus the addition of disability.

**Outcomes**

The primary outcome was Active Minutes per week, as recorded by the Fitbit Charge 2 device, for 12 months following randomization. To report PA levels (eg, Active Minutes, steps), participants synced their Fitbit device as often as desired. We encouraged participants to sync at least once per week. Active Minutes is a proprietary measure that captures the number of minutes of continuous moderate-to-vigorous exercise when sustained for at least 10 minutes [50]. Secondary outcomes included step counts (reported through syncing the Fitbit device), weight loss, and patient activation. Weight was to be recorded by the Bluetooth-enabled scale; participants were encouraged to record their weight at least weekly. However, most participants did not sync their scales and, thus, did not provide weights. Therefore, for the comparison of weight change rates, we conducted an alternative analysis with weights captured by the VA administrative medical record data, and baseline weights were self-reported at the time of enrollment. Patient activation was assessed by online questionnaire at baseline and at 6 and 12 months postbaseline using the self-reported 13-item Patient Activation Measure (PAM) [51]. The PAM assesses an individual’s knowledge, skills, beliefs, and confidence for managing their own health. PAM scores have high construct validity and have been positively associated with engagement in healthier lifestyle behaviors [52].

**Sample Size**

Our sample size calculations were based on unpublished data from a pilot study. A 10-minute differential improvement at 12 months was set as a minimal clinically important difference. We anticipated a baseline mean of 53 minutes, a standard deviation of 28 minutes in both treatment groups, and \( r=0.46 \) correlation between baseline and 12 months. Because of the lengthy enrollment process, we expected up to 50% dropout during the consent and preparation phases, and assumed 25% dropout after enrollment during the 12-month program. We aimed to randomize 350 patients (175 per group) to detect a 10-minute difference in improvement at 12 months based on a 5% significance level 2-sided test using analysis of covariance (ANCOVA) with 90% power.

**Statistical Analysis**

Primary analyses were based on intent-to-treat focusing on the effect of Stay Strong+Coaching compared to Stay Strong alone on change in PA from baseline to 12 months postrandomization. Women who self-reported pregnancy at any of the three primary assessment times (baseline, 6-month, 12-month) were not included in the analyses for PA and weight; 1 participant indicated pregnancy at the 6-month follow-up. Summary statistics (eg, means, medians, and proportions) were used to describe all study variables including outcome measures for overall study participants, by study arm, and at each of the three primary assessment times. Adjusted between-arm difference in Active Minutes at both 6 and 12 months were compared and estimated based on a mixed model using data at the three primary assessment times. Between-arm comparison was also done using a mixed model with all longitudinally assessed weekly averages of Active Minutes as dependent variables. The model included time (weeks since randomization), treatment arm (Stay Strong+Coaching arm) indicator, an interaction of time by treatment arm as primary predictors, and random intercepts and slopes. The model was also adjusted for baseline Active Minute goal and stratification factors of sex and smartphone operating system. A test of significant slope of the interaction term was used to assess if the rate of change in Active Minutes over the study period differed between treatment arms. Secondary outcomes of steps and weights were analyzed similarly using data at primary assessment times, as well as full weekly data, and patient activation was analyzed using data at three primary assessment times.

Several alternative analyses were conducted to ensure consistency in our main results. Due to high skewness of the PA data, we modeled weekly Active Minutes after log-transformation and step counts after taking the square root. For PA data, we also used robust regression based on the median, minimizing the sum of the absolute deviation from the estimate of the center.

Additionally, to account for a substantial amount of missing follow-up data, primary analyses were repeated using weighted likelihood methods to give more weights to individuals who were more likely to miss 12-month outcomes. Weights were estimated from a penalized likelihood (least absolute shrinkage and selection operator) logistic regression model, with missing 12-month data as the response variable and with baseline sociodemographic characteristics as predictors of missing 12-month data. “Do Not Remove” stickers covered each participant’s Fitbit screen to prevent feedback that may motivate higher levels of PA even with instructions to maintain normal levels of activity. Alternative analyses were conducted to test for “reactivity,” where participants may have increased their activity levels despite these precautions. This “reactivity” often manifests as unusually high or low activity levels with use of a new device like the Fitbit Charge 2 used in this study. If this occurred, PA may decline to previously normal levels by the second week. To assess reactivity, we re-estimated the between-arm difference in Active Minutes at 12 months after replacing baseline data with the second week data. The a priori level for statistical significance was a 2-sided \( P<.05 \). For all analyses, R version 3.6.0 (R Foundation for Statistical Computing) was used. All code and detailed results are available online at [37].

**Results**

**Participant Characteristics**

Letters with the VHA letterhead along with a logo specially designed for Stay Strong were mailed to 2286 randomly selected US veterans, of whom 17.9% (409) were eligible, completed consent, provided HIPAA authorization, and to whom welcome packages were sent containing their Bluetooth scale and Fitbit device along with instructions for use (see Figure 1). Of those 409 participants, 357 (87.3%) successfully set up their devices and synced a week of valid PA data and were randomized to Stay Strong (\( n=179 \)) or Stay Strong+Coaching (\( n=178 \)).
Table 2 shows baseline participant characteristics overall and by study arm. Of the 357 participants, the average age was 39.8 years, 90 (25.2%) were female, 231 (64.7%) were non-Hispanic White, 248 (69.5%) were married, 215 (60.2%) had children in the household, 156 (40.9%) had a bachelor’s or higher college degree, and 48 (13.4%) were current smokers. Additionally, based on administrative medical record data, 191 (53.5%) were diagnosed with posttraumatic stress disorder (PTSD), 118 (35%) had diagnoses of clinically significant depression, 155 (43%) reported moderate or severe pain, 95 (26.6%) reported clinically significant alcohol misuse based on Alcohol Use Disorders Identification Test Version C score, and 204 (57.1%) were obese (BMI $\geq 30$).

Figure 1. CONSORT flow of recruitment through randomization.
Table 2. Baseline characteristics of participants (N=357).

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Overall (N=357)</th>
<th>SS&lt;sup&gt;a&lt;/sup&gt; (n=179)</th>
<th>SS+Coaching (n=178)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sociodemographic factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sex (female), n (%)</td>
<td>90 (25.2)</td>
<td>43 (24.0)</td>
<td>47 (26.4)</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>39.8 (8.7)</td>
<td>40.4 (9.0)</td>
<td>39.2 (8.4)</td>
</tr>
<tr>
<td><strong>Race/ethnicity, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-Hispanic White</td>
<td>231 (64.7)</td>
<td>114 (63.7)</td>
<td>117 (65.7)</td>
</tr>
<tr>
<td>Non-Hispanic Black</td>
<td>47 (13.2)</td>
<td>27 (15.1)</td>
<td>20 (11.2)</td>
</tr>
<tr>
<td>Other</td>
<td>79 (22.1)</td>
<td>38 (21.2)</td>
<td>41 (23.0)</td>
</tr>
<tr>
<td>Married, n (%)</td>
<td>248 (69.5)</td>
<td>128 (71.5)</td>
<td>120 (67.4)</td>
</tr>
<tr>
<td>Have children in household, n (%)</td>
<td>215 (60.4)</td>
<td>117 (65.7)</td>
<td>98 (55.1)</td>
</tr>
<tr>
<td><strong>Education, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school graduate/equivalent (GED&lt;sup&gt;b&lt;/sup&gt;) or less</td>
<td>23 (6.4)</td>
<td>7 (3.9)</td>
<td>16 (9.0)</td>
</tr>
<tr>
<td>Some college, trade/vocational, associate’s degree</td>
<td>188 (52.7)</td>
<td>98 (54.7)</td>
<td>90 (50.6)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>94 (26.3)</td>
<td>47 (26.4)</td>
<td>47 (26.3)</td>
</tr>
<tr>
<td>Postgraduate work or graduate degree</td>
<td>52 (14.6)</td>
<td>27 (15.1)</td>
<td>25 (14.0)</td>
</tr>
<tr>
<td>Full-time employment, n (%)</td>
<td>202 (56.6)</td>
<td>97 (54.2)</td>
<td>105 (59.0)</td>
</tr>
<tr>
<td>Inadequate income&lt;sup&gt;c&lt;/sup&gt;, n (%)</td>
<td>49 (13.7)</td>
<td>27 (15.1)</td>
<td>22 (12.4)</td>
</tr>
<tr>
<td><strong>Health and comorbidities</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>General health&lt;sup&gt;d&lt;/sup&gt;, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Excellent</td>
<td>16 (4.5)</td>
<td>16 (4.5)</td>
<td>8 (4.5)</td>
</tr>
<tr>
<td>Very good</td>
<td>74 (20.7)</td>
<td>74 (20.7)</td>
<td>36 (20.2)</td>
</tr>
<tr>
<td>Good</td>
<td>150 (42.0)</td>
<td>150 (42.0)</td>
<td>71 (39.9)</td>
</tr>
<tr>
<td>Fair</td>
<td>97 (27.2)</td>
<td>97 (27.2)</td>
<td>50 (28.1)</td>
</tr>
<tr>
<td>Poor</td>
<td>20 (5.6)</td>
<td>20 (5.6)</td>
<td>13 (7.3)</td>
</tr>
<tr>
<td>Moderate/severe pain&lt;sup&gt;e&lt;/sup&gt;, n (%)</td>
<td>155 (43.4)</td>
<td>75 (41.9)</td>
<td>80 (44.9)</td>
</tr>
<tr>
<td>Diabetes&lt;sup&gt;f&lt;/sup&gt;, n (%)</td>
<td>27 (7.6)</td>
<td>16 (8.9)</td>
<td>11 (6.2)</td>
</tr>
<tr>
<td>Hypertension&lt;sup&gt;f&lt;/sup&gt;, n (%)</td>
<td>63 (17.6)</td>
<td>31 (17.3)</td>
<td>32 (18.0)</td>
</tr>
<tr>
<td>Posttraumatic stress disorder diagnosis&lt;sup&gt;f&lt;/sup&gt;, n (%)</td>
<td>191 (53.5)</td>
<td>97 (54.2)</td>
<td>94 (52.8)</td>
</tr>
<tr>
<td><strong>Depression scale (PHQ-8&lt;sup&gt;g&lt;/sup&gt;), median (IQR)</strong></td>
<td>6.5 (3.0-12.0)</td>
<td>6.0 (3.0-11.0)</td>
<td>7.0 (3.0-13.0)</td>
</tr>
<tr>
<td>Clinically significant depression&lt;sup&gt;h&lt;/sup&gt;, n (%)</td>
<td>118 (34.9)</td>
<td>57 (33.9)</td>
<td>61 (35.9)</td>
</tr>
<tr>
<td><strong>Lifestyle and related factors</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Patient Activation Measure, mean (SD)&lt;sup&gt;i&lt;/sup&gt;</td>
<td>70.2 (11.9)</td>
<td>70.3 (12.2)</td>
<td>70.1 (11.7)</td>
</tr>
<tr>
<td>AUDIT-C&lt;sub&gt;≥4&lt;/sub&gt; (male); AUDIT-C&lt;sub&gt;≥3&lt;/sub&gt; (female), n (%)</td>
<td>95 (26.6)</td>
<td>42 (23.5)</td>
<td>53 (29.8)</td>
</tr>
<tr>
<td>Current smoker&lt;sup&gt;k&lt;/sup&gt;, n (%)</td>
<td>48 (13.4)</td>
<td>22 (12.3)</td>
<td>26 (14.6)</td>
</tr>
<tr>
<td>Weight (lbs), mean (SD)</td>
<td>210.4 (44.9)</td>
<td>208.5 (39.5)</td>
<td>212.3 (49.8)</td>
</tr>
<tr>
<td><strong>BMI (kg/m&lt;sup&gt;2&lt;/sup&gt;), mean (SD)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;25</td>
<td>38 (10.6)</td>
<td>16 (8.9)</td>
<td>22 (12.4)</td>
</tr>
<tr>
<td>25-29</td>
<td>115 (32.2)</td>
<td>57 (31.8)</td>
<td>58 (32.6)</td>
</tr>
<tr>
<td>30-34</td>
<td>110 (30.8)</td>
<td>62 (34.6)</td>
<td>48 (27.0)</td>
</tr>
<tr>
<td>35-39</td>
<td>70 (19.6)</td>
<td>34 (19.0)</td>
<td>36 (20.2)</td>
</tr>
</tbody>
</table>
Characteristics | Overall (N=357) | SS\textsuperscript{a} (n=179) | SS+Coaching (n=178) \\
---|---|---|---
≥40 | 24 (6.7) | 10 (5.6) | 14 (7.9) \\
Technology use
Comfort using the internet\textsuperscript{1}, mean (SD) | 32.6 (3.8) | 32.4 (4.0) | 32.8 (3.6) \\
Phone type: iPhone\textsuperscript{m}, n (%) | 174 (48.7) | 89 (49.7) | 85 (47.8) \\
Physical activity device use\textsuperscript{p}, n (%) | 164 (45.9) | 74 (41.3) | 90 (50.6) \\
Prior experience with Fitbit use, n (%) | 95 (26.6) | 44 (24.6) | 51 (28.7) \\

\textsuperscript{a}SS: Stay Strong.
\textsuperscript{b}GED: General Education Development.
\textsuperscript{c}Responded yes to “Must cut back on things to pay bills or have difficulty paying bills at the end of the month.”
\textsuperscript{d}12-Item Short-Form Health Survey [53].
\textsuperscript{e}Pain intensity ≥4 out of 11-point scale.
\textsuperscript{f}See [37] for specific diagnosis codes used for defining this category.
\textsuperscript{g}PHQ-8: Patient Health Questionnaire Depression Scale.
\textsuperscript{h}PHQ-8≥10 [54].
\textsuperscript{i}Patient Activation Measure-13 score [51].
\textsuperscript{j}AUDIT-C: Alcohol Use Disorders Identification Test Version C.
\textsuperscript{k}Combination of “Smoke every day” and “Smoke some days.”
\textsuperscript{l}Score range from 7 to 35; a higher score corresponds to more comfort.
\textsuperscript{m}In comparison to Android.
\textsuperscript{n}Prior experience with a physical activity device (eg, Fitbit, Apple Watch).

At baseline, 103/179 (57.9%) and 96/178 (53.9%) of participants in Stay Strong and Stay Strong+Coaching recorded more than 150 minutes of weekly Active Minutes (P=.46). All participants recorded Active Minutes during their baseline week, but by 12 months postrandomization, most participants were not syncing their Fitbit, thus PA data were not available; specifically, though 230/357 (64.4%) participants provided synced data at 6 months, only 127 (35.6%) did so at 12 months.

Primary Outcomes
Adjusted mean Active Minutes, based on a repeated measures ANCOVA model, showed no between-arm differences at 6 months (P=.82) or 12 months (P=.98). Mean weekly Active Minutes reported by Fitbit devices declined in both arms. A mixed model based on weekly longitudinal Active Minutes data revealed Active Minutes decreased significantly over the 12 months in the Stay Strong group (weekly slope=−3.04, P<.001), with no significant difference in the rate of decrease in the two study arms (P=.40 for the interaction of time by the Stay Strong+Coaching arm indicator). Multiple alternate analytic models resulted in similar findings with neither clinically, nor statistically, significant differences in Active Minutes between study arms. For example, a mixed model weighted by the estimated probability of missing 12-month data showed significantly decreasing Active Minutes over time (P<.001), but no difference in the rate of decrease in Active Minutes between the two arms (P=.37). We also tested and adjusted for “reactivity,” given the high baseline levels of Active Minutes recorded to answer the question. We first assessed whether participants increased their normal PA levels in their baseline week despite masking feedback on their Fitbit device by covering their Fitbit display with a “Do Not Remove” sticker that prevented users from seeing and reacting to PA levels recorded by the Fitbit. If reactivity was present, then we would expect PA levels to decrease in the following weeks [55,56]. Our analyses revealed that Active Minutes decreased slightly from the first to the second week; however, analysis where second week data replaced the baseline data did not alter findings.

Secondary Outcomes
We found no significant differences between arms in any secondary outcomes including step counts (P=.08), weight (P=.55), or patient activation (P=.98) at the 12-month follow-up (Table 3). The between-arm difference in the predicted mean at 12 months was 1009 steps per day, adjusting for sex, type of smartphone, and baseline goal. For step counts per day, averaged over a week, crude means declined from 8163 steps per day at baseline to 5736 at 12 months in the Stay Strong arm, and from 7571 to 5638 in the Stay Strong+Coaching arm. Multiple alternate models based on weekly step counts all showed significantly decreasing step counts over the 12 months in the Stay Strong group (P<.001), with no significant difference in the rate of decrease in the two study arms.
Table 3. Primary outcome of Active Minutes and secondary outcomes of steps, weight, and patient activation for each major assessment time.

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Stay Strong (n=179), mean\textsuperscript{a} (95% CI)</th>
<th>Stay Strong+Coaching (n=178), mean\textsuperscript{a} (95% CI)</th>
<th>Between-group difference, mean\textsuperscript{b} (SE)</th>
<th>(P) value\textsuperscript{c}</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Active Minutes per week</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (N=357)</td>
<td>255 (216-295)</td>
<td>240 (201-280)</td>
<td>8.63 (23.0)</td>
<td>.71</td>
</tr>
<tr>
<td>6-month (n=230)</td>
<td>225 (175-276)</td>
<td>234 (186-281)</td>
<td>-10.0 (24.2)</td>
<td>.68</td>
</tr>
<tr>
<td>12-month (n=127)</td>
<td>190 (121-258)</td>
<td>199 (136-263)</td>
<td>-29.4 (41.2)</td>
<td>.48</td>
</tr>
<tr>
<td><strong>Steps per week</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (N=357)</td>
<td>8163 (7531-8795)</td>
<td>7571 (6938-8205)</td>
<td>152 (465)</td>
<td>.74</td>
</tr>
<tr>
<td>6-month (n=230)</td>
<td>6351 (5537-7165)</td>
<td>6563 (5797-7328)</td>
<td>-841 (551)</td>
<td>.13</td>
</tr>
<tr>
<td>12-month (n=127)</td>
<td>5736 (4635-6837)</td>
<td>5638 (4612-6663)</td>
<td>-1009 (583)</td>
<td>.08</td>
</tr>
<tr>
<td><strong>Weight (lbs)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (N=357)</td>
<td>214 (200-228)</td>
<td>198 (182-215)</td>
<td>-3.5 (4.8)</td>
<td>.46</td>
</tr>
<tr>
<td>6-month (n=97)</td>
<td>217 (205-228)</td>
<td>206 (193-219)</td>
<td>-3.3 (4.9)</td>
<td>.49</td>
</tr>
<tr>
<td>12-month (n=65)</td>
<td>221 (206-235)</td>
<td>217 (203-232)</td>
<td>-3.1 (5.3)</td>
<td>.55</td>
</tr>
<tr>
<td><strong>Patient activation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline (n=315)</td>
<td>70.4 (68.5-72.2)</td>
<td>70.1 (68.3-72.0)</td>
<td>0.20 (1.35)</td>
<td>.88</td>
</tr>
<tr>
<td>6-month (n=198)</td>
<td>68.0 (65.7-70.4)</td>
<td>66.9 (64.5-69.3)</td>
<td>0.91 (1.65)</td>
<td>.58</td>
</tr>
<tr>
<td>12-month (n=171)</td>
<td>69.4 (66.8-72.1)</td>
<td>69.2 (66.7-71.6)</td>
<td>-0.04 (1.77)</td>
<td>.98</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Crude means. n in the first column represent the number of participants with available data for crude means.

\textsuperscript{b}Calculated as the estimated marginal mean difference (Stay Strong group – Stay Strong+Coaching group) based on a model fit using all available data (n=179 for Stay Strong and n=178 for Stay Strong+Coaching) and adjusting for baseline goal, sex, and operating system type for all outcomes except for patient activation, which relies on n’s listed in the first column for between-group difference and \(P\) values.

\textsuperscript{c}For between-group difference, adjusted for comparing a family of 3 estimates.

**Adherence**

Of the 178 Stay Strong+Coaching arm participants, 70.8% (n=126) completed at least 2 coaching calls, and 56.7% (n=101) completed all 3 phone calls. However, participants in both groups increasingly failed to sync their Fitbit devices over their 12-month program (Figure 2). At 9 weeks, soon after coaching ended, there was no difference in syncing rates between the two groups (\(P=.14\)). By 6 months postbaseline, 60.3% (108/179) and 68.5% (122/178) of participants in Stay Strong and Stay Strong+Coaching, respectively, synced their Fitbit data. This difference was reflected by participants in Stay Strong+Coaching having higher odds of syncing their data compared to participants in Stay Strong (OR 1.36, 95% CI 1.17-1.58; \(P<.001\)). This difference was not sustained at 12 months postbaseline: rates were comparably low with 33.0% (59/179) and 38.2% (68/178) in Stay Strong and Stay Strong+Coaching, respectively, syncing their Fitbit data.
Satisfaction With Stay Strong

The 12-month satisfaction survey was completed by 51.8% (185/357) of participants across the two programs, 89.7% (166/185) reported being “likely” or “extremely likely” to recommend their program to another veteran, and 69.7% (129/185) agreed or strongly agreed that their program was a benefit to their overall health. Overall, when asked if they did not like wearing their Fitbit, only 13.5% (25/185) strongly agreed or agreed. Though only 24.9% (46/185) of respondents strongly agreed or agreed that they found it difficult to sync their Fitbit using a desktop computer, 82.2% (152/185) strongly agreed or agreed that they would rather sync their Fitbit data using a smartphone than a desktop computer.

Discussion

Summary of Findings

This is the first completed large-scale trial of an mHealth intervention using wearable PA tracking devices (Fitbit) and a smartphone app among veterans. Adding automated and phone-based human coaching to the Stay Strong mHealth program (Stay Strong+Coaching) did not improve PA levels compared to baseline, nor compared to the Stay Strong program alone among US veterans of recent wars. Specifically, the rate of changes did not show difference between arms in Active Minutes, step counts, patient activation, and weight at 6 months or 12 months. In Stay Strong+Coaching, 70.8% (126/178) of participants completed at least 2 of 3 planned coaching calls in the first 9 weeks of the program but, like participants in Stay Strong, significantly decreased the frequency of syncing their Fitbit device to the point where over 60% (230/357) of trial participants had missing PA data 12 months postbaseline.

Program Adherence and Missing Data

The completion of coaching calls was high: 70.8% (126/178) completed at least 2 calls, and over half (101/178, 56.7%) completed all 3 phone calls, even with the third call being optional. Other than the coaching calls for Stay Strong+Coaching, participants completed their program without human interaction. We attempted to reach participants who had not synced their Fitbit data within 7 days of the 12-month program ending; up to 9 phone calls were made over a 3-week period, with one follow-up letter. Sustaining long-term adherence to and engagement with mHealth interventions without human contact is challenging [26,57,58]. The rate of data syncing was relatively high at 3 months (317/357, 88.8%; Figure 2) in our trial, which is the time period evaluated in many published mHealth trials. However, the percentage of participants who synced their data by 12 months was low (127/357, 35.6%) for both arms. One potential explanation for this is that participants were asked to use a dongle plugged into a computer’s USB port with Fitbit Connect software to bypass direct syncing using Fitbit’s proprietary app installed on their smartphone. This process was not as efficient as using Fitbit’s app directly for syncing their device; in fact, the Connect software is no longer supported. Ethics oversight required use of the Connect software, however, to minimize the possibility of personal information (eg, name, locations, information from contacts lists stored on their smartphone) being accessed and stored by Fitbit. At 6 months, participants in Stay Strong+Coaching were more likely to sync their Fitbit data, suggesting that the added telephone-based health coaching with automated weekly personalized goal messages and personalized and standard motivational messaging may have helped retain participants for a longer period.

Figure 2. Percentage of participants who synced their Fitbit within the last 30 days by month and arm.
Participant Characteristics and mHealth Interventions

Stay Strong was targeted specifically to OEF, OIF, and OND veterans who tend to be below-average age compared to the general veteran population. The average age of our participants was under 40 years old; this is much younger than the general veteran population, more than half of whom are over 60 [59]. Recruitment goals were met more quickly than initially planned, indicating a high level of initial enthusiasm for the study and potential ease of virtual enrollment procedures. However, despite high baseline PA levels, our participants reported lower quality of life (117/357, 32.8% reported fair or poor health) compared to the general US adult population (typically below 20%) [60,61]. Our study participants also had a high burden of mental health and other comorbidities; one-third to over half reported clinical depression, moderate or severe pain, or had a PTSD diagnosis. These conditions all present potential challenges to maintaining or increasing PA levels [4]. Other research has identified potential risks of developing mHealth interventions that are too complex, that may be inattentive to user needs and capabilities, and may leave vulnerable patients behind [62], perpetuating health disparities. Less healthy and poorer individuals may be least likely to use interventions using wearable devices [63].

mHealth Interventions for Physical Activity

PA levels decreased by 41-65 active minutes at 12 months compared to baseline. However, PA declines among Stay Strong+Coaching participants largely occurred after the first 6 months, while Stay Strong participants continuously declined throughout their 12-month program. Thus, the additional lifestyle coaching support may have helped sustain PA levels longer compared to Stay Strong alone when any possible lasting effects subsided. Our findings are consistent with others who found that PA decreases over time in studies employing accelerometers as an intervention strategy [26]. We found no evidence of reactivity where participants may have been motivated to increase their PA levels during their baseline week even with a “Do Not Remove” sticker that covered their device so they would not see their data; on average, PA did not significantly decrease in the second week postbaseline.

This study marks a significant contribution to the mHealth literature. Our negative findings should be viewed in context of having an active comparator: both arms of the trial provided devices and a smartphone app to support PA. Further, this was a randomized trial of a relatively long-term program (12 months), drawing from a large national sample of OEF, OIF, and OND veterans who consented and enrolled online with no in-person assessments or interactions. Stay Strong was designed based on a fully described theoretical framework [36], which few apps do [64]. Furthermore, we followed participants for 12 months, which is longer than most other published trials [9,12,26,57,58]. Further development and testing are needed to continue to find interventions to help people increase and, importantly, sustain PA levels. Higher intensity and dose of human coaching may help. All human coaching was completed within the first 9 weeks; timing calls based on synced data (eg, when PA decreases or a participant fails to sync in a period of time) may help bolster levels when an individual is waning in their efforts or encountering new challenges, or increasing the number of calls over a longer period of time. Further, it is important to note that the content of the coaching calls may need to shift over time as participants lapse in and out of maintenance or receive new threats to their lifestyle modifications. Thus, behavioral strategies used to initiate behavior change, like increasing PA, are likely different from those needed to sustain gains over time. Our theoretical model was based on supports needed to initiate behavior change. We did not implement human coaching supports to maintain changes. A recent systematic review of behavior change techniques supports this hypothesis [65]. Although goal setting and self-monitoring of behaviors were important in both short- and long-term behavioral change, long-term behavior change also benefited from additional behavioral supports such as giving feedback on the outcome of the behavior, adding objects into the participant’s environment, receiving social support, and problem solving. These long-term techniques are likely hard to communicate or practice without providing human coaching over a longer time.

Human Coaching to Strengthen mHealth Interventions

To our knowledge this is one of the first studies to assess the addition of coaching components on PA as an add-on component to an mHealth intervention with objective self-monitoring and feedback. The goals of our coaching strategy were to aid initial engagement and help keep interest in the mHealth intervention fresh and interesting for participants so they would continue to participate and, thus, enhance impact of the mHealth program [66]. Therefore, we frontloaded human coaching to occur within the first 9 weeks of the program. Much of the literature compares multimodal such as coaching + mHealth + objective self-monitoring to usual care or weak, inactive comparators such as an educational comparator [26,67]. Such designs make it impossible to tease out the independent contribution of coaching to mHealth engagement. Moreover, in much of the literature, mHealth plays a supportive role in the intervention with coaching as the central component. In Stay Strong, the mHealth platform is the central intervention component and human coaching is subordinate (ie, only 3 sessions in first 9 weeks of a 12-month mHealth program). Other studies have demonstrated that approaches that integrate coaching have more robust outcomes, and this was a central hypothesis in our study. The current literature is not adequate to address the independent contribution of coaching on mHealth interventions aimed at increasing PA [26,67].

Role of Motivational Messages

Our barrier-specific messaging was based on a twice-administered survey (baseline and again 6 months later) of barriers such as lack of time, asking participants to choose up to four possible PA barriers they would encounter. This allows targeting messages to specific barriers. However, more recent advances with microtailoring based on season, geographic location, momentary mood, personal characteristics, employment and parenting demands, or other life circumstances would provide more actionable, meaningful, and potentially more motivating messages. Further tailoring to PA levels may also be effective, such as messaging when there is a gap in
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synced data [68], and the addition of more strategies to motivate and engage [69]. A challenge with mHealth interventions is that the novelty of the intervention may be motivating for a short period, but after the novelty wears off, the interventions lose their effectiveness. This is true for messaging as well; though we varied the time and day of our messages to help make them “fresh,” they were not timed based on any specific attributes or preferences of the participant. Another component to consider is the addition of an online community to increase engagement [70,71], though one systematic review only found trials that lasted 14 weeks or less [72], well before our participants, 64% (230/357) of whom were still syncing at 6 months, stopped syncing. Additionally, we did pilot approaches with veterans and used their feedback to guide development of the Stay Strong interventions. User-centered design approaches that more deeply involve potential participants in design through evolving rounds of development [73-75] to inform outcomes [76,77], information displays, and message content and timing may result in higher intervention durability and better outcomes.

Study Limitations

This trial has several limitations. This trial was designed to assess outcomes between two mHealth interventions (Stay Strong vs Stay Strong+Coaching); this design precluded our ability to assess and, thus, compare change in PA among veterans without any mHealth intervention. However, nearly half of participants reported prior experience using a PA device, indicating its widespread use, which makes it challenging to require participants not to use a device while participating in a trial. Our primary outcome was Active Minutes, a proprietary measure captured by the Fitbit device that captures moderate or vigorous exercise levels in bouts of at least 10 minutes. This metric may have been confusing and, thus, demotivating for some participants who may not have fully understood why they were not getting “credit” for exercise if they failed to get their heart rate up for a long enough period. On the other hand, Fitbit also displayed step counts, which is a well-known and commonly used metric. Our findings are based on a minority of participants who synced data at 12 months postbaseline. Syncing frequency was our only indication of adherence to the Stay Strong app. Unfortunately, we did not have the ability to build in other measures of adherence or engagement at the participant level including, for example, time spent in the app. Multiple alternative models did not reveal any clear bias between participants who were lost to follow-up versus those who were included in our outcome analyses. Baseline PA levels were quite high among our study participants; over half met the minimum standard of 150 moderate or vigorous minutes of PA per week at baseline, which was surprising, given earlier indications of low PA levels among veterans [3]. Exploratory analyses did not support the possibility that participants may have increased their PA at baseline compared to a true “usual” level, even with a “Do Not Remove” sticker covering their Fitbit display.

Conclusions

Although research has shown mHealth to have potential for promoting health behavior change, long-term participant adherence to study protocols and sustained engagement with mHealth interventions remains a challenge [24-26]. Our trial results have important implications for future research in this arena. Over 12 months, participant adherence to study protocols across both Stay Strong programs declined over time, as did PA levels. Although more Stay Strong+Coaching participants synced their Fitbit at 6 months compared to Stay Strong alone, we found no significant differences in PA between groups at 9 weeks, shortly after coaching ended for the Stay Strong+Coaching participants, nor at the end of the program (12 months). If we had less loss to follow-up at 12 months, we may have seen intervention effects. Continuing to develop ways to optimize content and type of automated and intensifying human health coaching informed by evidence-based behavior change techniques are strategies to explore to realize the full potential of mHealth.
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Abstract

Background: Physical activity is associated with a positive prognosis in cancer survivors and may decrease the risk of adverse effects of treatment. Accordingly, physical activity programs are recommended as a part of cancer rehabilitation services. Digital technology may support cancer survivors in increasing their level of physical activity and increase the reach or efficiency of cancer rehabilitation services, yet it also comes with a range of challenges.

Objective: The aim of this qualitative study was to explore cancer survivors’ receptiveness to using digital technology as a mode of support to increase their physical activity in a municipality-based cancer rehabilitation setting.

Methods: Semistructured interviews were conducted with 11 cancer survivors (3 males, 8 females, age range 32-82 years) who were referred for cancer rehabilitation and had participated in a questionnaire survey using the Readiness and Enablement Index for Health Technology (READHY) questionnaire. Data analysis was based on the content analysis method.

Results: Two themes were identified as important for the interviewees’ receptiveness to using digital technology services in connection with their physical activity during rehabilitation: their attitude toward physical activity and their attitude toward digital technology–assisted physical activity. Our results indicated that it is important to address the cancer survivors’ motivation for using technology for physical activity and their individual preferences in terms of the following: (1) incidental or structured (eg, cardiovascular and strength exercises or disease-specific rehabilitative exercises) physical activity; (2) social or individual context; and (3) instruction (know-how) or information (know-why).

Conclusions: The identified preferences provide new insight that complements the cancer survivors’ readiness level and can likely help designers, service providers, and caregivers provide solutions that increase patient receptiveness toward technology-assisted physical activity. Combining digital technology informed by cancer survivors’ needs, preferences, and readiness with the capacity building of the workforce can aid in tailoring digital solutions to suit not only individuals who are receptive to using such technologies but also those reluctant to do so.

(J Med Internet Res 2020;22(8):e15335) doi:10.2196/15335
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Introduction

Increased physical activity among cancer survivors is associated with increased survival and a lower risk of cancer recurrence, particularly among breast and colorectal cancer survivors [1-5]. Physical activity is also associated with decreased cancer-related fatigue and sleep disturbances [6], increased health-related quality of life [7], and decreased treatment-related adverse effects [5,8]. The general recommendation for adults is at least 150 minutes per week of moderate-intensity physical activity [9]. Accordingly, the incorporation of physical activity is recommended in cancer rehabilitation services [10,11].

Participating in rehabilitation is a challenge for some cancer survivors. In the United States, up to 42% of cancer survivors do not meet the recommendations for physical activity [12]. In Copenhagen, Denmark, only 48% of those referred to municipality-based rehabilitation participate in the group-based strength and cardiovascular exercise that is available. Studies have shown that reasons for not participating in exercise interventions can be both cancer-specific (ie, symptoms such as fatigue and pain) and situational/environmental (eg, distance to exercise facilities, time of day classes are held, or other commitments) [13,14].

It is estimated that the number of cancer survivors in need of cancer rehabilitation will increase in the coming years due to increasing cancer incidence and higher survival rates [15,16]. The increasing prevalence of cancer survivors and scarce resources (ie, increasing costs and declining health professional workforce) challenge rehabilitative services, for instance, in the form of longer waiting lists and shorter appointment times per patient for in-person services [17].

Digital technology can perhaps help cancer survivors increase their level of physical activity as technology can serve to resolve the geographical and logistical obstacles associated with traditional programs requiring in-person supervision and communication, increasing the efficiency of rehabilitative services [18-20]. Examples of digital technology interventions are applications offered via smartphones and websites, as well as wearables that can be used to instruct, monitor, or motivate physical activity [21-27]. When introducing digital services, it may be important that the provider or service organization understands how and to what extent the digital technology may be beneficial for the individual. Such a stratification will play an important role in requirement specifications for digital solution providers [28]. In addition, when identifying and excluding people unable to take advantage of technology, it may be possible to allocate additional resources for in-person supported services for this group.

We previously reported how cancer survivors referred to rehabilitation can be stratified into four distinct profiles according to their health technology readiness using the Readiness and Enablement Index for Health Technology (READHY) [29], an instrument based on the eHealth Literacy Framework [30] and the eHealth Literacy Questionnaire [31], supplemented by the social dimensions of the Health Literacy Questionnaire [32] and by the self-management dimensions of the Health Education Impact Questionnaire [33]. The dimensions relating to electronic health (eHealth) literacy described user knowledge and skills, the intersection between users and technologies, and users’ experience of systems. The dimensions relating to self-management add knowledge about the individuals’ ability to handle their condition and emotional response. The social dimensions add knowledge about the individuals’ social context (ie, support from family and friends or health professionals) [29]. The four identified READHY profiles (Figure 1) differ regarding their receptiveness to physical activity rehabilitation supplemented by digital technology. In this context, receptiveness is based on whether the interviewees can imagine supplementing physical exercise with technology (eg, a smartphone, computer, or smartwatch). This means that receptiveness not only addresses their technology readiness but also their intention to perform or their attitude toward physical activity [34].
Figure 1. Four health technology readiness profiles and their receptiveness to supplement physical activity during rehabilitation with technology. The READHY scale ranges from 1 (Strongly disagree) to 4 (Strongly agree). Within each dimension, the average READHY scores are color coded relative to the other profiles from red (lowest score) to green (highest score). Adapted from [29,34]. eHLQ: eHealth Literacy Questionnaire; HeiQ: Health Education Impact Questionnaire; HLQ: Health Literacy Questionnaire; READHY: Readiness and Enablement Index for Health Technology.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Profiles</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td><strong>READHY dimensions, mean</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Self-management</strong></td>
<td></td>
</tr>
<tr>
<td>HeiQ3 (Self-monitoring and insight)</td>
<td>2.74</td>
</tr>
<tr>
<td>HeiQ4 (Constructive attitudes and approaches)</td>
<td>2.85</td>
</tr>
<tr>
<td>HeiQ5 (Skills and Technique Acquisition)</td>
<td>2.65</td>
</tr>
<tr>
<td>HeiQ8 (Emotional distress; reversed)</td>
<td>2.60</td>
</tr>
<tr>
<td><strong>Support</strong></td>
<td>3.01</td>
</tr>
<tr>
<td>HLQ1 (Feeling understood and supported by healthcare providers)</td>
<td>3.01</td>
</tr>
<tr>
<td>HLQ4 (Social support for health)</td>
<td>3.01</td>
</tr>
<tr>
<td><strong>eHealth literacy</strong></td>
<td></td>
</tr>
<tr>
<td>eHLQ1 (Using technology to process health information)</td>
<td>1.53</td>
</tr>
<tr>
<td>eHLQ2 (Understanding of health concepts and language)</td>
<td>2.68</td>
</tr>
<tr>
<td>eHLQ3 (Ability to actively engage with digital services)</td>
<td>1.70</td>
</tr>
<tr>
<td>eHLQ4 (Feel safe and in control)</td>
<td>2.88</td>
</tr>
<tr>
<td>eHLQ5 (Motivated to engage with digital services)</td>
<td>1.81</td>
</tr>
<tr>
<td>eHLQ6 (Access to digital services that work)</td>
<td>2.09</td>
</tr>
<tr>
<td>eHLQ7 (Digital services that suit individual needs)</td>
<td>1.74</td>
</tr>
<tr>
<td><strong>Receptiveness, %</strong></td>
<td>23.7</td>
</tr>
<tr>
<td>Receptive</td>
<td>76.3</td>
</tr>
</tbody>
</table>

The quantitative approach provided important information about the four different profiles and their level of readiness for technology. The stratification of users can serve designers and service providers in addressing the various profiles of service users in relation to their overall characteristics. However, patient receptiveness to technology-supported physical activity cannot be explained solely by their technology readiness level. Other aspects, such as the cancer survivors’ underlying assumptions and reasoning, may facilitate or constitute a barrier to usage of health technology [35], and should be more thoroughly investigated. Therefore, the purpose of this study is to enhance knowledge on receptiveness to technology-assisted physical activity in cancer survivors and to give a broad spectrum of cancer survivors a voice by taking their various levels of readiness into consideration. Consequently, our research questions are the following:

1. What are the cancer survivors’ assumptions and reasoning regarding health technology in relation to physical activity?
2. How may these assumptions influence their receptiveness to using digital technology in relation to their physical activity during rehabilitation?
3. Do needs and preferences vary between the profiles identified?

A qualitative approach can provide a more nuanced description of the profiles [36], enabling us to identify differences that can be used to tailor services and identify those who may not benefit from technology in physical activity rehabilitation programs.

Methods

The methods section is reported according to the Consolidated Criteria for Reporting Qualitative Research (COREQ) [37].

Setting

This study took place at the Copenhagen Centre for Cancer and Health in Copenhagen, Denmark. In 2007, the main responsibility for the rehabilitation of patients with cancer in Denmark was transferred from the regional level (hospital management) to the municipal level, in accordance with the current trend of offering more people-centered services [38]. The Copenhagen Centre for Cancer and Health provides interdisciplinary rehabilitation of patients with cancer that includes group-based strength and cardiovascular training and individually tailored rehabilitative exercises and health education, as well as individual counseling in relation to health problems, diet, occupation, and economic issues. Since cancer survivors can be referred to rehabilitation in their initial treatment period, many of them are undergoing active treatment while participating in rehabilitation programs.

Study Design and Interview Participants

This qualitative study is part of a large cross-sectional study exploring health technology readiness in 305 patients with
cancer referred to public rehabilitation services at the Copenhagen Centre for Cancer and Health [29,34]. Briefly, participants did the READHY questionnaire measuring self-management, social support, and eHealth literacy, in addition to filling out a background information questionnaire. Subsequent cluster analysis identified four cluster profiles differing regarding their health technology readiness profiles and sociodemographic variables, such as age, education, number of chronic conditions, and receptiveness to technology in relation to physical activity [29,34]. Our goal was to invite three participants from each of the four profiles for interviews. Potential interviewees were purposely selected for interviews by the first author, SR (female), based on their READHY profile, sex, and age, without any other characteristics taken into consideration, including diagnosis. In total, 23 (12 females, 11 males) of the 305 patients were invited by mail and then contacted by phone after 7 days by a staff member at the Copenhagen Centre for Cancer and Health to inquire about participation. Those who agreed to participate (n=11, 8 females, 3 males) were contacted by SR to make an interview appointment. Of those who did not participate (n=12), 5 could not be reached after 3 attempts by phone, and 7 declined participation. Reasons for declining were not requested. Interviewees received oral and written information about the study and gave written informed consent before being interviewed. Interviewees were interviewed between June 2017 and October 2017 by SR. Interviews were conducted in an interview room at the center (n=9) or at the interviewee’s own home (n=2). No one else was present during the interviews, and interviewees were not compensated for their participation. The interviewer knew which READHY profile the interviewee belonged to but focused on keeping an open mind during the interviews. No repeat interviews were conducted. The interviewer is a postdoctoral fellow at the Centre for Physical Activity Research at Rigshospitalet, University of Copenhagen Hospital, and was supervised by author LK from the Department of Public Health, University of Copenhagen. The semistructured interview guide with prompts was designed to enable a deeper exploration of our previous findings and to provide us with insight into the cancer survivors’ underlying assumptions and reasonings regarding their receptiveness to using technology in relation to physical activity during rehabilitation. As a result, we based the questions on the READHY questionnaire addressing self-management, including the impact of their condition; social support from health professionals and their personal network; and their eHealth literacy. We also included questions on exercise/physical activity and digital technology–assisted physical activity (Multimedia Appendix 1). A digital audio recording of each interview, which lasted 15 to 45 minutes (mean 28 minutes), was made and transcribed verbatim.

Data Analysis
Interviews were analyzed using directed content analysis [39,40]. All interview transcripts were read and reread by SR to ensure familiarity with the data. We used an abductive approach [40]. The first step was deductive based on the READHY framework; a codebook [41] was constructed based on three concepts in the READHY framework (self-management, support, and eHealth literacy) and receptiveness to technology-assisted physical activity (Multimedia Appendix 2). SR then marked all the passages in the transcripts that appeared to relate to the codes. NVivo 12 (QSR International) was used to organize and code the data. After coding, SR and LK identified two themes. In the second step, which was inductive, SR and LK revisited the text and codes to identify subcategories within the themes and achieved consensus using abstraction and interpretation processes [40]. In the abstraction process, it became evident that when discussing physical activity in connection with rehabilitation, interviewees did not distinguish between exercise and specialized disease-specific exercises. For the interpretation, the category physical activity was revisited by SR using the following: (1) the term “rehabilitative exercise” for specialized cancer-specific exercises to alleviate disease or treatment-related problems (eg, mobilization of scar tissue, self-managed manual lymph drainage, and swallowing exercises for dysphagia) and (2) Caspersen and colleagues [42] definition of physical activity (“bodily movement produced by skeletal muscles that results in energy expenditure”), which can be further classified as incidental or structured. Structured physical activity or exercise is a subset of physical activity that is planned, structured, and repetitive, with the purpose of improving fitness or health [42,43]. Incidental physical activity is unstructured activity that is part of daily living at work or at home, such as walking or cycling for transport, climbing stairs, and doing housework [44]. SR and LK selected the quotations presented in this study.

Ethics
According to Danish law, formal ethical approval was not required because no biological material was obtained in the study. The study was conducted in accordance with the Helsinki Declaration and approved by the Danish Data Protection Agency (2015-55-0630). All participants were informed about the study before starting the interviews, received a participant information sheet, and were informed that their participation was voluntary, that they were ensured anonymity, and that all data would be handled confidentially. Written informed consent was obtained.

Results
Overview
In total, 8 women and 3 men were interviewed; they ranged from 32 to 82 years of age and represented all four READHY profiles (Table 1). Based on their statements, the interviewees were further characterized as being users (or nonusers) of digital technology for physical activity if they stated that they used or had used (or not) smartphone apps, websites, or wearables for physical activity. Interviewees generally owned technological devices, eg, smartphones, tablets, or computers, using them for various everyday purposes. Of the 11 interviewees, 5 were receptive to using technology for physical activity during rehabilitation. In total, 5 of the 11 participated in strength and cardiovascular exercise at the center (75 minutes twice weekly for 16 weeks). The interviewees represented 8 different International Classification of Diseases Version 10 cancer sites: lip, oral cavity, and pharynx (C00-C14; n=1); digestive organs (C15-C26; n=2); respiratory and intrathoracic organs (C30-C39;...
n=1); breast (C50; n=3); urinary tract (C64-C68; n=1); eye, brain, and other parts of central nervous system (C69-C72; n=1); lymphoid, hematopoietic, and related tissue (C81-C96; n=1), and ill-defined, secondary, and unspecified site (C76-C80; n=1).

At the time of the interview, 2 participants were still undergoing active treatment. Most of the noninterviewees were male (8 males, 4 females). They ranged in age from 28 to 70 years (mean 56 years), and generally owned smartphones, tablets, or computers, using them for various everyday purposes (Multimedia Appendix 3).

Table 1. Characteristics of interview participants.

<table>
<thead>
<tr>
<th>ID</th>
<th>Sex</th>
<th>Age</th>
<th>READHY profile</th>
<th>Physical activity digital technology usage</th>
<th>Receptive</th>
<th>Technology ownership&lt;sup&gt;c,d&lt;/sup&gt;</th>
<th>Usage&lt;sup&gt;c&lt;/sup&gt;</th>
<th>Purpose of using technology&lt;sup&gt;c,e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>S</td>
<td>T</td>
<td>C</td>
</tr>
<tr>
<td>1</td>
<td>F</td>
<td>82</td>
<td>1</td>
<td>Nonuser</td>
<td>No</td>
<td>✓</td>
<td>✔</td>
<td>✓</td>
</tr>
<tr>
<td>2</td>
<td>F</td>
<td>69</td>
<td>1</td>
<td>Nonuser</td>
<td>No</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>3</td>
<td>F</td>
<td>43</td>
<td>2</td>
<td>Nonuser</td>
<td>Yes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>4</td>
<td>F</td>
<td>71</td>
<td>2</td>
<td>User</td>
<td>Yes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>5</td>
<td>F</td>
<td>65</td>
<td>3</td>
<td>User</td>
<td>No</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>6</td>
<td>M</td>
<td>32</td>
<td>3</td>
<td>User</td>
<td>Yes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>7</td>
<td>F</td>
<td>63</td>
<td>3</td>
<td>Nonuser</td>
<td>No</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>8</td>
<td>F</td>
<td>66</td>
<td>3</td>
<td>User</td>
<td>Yes</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>9</td>
<td>M</td>
<td>64</td>
<td>4</td>
<td>Nonuser</td>
<td>No</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>10</td>
<td>M</td>
<td>36</td>
<td>4</td>
<td>User</td>
<td>Yes</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>11</td>
<td>F</td>
<td>67</td>
<td>4</td>
<td>Nonuser</td>
<td>No</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

<sup>a</sup>READHY: Readiness and Enablement Index for Health Technology.

<sup>b</sup>This is based on the interviewees’ statements.

<sup>c</sup>These are based on questionnaire data reported in [34].

<sup>d</sup>S: smartphone; T: tablet; C: computer.

<sup>e</sup>W: work; IS: information seeking; Cm: communication; P: practicality; E: exercise.

During the content analysis, we identified four subcategories as important to understanding the interviewees’ assumptions and reasonings in relation to digital technology-assisted rehabilitation, divided into the following two themes: (1) attitude toward physical activity within the subcategories incidental and structured physical activity and social relations (ie, with other cancer survivors, exercise participants, or health professionals when performing physical activity); and (2) attitude toward technology-assisted physical activity within the subcategories motivation and prerequisites. Table 2 provides a sample of quotes illustrating the two themes and related subcategories.
Table 2. Quotes illustrating the “attitude toward physical activity” and “attitude toward technology-assisted physical activity” themes.

<table>
<thead>
<tr>
<th>Attitudes and subcategories</th>
<th>Profile 1 quotes</th>
<th>Profile 2 quotes</th>
<th>Profile 3 quotes</th>
<th>Profile 4 quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Profile 4 quotes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I’ve never done that [exercised]. Well, I did gymnastics back in the day. I’ve done sports, right?</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I dance at a fairly high level and do yoga on a fairly high level.</td>
<td>I haven’t been able to do badminton and tennis like I used to. But I’ve walked or biked to work. […] At work we have exercise facilities. So, I could go there after work or during my lunch break or whatever suited me. […] In the beginning you were sick. You had to do it. In some way, doing it was more legitimate. Now I’m not sick; then there’s so much other stuff.</td>
<td></td>
</tr>
<tr>
<td>I feel agile enough, but, you know? I don’t do that anymore, but I haven’t had the need. You didn’t do that when I was a kid.</td>
<td>Because, I’m sorry to say, I don’t like to do exercise. […] I think it hurts. I think it’s hard. I hate sweating.</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>I haven’t been able to do badminton and tennis like I used to. But I’ve walked or biked to work. […] At work we have exercise facilities. So, I could go there after work or during my lunch break or whatever suited me. […] In the beginning you were sick. You had to do it. In some way, doing it was more legitimate. Now I’m not sick; then there’s so much other stuff.</td>
<td>I was in a really good physical shape before […]</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I haven’t been able to do badminton and tennis like I used to. But I’ve walked or biked to work. […] At work we have exercise facilities. So, I could go there after work or during my lunch break or whatever suited me. […] In the beginning you were sick. You had to do it. In some way, doing it was more legitimate. Now I’m not sick; then there’s so much other stuff.</td>
<td></td>
</tr>
<tr>
<td>I used to work out every other day before. Strength exercises. […]</td>
<td>I dance at a fairly high level and do yoga on a fairly high level.</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>I really haven’t attended anything other than yoga.</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>No hard physical exercise. I’ve just rushed around in my everyday life, you see?</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>I felt so happy about coming here [rehabilitation center]</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>It got me started exercising.</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>I’m quite happy about that, even though I think every time, “Oh no,” you know?</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>No hard physical exercise. I’ve just rushed around in my everyday life, you see?</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>It was in a really good physical shape before […] I’m good at riding my bike to go for a swim in the morning [at the beach]; I do winter swimming, and I’m active.</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>I’ve never done that [exercised].</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
<tr>
<td>I really haven’t attended anything other than yoga.</td>
<td>I’ve been extended for two more months [team-based exercise at the center] because they know if they let me go, I won’t exercise. […]</td>
<td>I feel agile enough, but, you know? I don’t like to do exercise.</td>
<td>I don’t want to go to a fitness center.</td>
<td></td>
</tr>
</tbody>
</table>
Profile 1 quotes

When you’re walking, of course you have to be aware of not just trudging along, but I usually think it’s cozier walking with someone. [Female, profile 1, ID2]

Profile 2 quotes

[…] If it’s on my calendar, if I had an appointment with you. Well, then I would do it. It could also just be a personal trainer who leads me through the first program. Just to say, “Well okay, she’s shown up.” Just like you do [rehabilitation center]. Then I would go. [Female, profile 2, ID3]

[…] I can’t see myself sitting at home doing exercise. I’m too social for that. […] I appreciate the other women who I exercise with. [Female, profile 2, ID4]

Profile 3 quotes

[...] there’s a sense of safety in the almost family-like atmosphere when you go through the door. [...] You see people’s hair grow, and they get color in their cheeks, and you see someone who is dragging themselves along, and you think, “I’m glad that’s not how I’m feeling anymore.” [...] When you sweat together, then you have something to share. And you have a little chat afterwards over a cup of coffee. [Female, profile 3, ID7]

For me, it’s important that we’re doing it together [exercising]. [Female profile 3, ID5]

 […] If it’s on my calendar, if I had an appointment with you. Well, then I would do it. It could also just be a personal trainer who leads me through the first program. Just to say, “Well okay, she’s shown up.” Just like you do [rehabilitation center]. Then I would go. [Female, profile 2, ID3]

 […] I can’t see myself sitting at home doing exercise. I’m too social for that. […] I appreciate the other women who I exercise with. [Female, profile 2, ID4]

Profile 4 quotes

I thought, “that might be fun.” The other day, I was walking with my daughter and she said to me, “Mom, we’ve walked 4.6 miles.” “Super,” I replied. You can see that on the, what’s it called, the GPS thing. […] Because it tells you how far you’ve walked and stuff, you know? And I think that’s clever. But stuff like my heart rate and all that. I don’t want that. [Female, profile 1, ID2]

Deep down, I want to use it because I can see that it’s convenient for many people. But you wouldn’t get the social dimension that you get in this building, you know? [rehabilitation center]. […] I have a hard time finding a place I want to go and continue my exercise. If I knew, I would spend half an hour and turn on my phone every morning. Why don’t I do that? Then, I wouldn’t have to do it at five pm, in the rain, in November, but in the morning when it suits me the best. [Female profile 3, ID7]

 […] if it’s on my calendar, if I had an appointment with you. Well, then I would do it. It could also just be a personal trainer who leads me through the first program. Just to say, “Well okay, she’s shown up.” Just like you do [rehabilitation center]. Then I would go. [Female, profile 2, ID3]

 […] I can’t see myself sitting at home doing exercise. I’m too social for that. […] I appreciate the other women who I exercise with. [Female, profile 2, ID4]

Attitude toward technology-assisted physical activity

Motivation

If anyone paces me, tells me what to do, I get annoyed and obstinate. I’ll decide that myself. And I’ll do it in my own pace. Well, I would say no thanks. But I haven’t tried. But I could imagine that was how I would react. Yes, yes [laughs]. […] I can just say, “Okay, I can delete the app.” Or I can say, “Hey, nobody’s there.” So, it probably has to be more personal, if I have to do it. [Female, profile 2, ID3]

It’s hypothetical, right? Because, again, will I actually do it? [use, eg, an app to exercise]. [Female, profile 2, ID4]

I thought, “that might be fun.” The other day, I was walking with my daughter and she said to me, “Mom, we’ve walked 4.6 miles.” “Super,” I replied. You can see that on the, what’s it called, the GPS thing. […] Because it tells you how far you’ve walked and stuff, you know? And I think that’s clever. But stuff like my heart rate and all that. I don’t want that. [Female, profile 1, ID2]

Deep down, I want to use it because I can see that it’s convenient for many people. But you wouldn’t get the social dimension that you get in this building, you know? [rehabilitation center]. […] I have a hard time finding a place I want to go and continue my exercise. If I knew, I would spend half an hour and turn on my phone every morning. Why don’t I do that? Then, I wouldn’t have to do it at five pm, in the rain, in November, but in the morning when it suits me the best. [Female profile 3, ID7]

 […] if it’s on my calendar, if I had an appointment with you. Well, then I would do it. It could also just be a personal trainer who leads me through the first program. Just to say, “Well okay, she’s shown up.” Just like you do [rehabilitation center]. Then I would go. [Female, profile 2, ID3]

 […] I can’t see myself sitting at home doing exercise. I’m too social for that. […] I appreciate the other women who I exercise with. [Female, profile 2, ID4]

Prerequisites

If anyone paces me, tells me what to do, I get annoyed and obstinate. I’ll decide that myself. And I’ll do it in my own pace. Well, I would say no thanks. But I haven’t tried. But I could imagine that was how I would react. Yes, yes [laughs]. […] I can just say, “Okay, I can delete the app.” Or I can say, “Hey, nobody’s there.” So, it probably has to be more personal, if I have to do it. [Female, profile 2, ID3]

It’s hypothetical, right? Because, again, will I actually do it? [use, eg, an app to exercise]. [Female, profile 2, ID4]

I thought, “that might be fun.” The other day, I was walking with my daughter and she said to me, “Mom, we’ve walked 4.6 miles.” “Super,” I replied. You can see that on the, what’s it called, the GPS thing. […] Because it tells you how far you’ve walked and stuff, you know? And I think that’s clever. But stuff like my heart rate and all that. I don’t want that. [Female, profile 1, ID2]

Deep down, I want to use it because I can see that it’s convenient for many people. But you wouldn’t get the social dimension that you get in this building, you know? [rehabilitation center]. […] I have a hard time finding a place I want to go and continue my exercise. If I knew, I would spend half an hour and turn on my phone every morning. Why don’t I do that? Then, I wouldn’t have to do it at five pm, in the rain, in November, but in the morning when it suits me the best. [Female profile 3, ID7]

 […] if it’s on my calendar, if I had an appointment with you. Well, then I would do it. It could also just be a personal trainer who leads me through the first program. Just to say, “Well okay, she’s shown up.” Just like you do [rehabilitation center]. Then I would go. [Female, profile 2, ID3]

 […] I can’t see myself sitting at home doing exercise. I’m too social for that. […] I appreciate the other women who I exercise with. [Female, profile 2, ID4]
Well, it should be what I’m writing on this paper now. Date, how many pounds, and how many times I’ve lifted, and stuff like that. [...] There’s this fantastic game. It’s a mental exercise app. And there’s this curve that shows that I didn’t do well today. It motivates me by saying at 9 am, “It’s time to do your games.” And I think that’s exciting. And I can see that something’s happening, and I can see when it isn’t. Then it’s a bit fun, and I can also see if I’m progressing. [Female, profile 2, ID3]

I think, if it were something I could do at home, some sort of morning program. I know someone who has an aerobic step in front of their tv, you know? And then they get it done in the morning. It doesn’t matter what you do. I would easily have the time to do that for half an hour in the morning. [Female profile 3, ID 7]

If I had to use an app, then maybe it could be a yoga app [...] Yoga is a guided activity, and you can do it yourself, but you have to know exactly how to combine them [the exercises] if you want to do something you’re not used to. [Female, profile 3, ID5]

You should be able to adjust the settings to, for example, I want to do it in the morning, at noon, and in the evening, like I do now. And then it goes “beep, beep,” remember your exercises [rehabilitative exercises]. And you could bring it to work. It’s always in your pocket, you see? [...] It could be smart if you could call or send a message to your main contact person [at the rehabilitation center]. [...] It’s good exercise, where you get support and you have like a coach saying to do ten push-ups. The app [7-minute workout] actually says, “Do ten push-ups.” Then you can put it on your bookcase, clear some space in the living room, and do all the exercises. That works really well. And you can do it at 5:30 am or 3:45 pm. [Male, profile 3, ID6]

Maybe more enthusiasm. It’s hard to explain, but one thing is that you’re shown the exercises. But I also need to know why. [...] Why is this exercise better than another one [...] A little more depth. And I think technology would be good at for that. [Female, profile 3, ID8]

It should contain instructions on the exercises I should do. I mean, how they look. Describe how they look. So that you can see what you’re supposed to do, you know? [...] That would make sense to me. That would be clever, because I already use my phone to listen to music when I exercise. Then I could just check, “What’s the next exercise?” That would be fantastic. [Male, profile 4, ID9]

These exercises are especially good; you should do them like this and this.” I mean, how much you should do or how hard it should be, but it should make sense to you. It has to be something where I’ve been asked or assessed, “This is important for you.” [...] If there are three days a week where I should do it, what happens if I skip a day? Should I do more then? [...] Where you understand what the different exercises [rehabilitative exercises] do, and if you don’t do them, what should you do instead, and what are the consequences? [...] It could also be fun to record my weight, repetitions, how much, and then see if there is any progress. [Male, profile 4, ID10]

Attitude Toward Physical Activity

The theme “attitude toward physical activity” is related to what the participants think about physical activity and how the participants prefer to be physically active (ie, incidental or structured physical activity, in a social context or individually).

Incidental and Structured Physical Activity

Across all profiles, 8 interviewees talked about their incidental physical activity in relation to both transportation (eg, bicycling) and leisure time (eg, gardening, using the stairs). They considered these activities as a supplement or a substitute for exercise (structured physical activity). In profiles 1 and 2, (low self-management, low to medium eHealth literacy), 3 of 4 interviewees were reluctant to participate in organized physical
activity, whereas the fourth was accustomed to organized team-based exercise (fitness center, yoga), emphasizing the social aspect of structured physical activity. In profiles 3 and 4 (high self-management, medium to high eHealth literacy), 5 of 7 interviewees were accustomed to participating in structured physical activity. All 3 interviewees in profile 4 had performed structured physical activity regularly before the cancer and complementary to the services offered by the rehabilitation center. In addition, two of the profile 4 interviewees mentioned that the time of year affected their activity level; they did not use structured physical activity facilities in the summer because they were generally more active in their everyday lives.

Social Relations
This context refers to social relationships with other cancer survivors or exercise participants and health professionals or trainers in connection with performing physical activity. There was a tendency among the individuals in profiles 1 and 2 to mention social relations as important. For example, 3 of 4 interviewees in profiles 1 and 2 (low self-management, low to medium eHealth literacy), and one interviewee in profile 3, specifically mentioned social relations as important (either social relationships with other exercise participants, social relationships with other cancer survivors, or coaching from staff and being accountable to others). None of the other interviewees mentioned the social aspect of physical activity as important to them.

Attitude Toward Technology-Assisted Physical Activity
The theme “attitude toward technology-assisted physical activity” is related to the interviewees’ motivation to use technology for physical activity and the prerequisites they have if they were to use technology for physical activity. One interviewee (ID1, low self-management, low eHealth literacy) was not open to the idea of exercising and, as such, could not relate to rehabilitation assisted by digital technology. Among the remaining 10 interviewees, none of them clearly rejected digital technology–assisted physical activity.

Motivation
The participants’ motivation for using digital technology (eg, an app or website) in connection with physical activity ranged from being open-minded to being reluctant. For example, 2 interviewees (profile 1, low self-management and eHealth literacy; profile 4, high self-management and eHealth literacy) were nonusers of technology in connection with physical activity and had never thought about using it but were open to the idea. They saw the potential benefits of using it, such as being aware of the miles walked and not having to run around with a piece of paper describing the exercises. However, 5 interviewees (profiles 2 and 3, medium self-management and eHealth literacy; profile 4, high self-management and eHealth literacy) were reluctant to use digital technology in connection with structured physical activity because they would miss the social aspect of exercising, were active already, and could not see the purpose of an app or website; they did not like to be told what to do by, for example, an app, and held the assumption that the role of technology is to provide data about activity rather than to contribute to a good experience. However, 3 individuals that were reluctant to use digital technology already used or had used digital technology for physical activity (eg, to count steps using their phone’s built-in pedometer or to watch online exercise or rehabilitative exercise instruction videos).

Prerequisites
The subcategory “prerequisites” includes the interviewees’ preferences for instruction, information, and setting in relation to the use of technology for physical activity. Among participants, 7 interviewees, mainly from profiles 3 and 4 (high self-management, medium to high eHealth literacy), and mainly users of digital technology for physical activity (both structured and incidental) had preferences about what they would like digital technology to do, if they were to use it during rehabilitation. Some interviewees focused on technology for their rehabilitative exercises, with the aim of improving or maintaining a specific function (eg, being reminded of swallowing exercises or memory exercises, and instructions on how to perform rehabilitative exercises to regain function after an operation). Others talked about technology as a support for structured physical activity, like yoga or cardiovascular exercises, either to be used in their own home or in a fitness center. In general, profiles 3 and 4 (high self-management, medium to high eHealth literacy) expressed a need for support to make decisions in connection with training using technology. They wanted to know why they should do physical activity and what the benefits of exercise are. For example, 2 interviewees said that digital technology could provide information about why they should do exercise, not just how to exercise, and one interviewee believed this might increase her enthusiasm for exercising. One interviewee mentioned the relevance of a yoga app because yoga demands instruction and knowledge of how to combine postures. In addition, 2 interviewees mentioned the availability of visual instructions to be able to see how the various exercises are performed. One interviewee thought that technology may contribute to devising an individualized plan based on an assessment of his condition and this plan could be adapted to day-to-day changes in activity levels. The convenience of being able to exercise on demand when using technology and monitoring progression was also mentioned. One interviewee mentioned reminders of when to do rehabilitative exercises and the possibility of getting in contact with the center contact person/health professional directly through an app.

Discussion
Principal Findings
In this study, we give cancer survivors a voice in a rehabilitation setting to understand their assumptions and reasonings about digital technology–assisted physical activity in general, and its possible implications for the future design and introduction of technology. Recruiting individuals from each of the four health technology readiness profiles ensured that perspectives from a wide range of cancer survivors were included. We identified two important themes in terms of cancer survivors’ receptiveness to using digital technology in relation to their physical activity during rehabilitation: (1) attitude toward physical activity, with the subcategories “incidental and structured physical activity” and “social relations,” and (2) attitude toward...
technology-assisted physical activity, with the subcategories “motivation” and “prerequisites.” The two themes and related subcategories describe the thinking of the interviewees and contribute to an understanding of how interventions can be designed to address both attitude toward exercise and attitude toward technology. Our previous quantitative data [34] suggests that not everyone is receptive to and able to use digital technologies to increase and maintain physical activity in connection with rehabilitation. This is supported by our interviewees. The results indicate that it is important to address the cancer survivors’ motivation (ie, the degree to which they are open-minded about using technology for physical activity). Another aspect of motivation is how to include the cancer survivors’ particular needs, such as their preferences, in relation to physical activity, in terms of the following: (1) incidental or structured physical activity (where structured activity includes both cardiovascular and strength exercise or disease-specific rehabilitative exercises); (2) social or individual context; and (3) instruction (know-how) or information (know-why). Notably, some of the cancer survivors assumed that technology would reduce their ability to fulfill their needs (eg, enough social interaction or having a good experience). In relation to preferences, the context is important (eg, time and place; fitness center, rehabilitation center, or at home; summer or winter). Furthermore, the results indicate that those scoring lower on health technology readiness prefer activities that have a social component, whereas those scoring higher prefer to participate in individual activities (fitness center, use apps) and seek an understanding of why they should exercise and receive personalized support. We were able to identify information that can help providers offer stratified services that take the individual’s different needs and preferences into consideration. The identified preferences provide new insight that complements the cancer survivors’ readiness level and may also help designers, service providers, and caregivers to provide solutions that increase receptiveness toward technology-assisted physical activity.

**Comparison With Other Studies**

Recently, 3 studies explored health technology in relation to physical activity in cancer survivors [24,25,27]. Nielsen et al [27] found that women with breast cancer undergoing chemotherapy were enthusiastic about a smartphone application designed to help them self-monitor activity between coaching sessions, and that they wanted to include family and friends and have access to a personalized tailored application. In alignment with this, Puszkiewicz et al [25] found that colorectal, breast, and prostate cancer survivors who used a generic app to support physical activity during a six-week intervention felt that an application for cancer survivors should be tailored to the individual’s lifestyle and enable social support from friends and family. Robertson et al [24] added another dimension to these findings with a focus on tools for personal goal setting to support personally held priorities and values. In all 3 studies, recruitment appeared to favor a selection of interviewees familiar with technology and who appeared to be more homogenous than our population. Our approach of also including cancer survivors who were less digitally ready may provide us with broader insight regarding the various needs and preferences of cancer survivors. Although all our interviewees would benefit from stratification, non–digital solutions, varying degrees of social interaction, and incidental physical activity also play a role, just as it must be kept in mind that not everyone wanted to know why they should be physically active.

**Implications**

A recent synthesis of the acceptability and engagement of web-based interventions for cancer survivors suggests that future work should also involve identifying the optimal stage of cancer survivorship to facilitate intervention delivery [45]. We suggest, in contrast, that technology be introduced to cancer survivors at any stage of the cancer trajectory but that health professionals must take into account the identified patient preferences together with their readiness level. This could be done by either assisting cancer survivors in selecting applications from a library based on a declaration of specific content as described by Short et al [26] or by designing applications [25] that can adapt to the cancer survivor’s preferences and readiness level. By hosting a variety of existing applications [46] selected to cover the various readiness levels and preferences, more advanced digital platforms could also serve to aid adoption of technology at any stage of the cancer trajectory. Some platform applications should support social interaction, while others should aim to provide an underlying understanding of the activities and how they contribute to the cancer survivors’ health, increasing their ability to manage their condition. For those high in self-management, more individualized applications should be available and potentially incorporate personal coaching. For those not interested in structured programs, incentives to increase incidental activity should be provided to enable cancer survivors to create a palette of services better suited to their individual needs.

The data presented here and in our previous studies relates to a broad spectrum of cancer survivors, including cancers related to a high sociodemographic status (eg, breast and prostate cancer) and to a low status (eg, lung cancer and some head and neck cancers) [47]. The present population also consisted of individuals with one or more long-term conditions. Although cancer survivors may have specific needs in relation to treatment, such as prevention of lymphedema, the proposed model for digital technology–assisted physical activity during rehabilitation is likely to meet their personal needs and competences in other settings. Currently, we are exploring the READHY profile of other groups (eg, patients with type 2 diabetes mellitus and cardiovascular diseases). Qualitative studies with additional samples and other patient groups may contribute to identifying whether or not our findings are generalizable or specific to our sample.

**Strengths and Limitations**

A strength of this study is that recruitment was based on stratification into READHY profiles, ensuring a broad representation of individuals regarding eHealth literacy and self-management. In addition, participants represented several different cancer types, which increases the generalizability of the findings. This study also has limitations. For example, analysis of the interview content originally applied deductive coding, but in the iterative process of creating the subcategories,
we came closer to an abductive [40] workflow less influenced by the initial READHY structure. This may introduce bias but may also be a strength as the abductive approach offers an opportunity to interpret our findings in a new way in the process of analyzing the data. We fully acknowledge that other factors also need to be addressed when discussing the likelihood of adoption, such as perceived ease of use and usefulness, usability, and the user experience. We did not recruit many male participants, and we did not recruit as many participants from each profile as planned (3 per profile). This may have caused important perspectives on incidental and structured technology-assisted physical activity to be overlooked. In our previous quantitative study, we showed that age and education are associated with readiness for technology, while sex is not. The age and educational level of the interviewees may therefore influence perspectives. By discussing our results in relation to the READHY profile, we hope to have adjusted for this to a certain extent. Although the interviewer was not blinded to the profile of the interviewees, keeping an open mind was a strict priority.

**Conclusion**

Combining digital technology based on the cancer survivors’ needs, preferences, and readiness with capacity building of the workforce will aid in tailoring digital solutions to suit individuals able and receptive to using them but also to those reluctant to do so. This may contribute to expanding the number of cancer survivors able to take advantage of technology-assisted services and to allocating more in-person resources to those unable to take advantage of technology. For individuals who are unresponsive to using technology, the awareness of the variations in preferences regarding incidental and structured physical activity, social interaction, and the need to receive an explanation about why exercises are important may also help motivate more cancer survivors to participate in physical activity during rehabilitation without digital support.
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Abstract

Background: Wearable technology interventions combined with digital behavior change resources provide opportunities to increase physical activity in adolescents. The implementation of such interventions in real-world settings is unknown. The Raising Awareness of Physical Activity (RAW-PA) study was a 12-week cluster randomized controlled trial targeting inactive adolescents attending schools in socioeconomically disadvantaged areas of Melbourne, Australia. The aim was to increase moderate- to vigorous-intensity physical activity using (1) a wrist-worn Fitbit Flex and app, (2) weekly challenges, (3) digital behavior change resources, and (4) email or text message alerts.

Objective: This paper presents adolescents’ and teachers’ perceptions of RAW-PA in relation to program acceptability, feasibility and perceived impact, adolescent engagement and adherence, and the potential for future scale-up.

Methods: A mixed methods evaluation of the RAW-PA study assessed acceptability, engagement, feasibility, adherence, and perceived impact. A total of 9 intervention schools and 144 intervention adolescents were recruited. Only adolescents and teachers (n=17) in the intervention group were included in the analysis. Adolescents completed web-based surveys at baseline and surveys and focus groups postintervention. Teachers participated in interviews postintervention. Facebook data tracked engagement with web-based resources. Descriptive statistics were reported by sex. Qualitative data were analyzed thematically.

Results: Survey data were collected from 142 adolescents at baseline (mean age 13.7 years, SD 0.4 years; 51% males) and 132 adolescents postintervention. A total of 15 focus groups (n=124) and 9 interviews (n=17) were conducted. RAW-PA had good acceptability among adolescents and teachers. Adolescents perceived the intervention content as easy to understand (100/120, 83.3%) and the Fitbit easy to use (112/120; 93.3%). Half of the adolescents perceived the text messages to be useful (61/120; 50.8%), whereas 47.5% (57/120) liked the weekly challenges and 38.3% (46/120) liked the Facebook videos. Facebook engagement declined over time; only 18.6% (22/118) of adolescents self-reported wearing the Fitbit Flex daily postintervention. Adolescents perceived the Fitbit Flex to increase their physical activity motivation (85/120, 70.8%) and awareness (93/119, 78.2%). The web-based delivery facilitated implementation of the intervention, although school-level policies restricting phone use were perceived as potential inhibitors to program roll-out.

Conclusions: RAW-PA showed good acceptability among adolescents attending schools in socioeconomically disadvantaged areas and their teachers. Low levels of teacher burden enhanced their perceptions concerning the feasibility of intervention delivery. Although adolescents perceived that RAW-PA had short-term positive effects on their motivation to be physically active, adolescent adherence and engagement were low. Future research exploring the feasibility of different strategies to engage
adolescents with wearable technology interventions and ways of maximizing system-level embeddedness of interventions in practice would greatly advance the field.

**Introduction**

Physical activity is an important component of a healthy lifestyle, yet physical inactivity is a global pandemic with far-reaching consequences for health and well-being both now and in the future [1]. The benefits of physical activity in childhood and adolescence include reduced cardio-metabolic risk factors, improved body composition, and higher fitness [2]. However, global estimates suggest that over 80% of adolescents do not engage in the recommended 60 min of moderate-to-vigorous-intensity physical activity (MVPA) every day [3], and steep declines in physical activity levels during adolescence are common [4]. This is particularly evident for adolescents living in areas of socioeconomic disadvantage, who are less likely to meet physical activity guidelines and are at greater risk of declining activity levels [5]. There is clearly a need to identify strategies for maintaining - if not increasing - adolescent physical activity levels. However, compared with interventions targeting primary school children, few have been conducted, particularly with those living in socioeconomically disadvantaged areas [6].

One approach that may have the potential to promote physical activity levels in adolescents is the use of wearable activity trackers, which are electronic devices that are designed to be worn on the body that use sensors (eg, accelerometers) to track movement and/or biometric data [7]. These technologies enable constant self-monitoring of physical activity through the provision of data and feedback via a visual display and/or an accompanying app [8]. There is a dearth of data about wearable activity tracker ownership in adolescents, although one study found that approximately 25% of adolescents owned such devices, with more males than females reporting ownership [9]. Of note, school-based research has shown that wearable activity monitors have moderate acceptability among school-aged children in low-income communities [10]. Furthermore, there is some initial evidence that adolescents are generally positive about the use of wearable technology for tracking physical activity, and use device features to set goals and undertake challenges against friends [11]. From a school's perspective, wearable technology interventions have the potential to be highly implementable, given the low burden placed on teachers to deliver and potential minimal interference with existing school practices [10].

Wearable technology has recently been combined with social media as a platform to disseminate health-promoting messages and effect behavior change. Evidence from adults in a clinical setting has shown that wearable technology combined with a social media–based health education intervention increased daily light-intensity physical activity and MVPA [12]. Adolescents are known to be high users of social media [13], and those from low-income families report higher social media use than those from high-income homes [14]. The potential reach of such combined interventions among youth living in socioeconomically disadvantaged areas may comprise an opportunity to increase activity levels among these groups. Although it is known that adolescent males and females differ in their preferences for types of physical activities [15], less is known about how youth respond to technologies promoting physical activity, such as wearable activity trackers and digital behavior change resources, and if different social media strategies are more effective for engaging males or females. Physical activity apps, including web-based platforms, have promising reach and a low burden; however, there is limited evidence of their efficacy in adolescent populations [16].

To shift population-level physical activity, not only must interventions demonstrate effectiveness, but they must be sustainably implemented over time and under real-world conditions [17]. Physical activity interventions that are designed with real-world implementation and scale-up in mind are recommended [17]. However, most wearable device physical activity intervention studies, regardless of age group, are delivered in small samples (eg, <100 participants), and there is a dearth of studies in youth populations [18,19]. In a number of cases, particularly among clinical populations, participants are prescribed how to use the devices (eg, via a counseling study approach) [20,21], and implementation of wearable technology interventions in nonclinical settings and among nonclinical populations is, therefore, less well understood. Furthermore, the majority of school-based studies investigating the impact and feasibility of wearable activity trackers on physical activity in youth have not been tested under real-world conditions and over longer periods (eg, >3 months), which may subsequently impede implementation and effectiveness [22].

This study aimed to assess the implementation of a wearable technology intervention to increase physical activity among adolescents: The Raising Awareness of Physical Activity (RAW-PA) study. The specific aims of this study were to evaluate adolescent (individual level) and teacher (individual and school level) perceptions of intervention acceptability, feasibility and perceived impact, and adolescent engagement in and adherence to the intervention. Findings from this evaluation will provide important first evidence for the feasible real-world implementation of wearable technology interventions among inactive adolescents and provide recommendations to potentially enhance future implementation of such interventions if delivered on a larger scale.
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Methods

Overview of Raising Awareness of Physical Activity
A detailed description of the program and study protocol has been published elsewhere (ANZCTR: ACTRN12616008994448) [22]. In brief, RAW-PA was a 12-week cluster randomized controlled trial conducted in 2016-2018, which targeted adolescents (year 8, ie, second year of secondary school) attending schools in socioeconomically disadvantaged areas of Melbourne, Australia. After the 12-week intervention period, the intervention ceased as intended. RAW-PA combined both wearable technology and digital behavior change resources accessible via social media. These types of combined interventions can be known as digital behavior change interventions; however, given that this term can include a broad range of intervention types, for the purposes of this paper, we refer to RAW-PA as a wearable technology intervention. RAW-PA was co-designed (eg, style and frequency of delivery) with the target users (adolescents) [22], and it incorporated low-cost strategies to facilitate real-world implementation and the potential for wider scale-up [22]. Based on the social cognitive theory [23] and behavioral choice theory [24], the intervention promoted awareness of physical activity via a wearable physical activity tracker and accompanying app, and focused on increasing activity levels using digital behavior change resources.

RAW-PA aimed to increase adolescent MVPA by targeting the accumulation of activity across the day, which included out-of-school hours and weekends. Core components of the intervention included: (1) a wrist-worn Fitbit Flex and accompanying Fitbit app; (2) interactive weekly individual and/or team missions or challenges (delivered via email and/or text message approximately 2-3 times/week); (3) digital behavior change resources (eg, motivational videos and social forums accessible via a private Facebook group); and (4) email and/or text message alerts to new content, missions, or challenges (approximately 2-3 times/week). One of the weekly challenges (Mark it Up!) focused on increasing awareness of activity opportunities in schools where students and teachers identified and shared strategies for increasing activity at school and competed in a step challenge against each other. To facilitate this challenge, 2 teachers from each intervention school were provided with a Fitbit Flex. The remaining challenges targeted behavior change outside of school, and content was delivered during out-of-school hours [22]. The trial adhered to the consolidated standards of reporting trials guidelines, and ethical approval was obtained from the Deakin University human research ethics committee (2016-179) and the Victorian Department of Education and Training. Participating schools provided written informed consent, and parents provided signed consent, which included student assent.

Evaluation Design
This study used a mixed methods evaluation design based on the UK Medical Research Council recommendations [25]. A total of 5 evaluation indicators were identified based on recommended outcomes for process evaluation and implementation-related research [25,26]: (1) acceptability (eg, adolescent enjoyment, ease of understanding and Fitbit use, and teacher-perceived barriers to uptake), (2) engagement (eg, frequency of adolescent interaction with Facebook group/posts), (3) feasibility (eg, adolescent barriers to Fitbit wear and teacher-perceived suitability of delivery in the school setting), (4) adherence (eg, adolescent self-reported completion of weekly challenges), and (5) perceived impact (eg, perceived changes in motivation, awareness, and encouragement for physical activity).

Participants and Recruitment
Adolescents were recruited through the school setting for ease of recruitment. In total, 18 schools (intervention: n=9 and wait-list control: n=9) and 280 students were recruited. A total of 5 participants withdrew before baseline data collection; therefore, 275 students (intervention=144 and wait-list control=131) took part in the study (Figure 1). Schools were eligible to participate in the study if they were located in areas that had a score of ≤5 (lowest 50%) on the socioeconomic indexes for areas (SEIFA [27]) within 60 km of Deakin University’s Burwood Campus. Eligible schools were randomly selected to receive an invitation to participate in the study. The year eight coordinators were invited to be the school liaison and help with data collection. Year coordinators, as opposed to classroom teachers, were recruited as they typically had contact with all students in the year group. Schools that provided written informed consent from their school principal to participate in the study were matched based on SEIFA score and size and randomly assigned to either the intervention or wait-list control group by a computer-based random number generator [22]. All participating schools were located in urban areas. Recruitment and baseline data collection were conducted before school randomization.
For eligibility, adolescents were required to (1) be at least 13 years old (minimum age required to have a Fitbit and a Facebook account); (2) not engage in regular organized physical activity sports outside of school; (3) not meet national physical activity guidelines of at least 60 min of MVPA daily [28]; (4) not be a current or past owner of an activity tracker; (5) have, or be willing to create, a Facebook account; and (6) have access to the internet outside of school (eg a mobile device with data or Wi-Fi at home). A self-report checklist containing these eligibility criteria was included with each parental consent form, which was completed by parents and students. Each student who returned a completed parental consent form (which included student assent) and met the eligibility criteria was recruited into the study. Participants in the wait-list control group were provided access to the intervention materials on completion of the 6-month follow-up assessments, but no implementation/process data were collected.

**Procedure**

All adolescents participating in the study were invited to complete a web-based survey at baseline and postintervention (12 weeks after baseline). Adolescents completed the web-based survey using iPads within school hours. Hard copies of the survey were provided to schools for those adolescents absent on the day of data collection at baseline (n=13) and postintervention (n=29) and were completed in the presence of teachers in the intervention schools. Due to modem failure, 23 adolescents completed hard copies of the survey at postintervention. Adolescents attending schools randomized to the intervention group were additionally invited to participate in a focus group (ranging between 4 and 13 students per group) at postintervention to explore their perspectives on RAW-PA [22]. Teachers from intervention schools were also invited to participate in an interview postintervention to provide insights about the approach from an organizational perspective. All interviews and focus groups were conducted on-site during school hours. Discussions followed a semistructured format and were audio recorded. The 15 focus groups (mean duration 26 min, SD 5 min) and 9 interviews (mean duration 21 min, SD 7 min) were then transcribed verbatim for further analysis.

**Measures**

Table 1 summarizes the relevant data for the 5 implementation evaluation indicators included in this study, collected postintervention. Baseline adolescent surveys captured participant reach and sociodemographic variables. A complete
and detailed list of measures has been previously published [22].

Quantitative survey data were used to assess adolescent-perceived acceptability (11 questions), feasibility (3 questions), adherence (3 questions), and perceived impact (6 questions) of RAW-PA. Items were rated on a 5-point Likert scale from strongly disagree (1) to strongly agree (5), with 1 question requiring reverse coding (Please indicate the extent to which you agree with the following statements: Wearing the Fitbit was uncomfortable and I felt embarrassed wearing the Fitbit). Qualitative free-text survey responses contributed to assessing acceptability (3 questions: what adolescents liked most and least, and suggested improvements) and feasibility (1 question: reasons for suggesting a different intervention duration; Table 1) and adherence (1 question: reasons for Fitbit nonwear). These items were included in the intervention group surveys only.

Qualitative focus group and interview data provided information about adolescent- and teacher-perceived program acceptability, feasibility, adherence, and impact. Exemplar questions are shown in Table 1.

Web-based Facebook data of views and likes were recorded weekly during the 12-week intervention to assess the frequency of adolescent engagement with the Facebook group. As the research team posted comments within the Facebook group in addition to participants, only views (ie, posts clicked on and viewed) and likes (ie, participant liked a post) of the web-based program material were used to assess engagement.

Table 1. Implementation evaluation indicators and assessment criteria postintervention.

<table>
<thead>
<tr>
<th>Evaluation indicator and assessment criteria</th>
<th>Data source</th>
<th>Exemplar question/reporting criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acceptability</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adolescent-perceived intervention enjoyment, ease of understanding/use, and comfort wearing a Fitbit</td>
<td>Web-based survey (14 questions)</td>
<td>“The information was easy to understand.” “Wearing the Fitbit was uncomfortable.”</td>
</tr>
<tr>
<td>Adolescent levels of intervention enjoyment and challenges faced</td>
<td>Focus group (6 questions)</td>
<td>“Did you experience any issues when using/accessing features of the program?”</td>
</tr>
<tr>
<td>Teacher-perceived barriers and facilitators to intervention uptake and perceptions of acceptability</td>
<td>Interview (5 questions)</td>
<td>“How acceptable would such a program be to schools?”</td>
</tr>
<tr>
<td><strong>Engagement</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency of views and likes of intervention strategy Facebook posts</td>
<td>Facebook data</td>
<td>Total number of views and changes over time (ie, the post was clicked on and viewed) and likes of each Facebook postadolescents received</td>
</tr>
<tr>
<td><strong>Feasibility</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adolescent-perceived appropriateness of the intervention duration</td>
<td>Web-based survey (4 questions)</td>
<td>“The length of the RAW-PA program was just right.”</td>
</tr>
<tr>
<td>Barriers and facilitators to accessing the program</td>
<td>Focus group (3 questions)</td>
<td>“Did anything help you to use/access any feature(s) of the program?”</td>
</tr>
<tr>
<td>Teacher-perceived appropriateness of intervention delivery in the school setting</td>
<td>Interview (2 questions)</td>
<td>“What considerations would schools make before participating in such a school-based challenge?”</td>
</tr>
<tr>
<td><strong>Adherence</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adolescent self-reported adherence to wearing a Fitbit and completion of weekly challenges</td>
<td>Web-based survey (4 questions)</td>
<td>“On how many days did you wear the Fitbit in the last week?”</td>
</tr>
<tr>
<td>Barriers and facilitators to wearing the Fitbit and adhering to the program</td>
<td>Focus group (1 question)</td>
<td>“Did anything stop you using/accessing any feature(s) of the program?”</td>
</tr>
<tr>
<td><strong>Perceived impact</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adolescent-perceived impact of intervention on motivation, awareness, and encouragement for physical activity</td>
<td>Web-based survey (6 questions)</td>
<td>“The Fitbit motivated me to be more active.” “The Fitbit made me think about how much activity I do.”</td>
</tr>
<tr>
<td>Adolescent-perceived impact of intervention and change in awareness regarding physical activity</td>
<td>Focus group (2 questions)</td>
<td>“Did the program change your awareness of your activity levels?”</td>
</tr>
<tr>
<td>Teacher-perceived impact of the intervention on students and school and impact on teacher awareness of own physical activity</td>
<td>Interviews (3 questions)</td>
<td>“Did the program change your awareness of your own physical activity levels?”</td>
</tr>
</tbody>
</table>

aWeb-based Facebook engagement was captured weekly during the 12-week intervention period.

bRAW-PA: Raising Awareness of Physical Activity Study.
Analyses

Descriptive statistics from adolescent survey data were calculated for 4 of the 5 evaluation indicators by sex (acceptability, adherence, feasibility, and perceived impact). Survey data were combined into 3 groups, classified as agree (sum of responses strongly agree and agree), neither (sum of responses neither agree nor disagree) and disagree (sum of responses strongly disagree and disagree). This approach is appropriate for analyzing ordinal data and provides insights into the adolescents’ perspectives about the intervention [29]. Continuous sample characteristics are presented as means and SDs, and categorical data are presented as counts and percentages. The total potential number of weekly views/likes possible on Facebook was calculated based on the number of participants registered for the Facebook group multiplied by the number of posts provided to participants each week. This score was based on the assumption that every registered participant had the opportunity to view/like each post on at least one occasion per week. Restrictions on the information available for download via Facebook meant that Facebook data could not be stratified by sex. Sex differences in adolescent perceptions of intervention acceptability, adherence, feasibility, and perceived impact were calculated using a Mann-Whitney test. All analyses were conducted using Stata SE 15 (StataCorp LP).

Qualitative free-text survey responses were coded thematically. Transcribed qualitative data were imported into NVivo 12 (QRS International) for coding and thematic analysis. Thematic analysis requires initial data familiarization, coding, and tabulation of raw themes, which are then grouped based on patterns of emergence and overlapping relevance [30]. Coding and theme development were first deductive (theory driven), guided by the study aims, process evaluation framework [25], and project team’s previous research and conceptualization [11], followed by an inductive approach (data driven) directed by the content of the data [31]. Specifically, the process evaluation provided a metathematic structure to guide initial coding, and subthemes relating to the adolescents’ and teachers’ perceptions and experiences were then identified. Consistent with the recommended approaches [30], 2 researchers independent of the project team (ML and SC) were engaged to analyze the qualitative data. Selections of raw data were independently coded by the lead author (HK) by means of cooperative triangulation. Presented themes were critically questioned and interpretations of these data were challenged. Instances of divergence were discussed until consensus was reached. Illustrative quotes were extracted from the coded data to reflect and support the themes identified from these data.

Results

Overview

In the 9 intervention schools, 144 and 136 adolescents (Figure 1) were invited to complete the surveys at baseline and postintervention, respectively. Of the 8 students not invited at postintervention, 2 had left the school and 6 were absent. A total of 142 (99%) adolescents completed baseline surveys (mean age 13.7 years, SD 0.4 years; 51% males), and 132 (98%) adolescents completed surveys postintervention (mean age 14.0 years, SD 0.4 years; 52% males). Approximately 85% (n=122) of adolescents (52% males) registered for the Facebook group. The 15 focus groups conducted comprised 124 (86%) adolescents (51% males), and the 9 interviews involved 17 (81%) teachers (47% males).

Acceptability

Table 2 presents the percentage of adolescents as well as the proportion of males and females who stated agree or strongly agree to questions relating to acceptability, feasibility, adherence, and perceived impact. The majority of adolescents reported that the program was easy to understand, enjoyable, and they would recommend it to their friends. Half of all adolescents thought the text messages were useful, and less than half liked the weekly challenges and Facebook videos. Males were significantly more likely than females to agree that they liked the Facebook pages and videos. With regard to the acceptability of the Fitbit Flex, almost all adolescents perceived that the Fitbit Flex was easy to use, and the majority agreed that they got used to wearing it and they did not feel embarrassed.
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Table 2. Descriptive statistics of evaluation indicators postintervention.

<table>
<thead>
<tr>
<th>Implementation evaluation indicators</th>
<th>Overall n (%)</th>
<th>Male n (%)</th>
<th>Female n (%)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Acceptability</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>112 (93.3)</td>
<td>57 (91.9)</td>
<td>55 (94.8)</td>
<td>.54</td>
</tr>
<tr>
<td>The Fitbit was easy to use (N=b=120)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I got used to wearing the Fitbit (N=b=119)</td>
<td>85 (71.4)</td>
<td>42 (68.9)</td>
<td>43 (74.1)</td>
<td>.49</td>
</tr>
<tr>
<td>The Fitbit was comfortable to wear (N=b=120)</td>
<td>70 (58.3)</td>
<td>37 (59.7)</td>
<td>33 (56.9)</td>
<td>.94</td>
</tr>
<tr>
<td>I was not embarrassed wearing the Fitbit (N=b=120)</td>
<td>94 (78.3)</td>
<td>48 (77.4)</td>
<td>46 (79.3)</td>
<td>.69</td>
</tr>
<tr>
<td>RAW-PA program</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The text messages were useful (N=b=120)</td>
<td>61 (50.8)</td>
<td>34 (54.8)</td>
<td>27 (46.6)</td>
<td>.50</td>
</tr>
<tr>
<td>I liked the Facebook page (N=b=120)</td>
<td>71 (59.2)</td>
<td>44 (71.0)</td>
<td>27 (46.6)</td>
<td>.03</td>
</tr>
<tr>
<td>Information was easy to understand (N=b=120)</td>
<td>100 (83.3)</td>
<td>52 (83.9)</td>
<td>48 (82.8)</td>
<td>.94</td>
</tr>
<tr>
<td>I liked the weekly challenges/missions (N=b=120)</td>
<td>57 (47.5)</td>
<td>33 (53.2)</td>
<td>24 (41.4)</td>
<td>.22</td>
</tr>
<tr>
<td>I liked the videos (N=b=120)</td>
<td>46 (38.3)</td>
<td>29 (46.8)</td>
<td>17 (29.3)</td>
<td>.03</td>
</tr>
<tr>
<td>I enjoyed the program (N=b=120)</td>
<td>89 (74.2)</td>
<td>48 (77.4)</td>
<td>41 (70.7)</td>
<td>.32</td>
</tr>
<tr>
<td>I would recommend the program to friends (N=b=120)</td>
<td>85 (70.8)</td>
<td>48 (77.4)</td>
<td>37 (63.8)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Feasibility</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The program length was appropriate (N=b=118)</td>
<td>74 (62.7)</td>
<td>36 (60.0)</td>
<td>38 (65.5)</td>
<td>.65</td>
</tr>
<tr>
<td><strong>Adherence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I completed the weekly challenges/missions (N=b=119)</td>
<td>43 (36.1)</td>
<td>26 (42.6)</td>
<td>17 (29.3)</td>
<td>.13</td>
</tr>
<tr>
<td><strong>Perceived impact</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fitbit</td>
<td>85 (70.8)</td>
<td>45 (72.6)</td>
<td>40 (69.0)</td>
<td>.68</td>
</tr>
<tr>
<td>Motivated me to be more active (N=120)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Made me think about how much activity I do (N=b=119)</td>
<td>93 (78.2)</td>
<td>48 (77.4)</td>
<td>45 (79.0)</td>
<td>.80</td>
</tr>
<tr>
<td>RAW-PA program</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Challenges motivated me to be more active (N=b=119)</td>
<td>41 (34.5)</td>
<td>24 (38.7)</td>
<td>17 (29.8)</td>
<td>.66</td>
</tr>
<tr>
<td>Encouraged increased activity on own (N=b=120)</td>
<td>74 (61.7)</td>
<td>40 (64.5)</td>
<td>34 (58.6)</td>
<td>.42</td>
</tr>
<tr>
<td>Encouraged increased activity with family (N=b=119)</td>
<td>48 (40.3)</td>
<td>31 (50.0)</td>
<td>17 (29.8)</td>
<td>.05</td>
</tr>
<tr>
<td>Encouraged increased activity with friends (N=b=120)</td>
<td>65 (54.2)</td>
<td>38 (61.3)</td>
<td>27 (46.6)</td>
<td>.16</td>
</tr>
</tbody>
</table>

aData (%) reported is a combined score relating to those who stated agree and strongly agree. P value for sex differences significant at less than or equal to .05 (italics); calculated by Mann-Whitney tests.

bThe N values differ due to questions not being completed in the surveys.

cRAW-PA: Raising Awareness of Physical Activity.

Responses to open-ended survey questions revealed that the aspects of the program participants liked most were receiving a free Fitbit (n=40) and the increased motivation to be active (n=28). The least preferred aspects included the Fitbit Flex design (eg, discomfort wearing and frequent need to charge the device, n=21) and the weekly challenges being too hard or demotivating (n=10). The frequency and volume of program notifications were also perceived negatively by a small number of participants (n=7), including receipt of text messages during class time.

During focus groups, a number of subthemes emerged as influencing perceptions of acceptability. Adolescents referred positively to specific features of the Fitbit Flex, such as the monitoring of sleep and physical activity:

I like how it records your steps because then at lunch you look at it and you can slowly start to improve your steps and then yes, it works out, it evolves and yeah, it’s good. I really liked that. [adolescent, school A]
Adolescents also described the visual feedback on physical activity performance from the Fitbit Flex and Fitbit app as motivating:

Sometimes at the end of the day I want to get two dots and then next day I tried to like, get five dots. [adolescent, school J]

And it [Fitbit app] also said...it also said like, which day you are the most active and which day is the worst so you can just like try to be more active like, every day. [adolescent, school A]

Adolescents also referred positively to the goal-setting component of RAW-PA via the Fitbit Flex and Facebook posts. The focus groups highlighted that the social aspects of the intervention, such as challenging and competing with peers, influenced their goal setting:

It shows like, how many steps I’ve taken in a day and it also encouraged me since like, there’s challenges where I can do it with my friends and try to beat them. [adolescent, school M]

I like [RAW-PA] challenges to be honest. When I first got it [the challenge] I tried to be active. [adolescent, school J]

Less favorable aspects of the program were those associated with the Fitbit Flex and app. This included technical difficulties connecting to the app and inaccuracies of device monitoring and feedback:

When you shake your hand a lot because—and I was playing drums and then it was really hard because every second it would vibrate. It was annoying so I had to take it off and playing the drums counted as a step. [adolescent, school A]

A small proportion of adolescents referred to a lack of awareness of the Facebook notifications due to the amount of competing web-based information. This included negative perceptions about the number of notifications sent:

Well, I didn’t like how many notifications it sent, because if I want to check my - your email for something, all the notifications would come up instead. [adolescent, school O]

Interviews with teachers revealed that RAW-PA was perceived as highly acceptable at the school level. Perceived enjoyment of the program by students was central to teachers’ ongoing support, as well as the small amount of teacher time and investment required to support program delivery. This ease of use increased the acceptability and support for RAW-PA in schools:

But once it was set up with the small group that did end up participating, then it was minimal amount of my time, which was fantastic...So that made it easy for me to have it running in the school, and easy to support it. [teacher, school K]

One teacher referred to the personal benefits of increased awareness of their physical activity as a result of the Fitbit challenges:

[For] me personally, it probably got me off my bum a little bit. I enjoyed the challenge with the kids, and I still wear it daily, and I’ve been monitoring, that I am getting my minimum 10,000. I’m getting beyond that each day, but I’m more conscious of that. So from a personal level, it was good for me. [teacher, school N]

The teachers perceived that role modeling physical activity was positively associated with student engagement:

It motivated the students a little bit more. I did see that there was a little bit more engagement with students with the teachers involved. [teacher, school I]

It was really good to actually get the teachers involved in the program, because the students are also affected by what we do, and if we sort of role model it to them they’re more likely to get engaged and involved in the activity as well. [teacher, school K]

Teachers acknowledged the advantages of their reduced involvement in the implementation of RAW-PA in minimizing any potential increase in their existing workloads. Limited teacher involvement was also perceived to increase adolescent autonomy and responsibility:

They had to actually commit to something, which they’d never been asked to before...it gave them a bit of responsibility that they’ve not had before. [teacher, school N]

Nonetheless, teachers equally acknowledged that their lack of involvement in the Facebook group meant they had no awareness of what the program was promoting via Facebook and what interactions were taking place. The 4 teachers described that the lack of feedback impacted both their own participation and their knowledge of what was happening among the students:

So it [the program] didn’t maybe like, get us, like, had a major impact on me...But, yeah, if we had like, kids talking to us, or we at least like, knowing who won, and yeah, but no one really talked to us, and we’re like OK. [teacher, school M]

Although RAW-PA was not designed as a school-based physical activity intervention, teachers consistently described wanting greater information regarding the content of the program material and awareness of their students’ involvement and performance:

I wish that we had a bit more like information of how the kids were going...like the steps, about our challenge, so like, if we could see that, let’s say, I don’t know, like a newsletter... [teacher, school M]

So maybe some more teacher involvement just to, sort of checking in and getting feedback, and being a little bit more active in the kids who are in the programme is probably needed I’d say. [teacher, school K]

If implemented at scale, challenges highlighted by teachers included the need for increased responsibility at the school level, including how the program would be funded. Sustainable
implementation was suggested to require stronger links with the community to achieve broader program acceptability:

Schools are very big on community involvement, so whether it’s linked to the school, I don’t know if you can use the school Facebook page as well and give updates through that. [teacher, school I]

**Engagement**

Engagement in RAW-PA was based on the frequency that the Facebook posts were *liked* and/or *viewed* by participants registered for the Facebook group. In general, more posts were viewed than liked. Engagement in the Facebook group declined over time (Figure 2). In week 1, there was the potential for at least 732 views and/or likes of 6 different Facebook posts that were made (Figure 2); however, adolescents viewed and liked the posts only 370 and 40 times in week 1, respectively.

**Figure 2.** Number of Facebook posts viewed and liked by adolescents. The potential number of views and likes was based on the total number of participants registered for the Facebook group (n=122) multiplied by the number of posts provided on Facebook each week during the intervention. Actual posts liked and viewed tracked by Facebook.

---

**Feasibility**

Irrespective of sex, the majority of adolescents agreed that the 12-week intervention duration was appropriate (Table 2). A total of 23 (20%) adolescents did not think the 12-week duration was an appropriate length, and of these, the majority preferred a 6-week program (Table 3). A preference for intervention duration did not differ between males and females. The most frequent reason for preferring a shorter duration was to retain participant motivation in the program and subsequent Fitbit use (n=9).

**Table 3.** Preferred intervention duration for adolescents who did not agree with the 12-week duration (N=23).

<table>
<thead>
<tr>
<th>Preferred intervention duration</th>
<th>Overall (n=23), n (%)</th>
<th>Males (n=9), n (%)</th>
<th>Females (n=14), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 weeks</td>
<td>2 (8)</td>
<td>0 (0)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>6 weeks</td>
<td>7 (30)</td>
<td>5 (55)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>8 weeks</td>
<td>5 (21)</td>
<td>3 (33)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>10 weeks</td>
<td>5 (21)</td>
<td>1 (11)</td>
<td>4 (28)</td>
</tr>
<tr>
<td>16 weeks</td>
<td>2 (8)</td>
<td>0 (0)</td>
<td>2 (14)</td>
</tr>
<tr>
<td>20 weeks</td>
<td>2 (8)</td>
<td>0 (0)</td>
<td>2 (14)</td>
</tr>
</tbody>
</table>
During the focus groups, however, adolescents most frequently stated that the 12-week duration was too long and that they would prefer a program duration of 5 to 10 weeks. This was often justified based on the declining motivation to participate over time:

I feel like the program was a bit long. I feel like a lot of people started to get less motivated around week ten than week eight. [adolescent, school N]

A number of subthemes emerged as influencing perceptions of intervention feasibility. These were characteristics of the intervention design and factors within the home and school environment. In relation to intervention design, program reminders via Facebook and the Fitbit app meant RAW-PA was freely accessible by adolescents in their leisure-time outside of school hours. One adolescent referred to family involvement as a key facilitator of participation:

My brother would take me training...he said oh he’d really like to, so he started taking me out nearly every single day playing basketball, just doing drills on the oval and stuff. [adolescent, school J]

The potential feasibility of RAW-PA was hindered by technical issues such as Fitbit Flex syncing and charging, challenges accessing the app, and the requirement for internet access. Some adolescents reported having limited access to Wi-Fi and limited mobile phone data plans, which made accessing intervention content challenging. Adolescents described these as potentially having a negative impact on their sustained engagement and program impact:

Oh, sometimes when I had like, five dots on my Fitbit, at around nine o’clock at night it would just reset back to zero steps, and that was quite annoying. [adolescent, school O]

My Fitbit wouldn’t connect to the app so when I just like went on the app it wouldn’t tell me how many steps I took and stuff. [adolescent, school I]

I have a limited amount of WiFi. [adolescent, school F]

Despite technical difficulties experienced with the technology, teachers described this hands-off intervention design as a major facilitator of implementation and program feasibility:

So if we’ve got the freedom to manipulate the program around what we’re doing, it’s a whole lot easier than us having to stop everything to fit the program in. That would have been almost impossible, and I think it would have fallen over. [teacher, school N]

Nonetheless, there was mixed support for the participants’ use of phones during the school day. During the intervention period, teachers allowed students to access social media (ie, to receive RAW-PA notifications); however, most teachers indicated that the use of phones was not permitted during class time. Although phone use during recess and lunchtime was mostly unrestricted, one teacher described their school attempting to extend restrictions on screen use to include recess:

Well at recess we’re trying to limit the screen time on iPads, and so we’re not encouraging them to use it [during recess] either. [teacher, school M]

One teacher described the potential negative implications for future uptake and implementation of the program as a result:

I think that if you came to a school and said, “We’d be requiring the kids to be checking on their Facebook during the school day,” you’d find the school a lot less enthusiastic about it. [teacher, school J]

To increase potential feasible implementation, several teachers suggested that RAW-PA could be introduced during a dedicated physical education lesson or integrated as part of the existing health and physical education (HPE) curriculum.

Adherence

Adherence to RAW-PA was evaluated based on self-reported adherence to wearing the Fitbit Flex and the completion of weekly challenges, including self-reported barriers and facilitators. In the surveys, 18.6% (22/118) of adolescents reported wearing the Fitbit Flex daily in the last week of the program and 35.5% (42/118) reported not wearing it at all. A total 22.4% (13/58) of females and 15.0% (9/60) of males wore the Fitbit on all 7 days. There were no significant sex differences in Fitbit wear. The main reasons for failing to wear the Fitbit included forgetting to wear it (50/97, 51.5%), forgetting to charge it (39/97, 40.2%), and having a flat battery (36/97, 37.1%). The most common other reason for nonwear was losing the charger (n=6). Approximately one-third of adolescents reported completing the challenges during the 12 weeks (Table 2).

Consistent with survey data, the most commonly reported barrier to Fitbit wear in the focus groups was the loss of the device and/or charger. For example, an adolescent referred to a subsequent lack of interest in continuing to use the Fitbit after a period of not wearing it:

I wore it [the Fitbit] for like, the first nine weeks and then I lost it. Then I found it again then I wasn’t interested in wearing it again so I just didn’t wear it. [adolescent, school O]

One of the main reasons for declining interest in adhering to the program over time was adolescents’ short-term motivation to achieve daily step goals:

I started off with 10,000 and then it was like, every day if I reach my goal, I’ll increase it by 1,000...But that was only like, during the first week or two and then eventually like, I just don’t care for it anymore. It’s just sort of, the interesting bit’s worn off. [adolescent, school N]

Perceived Impact

Surveys showed that the Fitbit Flex was perceived to have had a greater impact on the adolescents’ physical activity than other RAW-PA components (Table 2). Consistent for males and females, the majority of adolescents agreed that wearing the Fitbit motivated them to be more active and increased their awareness of their own physical activity levels. The program encouraged the majority of adolescents to be more active on
their own; however, only around one-third agreed that the weekly challenges motivated them to be more active. Males were significantly more likely than females to report that the program encouraged them to be more active with their families. During the focus groups, adolescents spoke positively regarding the perceived impact of RAW-PA and understood the aims of the intervention. Increased motivation to be active due to competing with peers was often described as having an impact on their physical activity:

> I went shopping with my family, which I never do. We were going furniture shopping. I was like nope, got to get my steps up...I was walking around [name of shop] over and over and over, just to get the steps up, because I wanted to win. [adolescent, school N]

However, for some adolescents, the competition aspect was in fact demotivating and had a negative impact:

> At the start, I was like, okay I’m going to beat everyone...I wake up the next morning...and everyone’s already got like a million steps...how am I meant to overtake everyone? So I was like, well, there’s no hope. [adolescent, school N]

When asked if they thought the program was successful, the majority of adolescents indicated that they did. Overall, adolescents reported a greater awareness of their physical activity levels as a result of RAW-PA:

> I kind of noticed how much like, I actually moved around during the school day, because I’m in a lot of classes in lunch time and recess that I actually have to move around to cross the school. [adolescent, school O]

Some adolescents reported that RAW-PA made them want to be more active, leading to potential increases in their physical activity levels:

> It like, made you want to do more, like physical things. [adolescent, school F]

> I don’t really like to exercise, because I don’t think I’m very good at it. But since I got the Fitbit I’m actually bothering to exercise now... [adolescent, school O]

However, there was some evidence that any changes in behavior were unlikely to be sustained:

> The start when we got the Fitbit, the app round the start I had, I was very inactive. I slowly started getting more steps but then I started falling back down. [adolescent, school J]

> I don’t think it affected me that much. I mean, it - it increased it a little bit, but most of the time it just became normal and I just continued whatever my normal week would be. [adolescent, school O]

Consistent with adolescents’ feedback, teachers agreed that the intervention was positive; they perceived it had raised adolescents’ awareness of physical activity and was therefore likely to be of benefit. However, the sustainability of any changes leading to long-term impact was questioned:

> Yeah, two girls who normally weren’t very active had decided that they would start to do a gym program...It was a short term thing, but they did actually start to work together and try and push each other a little bit. So for those two girls, that’s extraordinary because they normally don’t do much activity. [teacher, school N]

At the individual teacher level, 2 teachers reported increased awareness of their own physical activity and a subsequent change in their physical activity behavior as a result of participating:

> The teacher challenge bit, you know, had an impact on me. Like, I’m still wearing it, and I’m still using it, and it’s not something I’ve done before. [teacher, school J]

> Well the impacts on myself and I could say my colleague as well were just that we were really aware of our activity to make sure that we were quite active. [teacher, school A]

### Discussion

#### Principal Findings

The RAW-PA program had good acceptability among inactive adolescents and was highly acceptable at the school level. Based on the qualitative and quantitative data, text messaging and weekly Facebook challenge components of the program were less popular, although the social aspects of peer challenges and competition were popular with some but not others. Technical difficulties with the Fitbit Flex and app hindered the adolescents’ experiences of the program, and adherence and engagement were generally low as a result of device loss and declining use of Facebook over time. Adolescents perceived that the Fitbit Flex increased their physical activity awareness and likelihood of being more active on their own in the short term, although competition with peers was associated with both increased and decreased motivation to be active. The web-based program delivery was perceived by teachers as a key facilitator of implementation and program feasibility in schools, although teachers wanted greater access to and awareness of the program content and student involvement. Teachers considered the program highly acceptable and feasible for the school setting; however, they highlighted that any future implementation may be significantly limited by school policies restricting mobile phone use within schools.

#### Comparison With Prior Work

The findings from this study support previous research that shows that wearable technology interventions are both acceptable among adolescents [11] and feasible for implementation within the school setting [10]. Overall, there were few sex differences in adolescent males’ and females’ experiences and perceptions of RAW-PA, apart from males being significantly more likely than females to like the Facebook page and weekly videos. Co-designing digital health interventions with those affected by the issues of interest is associated with increased engagement in both research and real-world settings [32]. Despite adolescents having input into
the RAW-PA program design before study implementation [22], including input into the format and content of the digital resources and program length, engagement with the RAW-PA Facebook group declined rapidly over time. Although adolescents reported a perceived short-term increase in their motivation for and awareness of physical activity resulting from the device, in line with previous research [33], adolescents’ interest in the Fitbit Flex and motivation to achieve daily step goals was also often short-lived and was reported to be low at the end of the program. This is consistent with a study in the United Kingdom involving 100 adolescents (13- to 14-years old), which showed positive increases in physical activity motivation in response to wearing a Fitbit Charge for 8 weeks, although the effects were not maintained [33]. Although the majority of adolescents reported that the 12-week program was appropriate, these results suggest that shorter programs (eg, 6-8 weeks) may be needed to sustain engagement and interest, particularly for males.

It was also shown that approximately 60% of adolescents found that the Fitbit was comfortable to wear. Design and esthetics are important considerations for wearable activity trackers [34,35], as these can promote engagement and use of devices [18]. Although this device was trialed with adolescents before use [11], and contrasting findings were found in relation to comfort, this was mentioned less frequently than other potential issues such as knowing how to use the device. It is possible that the greater study length (12 weeks vs 6 weeks) may have impacted perceptions of comfort. Overall, this reinforces that comfort is an important consideration for wearable activity tracker interventions.

Overall, social aspects related to peer competition in RAW-PA were viewed positively by adolescents. Nonetheless, in focus groups, adolescents described the competitive goal-setting aspect of RAW-PA as having both a positive and negative effect on their motivation to be active. Peer social influences and support for physical activity are linked to adolescent physical activity [36,37], which may explain the positive experiences among some participants. However, the strength of this relationship via wearable technology and digital behavior change/social media interventions in youth is less clear. In adults, tracking of goals via the Fitbit Flex has been linked to increased motivation for changing physical activity behaviors [38], and web-based social networks have also been effective at increasing physical activity due to the promotion of social comparison (eg, social networks have also been effective at increasing physical activity interventions within the school system has previously been demonstrated for a health education intervention [43], although in-service teacher training was a key factor in the sustainability of such an intervention. Although RAW-PA teachers acknowledged the advantages of fewer implementation demands, teachers wanted greater involvement with and awareness of the program interactions with their students. Teachers also perceived RAW-PA to have positively influenced their own and the adolescents’ awareness of physical activity behaviors but recognized that community links may be required for broad program acceptability and thus sustainability in schools. If RAW-PA were to be integrated as part of the existing school curriculum, a degree of staff training may be required. This would also enable teachers to evaluate the advantages and/or disadvantages of increased knowledge/awareness of the intervention and involvement in overall implementation, on their existing time demands. Not only may this enhance ongoing implementation, but it may further embed physical activity promotion within school settings. Future research could explore the benefits of shared involvement between teachers, adolescents, and members of the school community in interventions such as RAW-PA on program effectiveness and long-term institutionalization in this context.

At an organizational level, factors known to enhance the implementation of physical activity interventions include the structure or policies within schools, resources available to support interventions, and the school climate [44]. For example, teachers questioned how such a program could be funded, given the costs associated with purchasing wearable activity trackers. Lower cost wearable activity trackers are currently available that may be purchased for use, either by students individually or as part of entry into a step challenge, for example, but this may still limit uptake into such programs. Teachers also flagged that there was a potential conflict between the RAW-PA delivery format and existing school policies restricting mobile phone use in schools. Adolescents also perceived the receipt of mobile phone–related program content (eg, email and/or text messaging alerts) during class time less favorably. Intermittent participant notifications about RAW-PA content were a central feature of motivation to be active was significantly reduced postintervention [33]. The competition resulting from ongoing self-monitoring via the Fitbit and app in RAW-PA may have negatively impacted some adolescents’ autonomy to be active and thus explains the mixed experiences relating to the competitive goal-setting aspects.

From a school-level perspective, however, low levels of burden experienced by teachers in RAW-PA increased program acceptability and feasibility. This was expected given that common barriers to physical activity intervention implementation include, for example, timetabling and staffing constraints, and a lack of integration into the school curriculum [42]. Although RAW-PA was designed to be implemented outside of school and independent of the school curriculum, teachers identified that integrating elements of the program (eg, use of the Fitbit to track activity) within the existing HPE curriculum has the potential to provide leverage for organizational support and thus potentially increase sustainability. Institutionalization of physical activity interventions within the school system has previously been demonstrated for a health education intervention [43], although in-service teacher training was a key factor in the sustainability of such an intervention. Although RAW-PA teachers acknowledged the advantages of fewer implementation demands, teachers wanted greater involvement with and awareness of the program interactions with their students. Teachers also perceived RAW-PA to have positively influenced their own and the adolescents’ awareness of physical activity behaviors but recognized that community links may be required for broad program acceptability and thus sustainability in schools. If RAW-PA were to be integrated as part of the existing school curriculum, a degree of staff training may be required. This would also enable teachers to evaluate the advantages and/or disadvantages of increased knowledge/awareness of the intervention and involvement in overall implementation, on their existing time demands. Not only may this enhance ongoing implementation, but it may further embed physical activity promotion within school settings. Future research could explore the benefits of shared involvement between teachers, adolescents, and members of the school community in interventions such as RAW-PA on program effectiveness and long-term institutionalization in this context.
the intervention, which were delivered predominantly outside of school hours to minimize any potential disruption during the school day. Nonetheless, where and when adolescents downloaded such notifications (eg, open Facebook to retrieve notifications) could not be controlled. As a result, sustainable implementation or system-wide institutionalization of RAW-PA may be substantially limited. Internationally, several countries and jurisdictions have implemented bans on mobile phones in schools, and such measures are increasingly being considered elsewhere [45-47]. Without modifications to the program design, such as changes to the volume and timing of program-related notifications, in its current format, RAW-PA may be a less feasible strategy for further implementation in schools or at scale.

**Strengths and Limitations**

The strengths of this study are the larger sample size in comparison with previous wearable activity tracker interventions in adolescents, intervention duration, and collection of mixed methods data at multiple levels to understand implementation outcomes. The study was co-designed with the end users (adolescents); therefore, the potential translatability of the findings into practice at a larger scale was considered from the outset. However, the study is not without limitations. Although we considered sex differences during data collection, we were unable to consider sex differences in both the Facebook engagement data and focus group data due to restrictions with data identification. The Facebook engagement data were not split by sex; thus, we cannot comment on any differential use of Facebook or web-based resources by males and females. Restrictions on the Facebook data available for download also meant that it was not possible to determine if the same participant had viewed a Facebook post on more than one occasion. As such, the degree of engagement is based on the sum of all registered participants’ views, which may underestimate the level of individual engagement for some and overestimate it for others. Focus group data did not contain any identifying data; therefore, sex differences in the perspectives of the adolescents could not be examined further. Given that males and females engage differently with social media [14], it is recommended that future studies investigate any potential disparities and aim to capture data of this detail. The reported technical difficulties associated with the Fitbit Flex, app, and web-based platform may also mean that some adolescents who used their Fitbits were unable to, or chose not to, sync their data or access Facebook. As a result, this may have led to an underestimation of active adolescent engagement in the study. Second, 3 of the focus groups conducted included more than 10 participants, which may have impacted the extent to which each participant could put forth their views and experiences.

**Conclusions**

RAW-PA showed good acceptability, but engagement and adherence were low among inactive adolescents living in socioeconomically disadvantaged areas. The intervention had high acceptability among teachers at the school level. There was evidence for self-reported perceived short-term positive effects on physical activity motivation and awareness, although these behavior changes were unlikely to be sustained. Low levels of teacher burden enhanced their perceptions concerning the feasibility of intervention delivery. However, sustainable implementation and institutionalization of digital behavior change interventions in schools may be limited by policies restricting the use of mobile phones in schools. Future research exploring the feasibility of differential strategies to engage young people with wearable technology interventions and ways of maximizing system-level embeddedness of interventions such as RAW-PA in practice would greatly advance the field.
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Abstract

Background: Empowerment of patients is often an explicit goal of various information and communications technology (ICT) (electronic, digital) interventions where the patients themselves use ICT tools via the internet. Although several models of empowerment exist, a comprehensive and pragmatic framework is lacking for the development of such interventions.

Objective: This study proposes a framework for digital interventions aiming to empower patients that includes a methodology that links objectives, strategies, and evaluation.

Methods: This study is based on a literature review and iterated expert discussions including a focus group to formulate the proposed model. Our model is based on a review of various models of empowerment and models of technology intervention.

Results: Our framework includes the core characteristics of the empowerment concept (control, psychological coping, self-efficacy, understanding, legitimacy, and support) as well as a set of empowerment consequences: expressed patient perceptions, behavior, clinical outcomes, and health systems effects. The framework for designing interventions includes strategies to achieve empowerment goals using different ICT services. Finally, the intervention model can be used to define project evaluations where the aim is to demonstrate empowerment. The study also included example indicators and associated measurement instruments.

Conclusions: This framework, which includes definitions, can be useful for the design and evaluation of digital interventions targeting patient empowerment and assist in the development of methods to measure results in this dimension. Further evaluation in the form of interventional studies will be needed to assess the generalizability of the model.

(J Med Internet Res 2020;22(8):e17459) doi:10.2196/17459
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Introduction

Information and communication technologies (ICT) have already transformed all aspects of health care and, along with technological developments and innovation, ICT will continue to strengthen its role in the future. ICT development initially targeted health professionals as primary users through the provision of electronic health record systems [1]. Recently, however, patients have emerged as additional primary users and targets of ICT interventions. The most abundant examples of this strategy are ICT interventions targeting patient communication (unidirectional or bidirectional), such as messaging, chat services, and real-time video meetings that replace personal contact with physicians or nurses. The social media revolution has led to online patient communities and networks with empowering effects on patients through the exchange of information and group representation [2]. Providing patients with access to their own personal health records and
various online patient education programs has been widely viewed by stakeholders as a tool for patient empowerment [3-5]. ICT-based strategies have also grown in popularity and proved to be efficient in the self-administered management of various conditions such as online cognitive behavioral therapies for depression and anxiety [4,6,7]. Recent efforts include ICT interventions in the form of home-based sensors, wearable devices, and mobile apps for empowering both patients and their physicians by providing accurate and detailed information about disease symptoms and management [8]. The evolving concept designated as quantify-self, along with artificial intelligence and machine learning, harbors as of yet largely unexplored potential in health care.

The concept of patient empowerment is closely associated with the ongoing paradigm shift from a paternalistic to a patient-centered model of engagement. In recent decades, health care systems have undergone a major paradigm shift from a patient-doctor relationship towards a patient-health care relationship where patients, as consumers, are enjoying more equality in the provision of, and access to, their own health care [9,10]. Decision makers, including the World Health Organization, have long considered patient empowerment as a priority, based on the anticipation that it can translate into widespread improvements of disease control, optimized health care utilization, and patient satisfaction. Expectations are high for ICT being capable of improving patient empowerment, self-efficacy, and self-assessment. Accordingly, numerous ICT interventions [5] have claimed to enhance patient empowerment. It is therefore surprising that scientific evidence supporting this notion is rather limited [11]. Although there is general agreement that patient empowerment conceptualizes the enablement of self-control and self-efficacy, its exact boundaries, content, and operationalization have remained elusive and are variably described by published frameworks of the concept [12,13]. Through a lack of unifying definitions, studies that include assessments of patient empowerment often apply arbitrary definitions or simply leave the concept undefined. Studies of patient empowerment usually include components of other potentially associated parameters, such as disease control, quality of life, and health care utilization, as descriptors or integrated parts of patient empowerment. The methodological and conceptual controversies, including patient empowerment assessment, as recently reviewed [14,15], explain and are paralleled by the current inability to reliably measure patient empowerment.

There is a clear demand for further investigations to understand how ICT interventions may affect patient empowerment and alter other important related parameters. However, there is no model that links a conceptual analysis of empowerment to strategies for ICT interventions and evaluation.

Studies that aim to intervene and assess patient empowerment often arbitrarily conceptualize, or simply refrain from providing, a specific definition for empowerment. This makes the interpretation and comparability of these studies difficult and further contributes to conceptualization-related obscurities.

The objective of this study was to develop a framework called ICT for Patient Empowerment Model (ICT4PEM) for ICT interventions that aim to empower patients. The framework provides a methodology to link objectives, strategies, ICT services, and evaluation. Precise definitions of the terms used in the model of empowerment were developed, and examples of indicators to be used for its evaluation are provided.

Methods

This study applies multiple methodologies including a scoping literature review for laying down the theoretical foundation for the ICT4PEM framework, followed by various forms of iterative expert discussions to finalize the concepts of the framework elements. A focus group discussion (FGD) was conducted to review, modify, and finalize the ICT4PEM framework. The utility of the framework was further demonstrated in case studies where patient empowerment had been an explicit objective.

Scoping Review

We started by conducting a scoping review in accordance to the recommendations by Levac et al [16], to identify the relevant literature and knowledge gaps and to establish a theoretical foundation with respect to our research purpose, which was to identify conceptual and methodological issues and necessary requirements for conducting meaningful ICT interventions targeting patient empowerment. A scoping review is effective for identifying a knowledge gap, scoping the body of literature, and clarifying concepts [17].

To identify the questions for researching the concepts of ICT intervention and patient empowerment, we searched for review articles in PUBMED, using the following combinations of search terms: “ICT” OR “eHealth” AND “patient empowerment” AND “Intervention” AND “Evaluation.” A group of 4 of the authors identified and selected relevant studies by first reading the article titles and then reading abstracts. Every researcher individually read and proposed relevant articles based on our scope and the objective of the study. Then, in a decision-making meeting, all 4 researchers presented their proposed articles. At the meeting, the articles relevant to the objective and research questions were selected through consensus.

We also used the snowball technique to retrieve additional relevant articles [18]. The inclusion of relevant studies with respect to the research question and final purpose was based on the assessment of methodological and contextual relevance through regular meetings. One junior and one senior researcher mapped, summarized, and classified the information in these articles. Potential disagreements were resolved by a third, senior researcher. We charted the information based on the starting points of initial study identification with subsequent iterative subgrouping, in accordance with the accumulating knowledge regarding the research question and purpose.

The analyses did not attempt to include all of the existing literature on this concept, which has been used for many different types of discourses. Even if definitions for various characteristics and measurement instruments of empowerment were searched broadly, the main scope that guided the review and analyses was the use of ICT to empower individual patients. Therefore, aspects of empowerment of all of the patients as a
political group vs. society or health professionals were excluded. Results of the scoping review were summarized and applied as the input and theoretical foundation for the authors’ subsequent iterative step, as well as for expert consultations as described in the following sections.

Expert Discussions
The initial draft of the new framework with the inclusion of the initial variables of interest was subsequently discussed in a series of consultations with domain experts, in order to refine the elements of the framework. This involved a series of iterative feedback rounds with experts in electronic health (eHealth), health and implementation science, and patient empowerment. Input from the experts was then integrated into the framework through parallel and iterative rounds of consensus-seeking consultations between the authors, followed by presentations of our draft model at various professional conferences including the eHealth conference Vitalis in Gothenburg, Sweden, May 2019 and Swedish DOME consortium meeting in Karlstad, Sweden, June 2019 and was published as “research in progress” at the AMCIS conference [19] allowing the model to be refined through multiple steps.

Focus Group Discussion
The emerging version of ICT4PEM was further evaluated and modified based on an FGD. The FGD involved 8 participants from Germany, Spain, the United Kingdom, and Sweden. The participants were health care professionals, health systems researchers, and informatics specialists. Due to geographical constraints, the FGD was conducted online using the ZOOM platform and lasted 120 minutes. All the FGD participants received a brief written description of the ICT4PEM a week prior to the meeting. The FGD started with a short presentation of the framework. The FGD objectives were to discuss the design choices, content, and perceived usefulness of the framework. A small number of prompts were used to elicit discussion. The FGD was recorded with due permission from the participants. One senior researcher also took notes during the FGD.

The entire recording of the FGD was transcribed. Qualitative content analysis was conducted, following the guidelines by Graneheim et al [20]. The participants’ words were analyzed as the actual content; hereafter, the interpretation and judgment of participants’ responses were analyzed as latent content [21]. We analyzed the data with a repeated look over the written transcription by identifying each of the units of meaning and listening to the audio recording [20]. After the analysis and judgments, we modified and finalized the ICT4PEM framework.

Case Study Examples (Demonstration)
The resulting framework was demonstrated by applying it to 2 of our recent projects in eHealth as examples where empowerment had been an explicit objective: the EU-project C3-Cloud and Swedish project EMPARK.

Results
Theoretical Foundation for Developing the ICT4PEM Framework

ICT Intervention-Specific Requirements for the Conceptualization of Patient Empowerment
The conceptual obscurity of the boundaries of this concept, as well as the lack of widely accepted definitions for its included conceptual elements, were identified during the scoping review process as major obstacles for designing, implementing, and evaluating ICT interventions for patient empowerment.

It is important to recall that empowerment as a concept, in general, emerged as a descriptor of a mental state or the process leading to such a mental state in a group of individuals [22]. The approach to try to understand and describe patient empowerment as a mental state by conducting qualitative patient interviews [23] is especially compelling in this regard and may also help to circumvent the conceptual uncertainties [12,24] related to the wide variety of different scholarly definitions. Moreover, patient-derived descriptions of patient empowerment reveal a remarkable pool of internal (patient-perceived) dimensions of patient empowerment, which are consistent among the different studies despite their contextual (disease-specificity, health care, and social background) discrepancies. Behavioral (ie, patient engagement) or other health or health care parameters (ie, quality of life [QoL]) that are in presumed consequential relationships with the perception of internal empowerment fall outside of such a patient-centric patient empowerment paradigm, despite the fact that these parameters are often part of a wider patient empowerment paradigm in other models. The foremost advantages of such a patient-centric empowerment conceptualization become clear when ICT interventions on patient empowerment target the patients. This conceptualization enables the empowerment specificity of the intervention from the patient perspective, while also allowing for an analysis of the possible links between the targeted empowerment characteristics and secondary changes in other health care parameters.

Based on these considerations, 3 major conceptual requirements were identified, which were used as foundational grounds for developing the framework, including (1) patient-centeredness in the definition of boundaries and content for the concept of patient empowerment, (2) providing a clear distinction between patient empowerment defined as patient-derived perceptions and the consequential domains, and (3) clear definitions for each conceptual element.

Specific Requirements for ICT Interventions and Evaluation Targeting Empowerment
Most ICT interventions in health care are multifaceted with respect to their composition of incorporated ICT tools and methodologies. This multimethod approach of ICT interventions and the use of additional methods of interacting with participants have been shown to increase the effect of the ICT intervention. The literature also describes that a lack of conceptual constructs underlying the interventional target confers negative effects on intervention efficacy. Indeed, specific targets for the
interventional steps may remain ill-defined across studies [25,26]. Specifically, ICT interventions for achieving patient empowerment are typical examples of this problem [26].

Therefore, the following requirements were identified and subsequently utilized during the framework design: (1) ICT interventions with the primary target of patient empowerment should have their theoretical foundation in an integrated framework that includes a clear conceptualization of patient empowerment, (2) ICT interventions should define empowerment as the primary target of intervention, and (3) the linkage of individual ICT services should correspond with target elements among the patient empowerment characteristics for the scientific quality, evaluability, reproducibility, and comparability of the intervention.

The ICT4PEM Framework for ICT-Based Interventions Targeting Patient Empowerment

The Patient Empowerment Model (PEM)

Figure 1 presents the patient empowerment model (PEM) and depicts the core characteristics of patient empowerment in the left box, while the right box depicts the possible consequences of empowerment that may result from the change in characteristics. The link between the two boxes indicates an indirect effect of empowerment on the consequences, since the latter can be affected by other types of interventions. For a specific ICT intervention, the project management selects the characteristics and consequences that are considered appropriate to study and be influenced. One should also view the attributes depicted here as the most important aspects of empowerment and its consequences, and it may be relevant to add further aspects in a specific case.

**Figure 1.** Patient empowerment model (PEM). HRQoL: health-related quality of life.

Although the composition of the patient empowerment conceptualization is unique and adapted to the necessities of interventional trial design, the individual conceptual elements of the model and their association with patient empowerment are derived from the literature. Based on the previously described conceptual considerations (see the section Theoretical Foundation for Developing the ICT4PEM Framework), constructs of PEM were selected based on qualitative studies aiming to understand the patient perspective in patient empowerment. The review performed by Agner et al [23] was used as a basis to identify conceptual elements that are common across the incorporated studies, irrespective of a specific disease or health care background. This selection consequently represents the core concept of perceived patient empowerment. Based on the findings by Agner et al [23], knowledge, control, and coping related to the disease and the process of health provision were selected along with the feeling of support and legitimacy, as explained in detail in Table 1.
### Table 1. Characteristics of empowerment.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Control</strong></td>
<td>ability by which an individual can decide about his or her level of engagement in the health care process and participate in decisions regarding alternative treatment options, also when these are performed by professionals. Note: Patient control is described by [27] as “having the opportunity to use power, namely, making choices, implementing intentions, taking action, and affecting the actions of others”. Our definition of control is similar, though we consider control to be an ability, rather than an opportunity, as the latter suggests an imbalanced power situation between the provider and the patient.</td>
</tr>
<tr>
<td><strong>Psychological coping</strong></td>
<td>state of a process in which one psychologically tries to adapt to the challenges associated with the negative changes of health status. Note: Coping strategies are traditionally divided into problem-focused coping (managing or altering the problem) and emotional-focused coping (regulating the emotional response to the problem) [28]. Our definition encompasses both these perspectives.</td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td>sum of cognitive and physical capabilities possessed by the patient that can be used for self-care. Note: Köhler et al [29] stated that self-efficacy influences a patient on his/her thinking, feeling, motivation and his/her action towards an attempt of new health behavior.</td>
</tr>
<tr>
<td><strong>Understanding</strong></td>
<td>potential use of the information a patient has regarding his or her own health status, the diseases, and the function of the actual and possibly available health care processes. Note: Understanding, in our definition, represents the patient’s capacity to apply knowledge in the specific and individual context of the disease and healthcare provision. Information and its availability to the patient serve as a base for understanding. Consequently, neither knowledge, nor information are sufficient as characteristics of empowerment, though both should be considered as pre-requisites for understanding.</td>
</tr>
<tr>
<td><strong>Legitimacy</strong></td>
<td>perception that the care from a professional health care system is fair with regard to issues of being lawful in the jurisdiction and available with a sufficient degree of equity. Note: Legitimacy refers to the patient’s perception of fairness and trust in the healthcare system in general or in a specific situation. This is particularly important when the care situation may include aspects that are beyond the direct control of the patient, such as when a person is unconscious. The second aspect is associated with the perception of the right to receive required services to the same degree as other persons.</td>
</tr>
<tr>
<td><strong>Support</strong></td>
<td>quantity and quality of support as assessed by an individual of support that is being offered or received from the care provider or the non-medical supporting environment. Note: Support can both enhance and decrease autonomy. Elderly, sick individuals often receive high amounts of unsolicited help that, although normally well-intentioned, may further reduce their possibility of making choices, autonomy, self-esteem and their longer-term competence or coping abilities [30].</td>
</tr>
</tbody>
</table>

We followed the general principles of the International Organization for Standardization (ISO) when constructing the definitions [31]. Thus, a definition is a single phrase that can replace the term wherever used and does not start with an article (eg, “a”, “the”) or end with a full stop.

Possible consequences of patient empowerment are various. The literature identifies several of these concepts either in connection to or as part of patient empowerment. Although their connections to the other conceptual dimensions of patient empowerment were mapped using the patient empowerment model of Bravo et al [12], PEM (Figure 1) rather considers them as part of an extended empowerment concept. Patient empowerment consequences are divided into 4 major groups: patient perceptions with close conceptual relationship to empowerment perception, (health-related quality of life [HRQoL] and patient satisfaction); behavioral elements (patient engagement and adherence); and finally, clinical outcome and health care system effects as their own categories, with definitions given in Table 2.
<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Definition</th>
<th>Notes</th>
</tr>
</thead>
</table>
| Health-related quality of life (HRQoL) | impact of health status on a person’s quality of life assessed with a multidimensional instrument.                                                                                                       | Note 1: It is measured in general by EQ-5D [32] or SF-36\textsuperscript{a} [33].  
Note 2: There are also disease-specific HRQoLs available (eg, the PDQ\textsuperscript{b} for Parkinson’s disease [34]. |
| Patient satisfaction                   | degree of fulfilment of the patient’s expectation of the health care services received.                                                                                                                     | Note 1: Patient satisfaction has been the subject of research and a fundamental driving force behind the health care policy development for decades. Satisfaction as a concept shows a tight linkage to the concept of expectations [35].  
Note 2: Indicators may measure timeliness, effectiveness, and patient-centeredness as well as quality of health care staff including their interpersonal communication skills. In general, it may also include patient views on accessibility and the state of health care facilities.  
Note 3: There are several validated instruments for measuring patient satisfaction (eg, PSQ-18\textsuperscript{c}, GS-PEQ\textsuperscript{d}, and SAPS\textsuperscript{e} [36, 37, 38]). However, these instruments are non-generic and context-dependent. |
| Patient engagement                     | degree to which the patient is an active agent for managing their own health.                                                                                                                             | Note 1: This involves actions and collaborative partnerships at complex levels including the individual, familial, organizational, and health care policy levels and often in response to the recommendations of the health care professional system.  
Note 2: Studies assessing health care performance on patient engagement are few in number and limited by the lack of instrument able to assess it [39]. Recently, Graffigna et al [40] made efforts towards a conceptualization followed by the development and validation of a construct (Patient Health Engagement Scale) for patient engagement. More recently, researchers introduced another validated, 20-item construct, the Patient Engagement Index (PEI) for assessment [39]. |
| Adherence                              | degree to which the patient’s behavior follows a care plan agreed to by the health professional and the patient.                                                                                           | Note 1: The care plan may not be an explicit document but a mutual understanding of a professional recommendation.  
Note 2: Patient adherence as a concept has practically replaced compliance with the evolution of the patient’s role in health care from being a passive, obedient recipient of a physician's authority to an active partnership. Our definition is in line with the WHO’s\textsuperscript{f} definition, which describes patient adherence as “the extent to which a person's behavior — taking medication, following a diet, and/or executing lifestyle changes — corresponds with agreed recommendations from a health care provider.” |
| Clinical outcomes                      | professional measurable health state of a patient allowing for a comparison before and after a health care intervention.                                                                                 | Note: The measurable indicator is often dependent on laboratory analysis or chemical, microbiological, physiological, or medical devices used or at least controlled by the health professional organization. However, clinical outcome can also be measured using some form of professional standardized clinical assessment following a defined process of observation. Further, patient-reported outcome measures can be regarded as clinical outcomes, provided they are collected in a way that is professionally validated. |
| Health care system effects             | health care system resource utilization before, during, and after a specific new procedure such as an ICT\textsuperscript{g}-based patient empowerment intervention.                                               | Note: Here, we consider both productivity and quality, which can also be described as the degree to which the goals of the organization are fulfilled in relation to resource utilization. Productivity in general is the total production divided by the total resources used, in this case to produce some specific health care service. The analysis of health system effects can include changes measured economically but the effects can also be analyzed and described qualitatively such as a new process being established or organizational change. |

\textsuperscript{a}SF-36: Short-Form 36.  
\textsuperscript{b}PDQ-8: Parkinson’s Disease Questionnaire-8.  
\textsuperscript{c}PSQ-18: Patient Satisfaction Questionnaire Short Form.  
\textsuperscript{d}GS-PEQ: Generic Short Patient Experiences Questionnaire.  
\textsuperscript{e}SAPS: Short Assessment of Patient Satisfaction.  
\textsuperscript{f}WHO: World Health Organization.  
\textsuperscript{g}ICT: information and communications technology.
**ICT Interventional Strategies for ICT4PEM**

Using the ICT4PEM framework (Figure 2) requires that an interventional strategy be explicitly selected for influencing the empowerment characteristics that the specific intervention addresses. For the ICT design strategy, our model inherits some elements of the Behavioral Interventional Technology (BIT) model [41]. “Education, Feedback, and Monitoring” are presented as conceptual approaches to achieve behavioral change in the BIT model. The “Engagement” strategy in the ICT4PEM framework corresponds well and combines what is described as “aim setting” and “motivation” in the BIT model to achieve behavioral change. Engagement as an ICT interventional strategy may be coupled to multiple core empowerment characteristics of PEM, such as “Control, Legitimacy, Support, and Coping.” “Communication and Analysis” were added as additional and frequently applied strategies to those already mentioned in the BIT model. “Communication and Analysis” could lead to an improvement in “Knowledge, Legitimacy, and Control” as core PEM characteristics. “Monitoring” disease activities and providing patients with “Feedback” are additional strategies with the potential to improve the PEM characteristics of “Understanding, Control, and Coping.” Taken together, ICT4PEM includes “Education, Feedback, Monitoring, Communication, Analysis, and Engagement” as interventional strategies. The application and proportional contribution of these strategies in the intervention may differ between studies based on the specific context of the patient empowerment intervention. Importantly, the ICT4PEM framework provides precise definitions for each of these strategies in order to enhance conceptual clarity and interoperability. These definitions, along with some important considerations, are summarized in Table 3.

**Figure 2.** Information and Communications Technology for Patient Empowerment Model (ICT4PEM) framework.
<table>
<thead>
<tr>
<th>Component</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Education</strong></td>
<td>process where an intervention aims to provide the patient with increased knowledge through a defined learning process to empower patients for increasing their understanding of their health situation, characteristics of their disease(s), and participation in shared decision-making concerning the professional health care utilization and for self-care</td>
</tr>
<tr>
<td>Note 1: Educational strategies may include making knowledge information in text, audio, videos, or interactive learning media available or, alternatively, educational programs where a certain course material is prescribed or required for an individual patient in a certain situation.</td>
<td></td>
</tr>
<tr>
<td><strong>Feedback</strong></td>
<td></td>
</tr>
<tr>
<td>Feedback to the patient</td>
<td>information from the health care system to the patient regarding the present measured health state of the subject that is based on monitoring and presented to the patient at certain intervals or made available for retrieval at the discretion of the patient</td>
</tr>
<tr>
<td>Feedback to the health care system</td>
<td>patient-reported assessment of opinions on the care given at a particular health care organization and possibly an identified health professional</td>
</tr>
<tr>
<td><strong>Monitoring</strong></td>
<td>planned and systematic process of observation of a patient’s health status or health care activities, which closely follows a planned course of activities that may include medical technologies and reports to perform the observations</td>
</tr>
<tr>
<td>Note 1: Health care professionals monitor patients from health care perspectives for optimizing organizational benefits subject to patients' health status and compares between what is “happening,” what is “expected to happen” and what is intended to happen.</td>
<td></td>
</tr>
<tr>
<td>Note 2: Monitoring in this context can often serve to allow giving feedback to the patient.</td>
<td></td>
</tr>
<tr>
<td><strong>Communication</strong></td>
<td>process where information is flowing between a patient and a health care professional in a bidirectional manner</td>
</tr>
<tr>
<td><strong>Analysis</strong></td>
<td>process where collected data are analyzed with a specific health issue in mind and providing the resulting information to a health professional or the patient</td>
</tr>
<tr>
<td>Note 1: The techniques used for the analyses may depend on evidence-based clinical guidelines where patient specific data is analyzed algorithmically to provide diagnosis or recommendations for treatment, including behavioral changes to be undertaken by the patient.</td>
<td></td>
</tr>
<tr>
<td>Note 2: Analyses may also be based on machine learning.</td>
<td></td>
</tr>
<tr>
<td><strong>Engagement</strong></td>
<td>technique for stimulating the patient to be an active agent for managing their own health</td>
</tr>
</tbody>
</table>

**Structural Components and Operational Characteristics of the ICT4PEM Framework**

The individual components and structure of the ICT4PEM framework are shown in Figure 2. Most of the conceptual elements of the framework are described in detail including operational definitions in the prior two subchapters. The “Workflow, ICT Services, Technologies/Tools, and Evaluation” components of the framework emerged via the expert discussions and later the FGDs. This structure of ICT4PEM represents the integration of the PEM empowerment conceptualization and empowerment characteristics (Figure 1) into the interventional framework and was developed based on the identified specific requirements for an ICT intervention and evaluation specific to patient empowerment targeting. The core patient empowerment characteristics described by PEM correspond to the conceptual aims for the intervention regarding both its targeted design and evaluation. At this stage, at least one or possibly several internal empowerment characteristics should be selected as the primary aims of an intervention whenever an explicit goal is the improvement of empowerment.

ICT4PEM also ensures the context specificity of the interventional design by incorporating specific health issues for the patient population that will be the target of the intervention. Health issues are not predefined in the framework. Examples of health issues include, but are not limited to, obesity, diabetes, or Parkinson’s disease.

In the next step, the framework requires a chain-like coupling of each targeted internal PEM empowerment characteristic with one or more “Strategies.” These “Strategies” are described in detail with operational definitions in the previous section. Each selected “Strategy” element should be coupled to specific “ICT Services” with some functionality to support these. Obviously, a given “ICT Service” may be coupled to several “Strategies,” and one “Strategy” may be addressed by several independent “ICT Services”. These services will need to be selected for each specific case and may include a reminder function, set of educational videos, comprehensive display of symptom development to current date, and a messaging service. These services should be delivered by specific “Technologies/Tools” (eg, internet, apps, sensors). ICT4PEM purposely refrains from...
providing any list and definitions for elements regarding the “ICT Services” and “Technologies/Tools” based on consideration of the rapid technological development that would deem any list soon outdated and the fact that it lies outside the primary goals of ICT4PEM. The framework emphasizes the importance of understanding how the “Workflow” functions in a specific field of application in health care. It includes a consideration of the care plan or how the services will be used in a temporal relation to a symptom or other developments in the course of the patient’s life with the health issue (eg, a service may be designed to mitigate a rare event that may occur for some patients and will only be relevant in such a workflow).

This indicates that an ICT intervention design using ICT4PEM must be considered as a composite of elementary interventions that can be grouped based on the applied ICT tools at the basic level, ICT services at the intermediate level, and ICT strategies at the highest level. Importantly, the framework provides correspondence between intervention and patient empowerment at the basic level, which means that each elementary component of the intervention should target one or several components of patient empowerment with an associated strategy for evaluation. This approach ensures precise, detailed, and conceptually rooted planning and evaluation, along with the possibility for direct comparison between interventional trials.

The framework emphasizes that the intervention project should develop a strategy for “Evaluation” that considers the defined “Conceptual Aims” as primary targets for evaluation. This ensures that the selected PEM empowerment characteristics are in the epicenter of both the interventional and evaluation design. The level of evaluation should reflect and correspond to the level of the interventions. The main rule is that any conceptual component of PEM that is specifically targeted by an intervention should be evaluated. If it is not possible, attempts must be made to explain this deviation and set up the possible link between the intervention and observed changes in the indirect parameters, such as “Empowerment Consequences.” Finally, we included “Technology Acceptance” as an additional indicator for the “Evaluation” domain based on the considerations that no ICT intervention can achieve the desired empowerment unless the technology is used and accepted.

In many cases, an ICT intervention after completion of the first design, implementation, and evaluation would benefit from iterated design to address the possible weaknesses discovered during evaluation. The new round may include changes to the “Strategies,” ICT Services, or various technologies used by these followed by a new evaluation study. ICT4PEM is an overall conceptual framework for the core design process rather than an iterative process.

As described previously, the PEM model features a narrow empowerment conceptualization and, correspondingly, primary targets for the intervention. On the other hand, ICT4PEM does not exclude secondary targets for intervention and evaluation, mostly corresponding to the consequential domain of PEM. As previously explained (in the section ICT Intervention-Specific Requirements for Conceptualization of Patient Empowerment), this distinction between core (perceived) empowerment and empowerment consequences within PEM and its correspondence to the ICT targets are those key components of the framework that help to avoid otherwise inevitable misinterpretation and confusion regarding the interpretation of the results of interventions.

ICT4PEM sets stricter requirements regarding the target of an intervention than the evaluation. For instance, the application of the framework can be applied to the intervention design even if that exclusively evaluates the consequences of empowerment (ie, patient engagement, QoL) with the condition that the primary intervention occurs on the core empowerment as defined by PEM. The theoretical foundation underlying the framework excludes studies from its scope where the sole target of interventions falls within the consequential domain of PEM, even if the evaluation would include the perceptive empowerment in agreement with its definition of PEM. This remains true, even though it is theoretically possible that the intervention on the consequential domain of PEM (ie, messaging patients with encouragement for engagement in the curing process) may indirectly enhance the core (perceptual) patient empowerment as well. However, the framework does not consider such interventions as “empowerment targeting,” although it acknowledges that the wide variety of “side interventions” may affect patient empowerment.

Case Study Examples

Case Study C3Cloud

The C3-Cloud project focuses on elderly patients with diabetes, heart failure, renal failure, and depression in different comorbidity combinations [42]. Three European pilot sites are involved in the study: Osakidetza (Basque Country, Spain), Region Jämtland Härjedalen (Sweden), and South Warwickshire NHS Foundation Trust (United Kingdom). The C3-Cloud system consists of a variety of components: the Coordinated Care and Cure Delivery Platform; Patient Empowerment Platform (PEP); and Clinical Decision Support Module.

The C3-Cloud services include services for both health professionals and patients with multiple conditions. Empowerment was an important explicit goal of the application and the project planning. The PEP provides an internet-based interface for the patients. They can study various educational materials in tailored homework or a possible task program that can entail going through the educational resources selected by the professional for the coming period. The patients are also able and encouraged to review the documented care plan from home, not only once after a scheduled visit but repeatedly as needed. Finally, in the care plan, patients have various tasks to perform such as lifestyle changes regarding exercise, diet, or smoking cessation. These activities should be performed in addition to taking the medication as prescribed during the interaction with the physician and available through the PEP. As stated previously, some patients also have scheduled monitoring tasks that may include daily measurements to be registered into the system and reviewed periodically in another workflow in the life of the patients during the C3-Cloud project.

Here, we illustrate how ICT4PEM could be used to make explicit the various aspects of empowerment in relation to this project.
First, we detail the goals as related to the “Empowerment Characteristics,” noting that the project also has other goals that can be described as empowerment consequences.

Improving patients’ and, when relevant, their informal caregivers’ “Understanding” is a key important objective. The ICT strategy that was selected to improve understanding was “Education” through a set of resources in the form of informative documents and short videos provided through the “ICT Service” PEP, to which the patients had access from home through the internet and a tablet PC as a “Technology.” These educational resources were individually selected by a professional to meet the current stage of disease and the patient’s presumed ability. The “ICT Service” had a large set of educational resources for each of the four disorders we targeted, and patients had two or more of these disorders.

Another strategy selected to improve understanding was “Feedback.” In this case, this means that the professional care plan with results such as lab tests and planned medication and other actions is available to the patients through the “ICT Service” PEP. For some patients, we also selected “Monitoring” as a strategy, where the patients could automatically register certain measurements such as weight or blood pressure using special devices as “Technology” at home, into the system through the PEP interface to the system. The results then became available to the professionals as well to the patients.

Finally, “Communication” was a strategy to increase feelings of “Support” as another major characteristic and to some extent to exert “Control” as another important empowerment characteristic. This was implemented through a “Messaging” ICT service, being part of the PEP.

The different ICT services for the patients to improve empowerment has a special relationship to the “Workflow” of the patient care processes. The start of the use of the system comes after a scheduled visit to the primary care physician where the current state of the chronic diseases was evaluated and a care plan was drawn up using automatic decision support for the health professionals based on the patient data and available clinical guidelines. This aspect targets the professional user, but the patient is of course also benefiting from hopefully improved quality of care through this support service.

There are a number of “Empowerment Consequences” that are possible results of the C3-Cloud project and that will be evaluated during the project: HRQoL, “Patient satisfaction,” “Clinical Outcomes,” and “Health Care System Effects.”

HRQoL, as measured with the EQ-5D, could potentially be affected, although the chronic nature of the selected diseases and the relatively small number of patients in our study means we may not detect it in this study.

“Patient Satisfaction,” defined as “the degree of fulfilment of the patient’s expectation of the health care services received” will be assessed using our own instrument rather than using tools such as the Patient Satisfaction Questionnaire Short Form (PSQ-18), Short Assessment of Patient Satisfaction (SAPS), or Generic Short Patient Experiences Questionnaire (GS-PEQ).

“Clinical Outcomes” will be measured and compared to a control group from the same regions receiving the same care in principle but without the C3-Cloud intervention.

“Health Care System Effects,” defined as “the health care system resource utilization before, during, and after a specific new procedure such as an ICT-based patient empowerment intervention” will be partly measured through interviews with professionals and decision makers and also by a calculation of potential economic consequences if the project should be launched on a large scale either throughout the regions or nationally.

An assessment program has been planned where patients’ use and views on the various components are evaluated using questionnaires. These are both related to “Technology Acceptance” but can also be seen as addressing empowerment even if the explicit goals as stated here are not mentioned in the design of these questionnaires.

Case Study EMPARK

To explain the ICT4PEM framework, we provide another example of a system (EMPARK) aimed at improving the treatment of Parkinson’s disease by empowering patients with data from their own measurements [43]. EMPARK is an Internet of Things–based system designed to help patients improve their self-management and increase their self-awareness. The system consists of sensors for logging motor function and sleep information, an electronic dosing device for logging and delivering dose intakes, and a tablet-based app for logging daily activities, meal timing, and self-assessments from the patients’ home environments. A separate tablet-based app feeds the gathered information back to the patients, providing them access to their individual symptoms and activity records. Additionally, treating clinicians gain access to the detailed data of their own patients through a web application. The overall objective of EMPARK is to promote patient empowerment and thus improve patients’ HRQoL.

Using the ICT4PEM framework, the primary “Aims” are first defined from the “Empowerment characteristics,” which in this case will be to provide “Understanding” and “Control” to the patients. The selected “Strategies” consist of “Monitoring” and “Feedback” for collecting and visualizing the data, respectively. The “ICT Services” include the collection of sensor-based and patient-reported data as well as the patient interface where the data is presented in an easy-to-understand and comprehensive manner. These services are intended to be used in routine clinical practice to allow patients to take an active role in the decision-making process and improve the patient-clinician interaction (“Workflow”). The services are supported by “Technologies/Tools” such as the sensors, custom applications, and communication architecture. The “Evaluation” of the intervention using the EMPARK system focuses on the extent of achieving the empowerment characteristics, which are “Understanding” and “Control” and “Technology Acceptance,” which has been studied separately [44]. Possible “Empowerment” consequences of the EMPARK system include: HRQoL Outcomes,” as measured by EQ-5D and Parkinson’s disease-specific instruments (eg, the 39-item Parkinson’s Disease Questionnaire); “Patient Satisfaction,” as measured
through customized interviews; “Patient Engagement,” as measured by analyzing systems data (eg, compliance with measurements using the sensors); “Patient Adherence,” as measured by analyzing systems data (eg, adherence to the treatment plan); and “Clinical Outcomes,” as measured by Parkinson’s disease–specific clinical rating scales (eg, Unified Parkinson’s Disease Rating Scale).

Discussion

The objective of our study was to develop a framework for ICT interventions that aim to empower patients. To the best of our knowledge, the ICT4PEM is the first framework model that pursues this goal and was developed to facilitate and provide guidance for designing, implementing, and evaluating ICT interventions on patient empowerment. The ICT4PEM systematically addresses an array of challenges that investigators commonly face during the design of the ICT interventions.

Improving patient empowerment via ICT-based interventions is a commonly accepted strategy, but the evaluability and real scientific value of these efforts have remained elusive largely due to conceptual and methodological limitations. Consequently, it frequently remains unclear what exactly was targeted and how the effect was evaluated in case of specific ICT interventions on patient empowerment. Previous conceptual models of patient empowerment have limited value to be utilized as a framework or patient empowerment conceptualization model for ICT interventions. Early patient empowerment models were characterized by narrow contextuality that limited their applicability outside a specific clinical scenario or disease setting [12]. Comprehensive and synthesizing conceptual models of patient empowerment were recently published [12,45,46]. The model by Bravo et al [12] is the latest and most comprehensive that positions patient empowerment in a wider contextual perspective by elaborating psychological, medical, or social constructs that conceptually surround patient empowerment [12]. In our view, the possible contribution of this model to ICT intervention design targeting patient empowerment is in its ability to reveal potential associations and secondary targets for the intervention. Although the model by Bravo et al [12] may help to identify potential conceptual elements of patient empowerment for an ICT intervention design, it lacks definitions for the included conceptual elements of empowerment and allows speculations regarding the described parameters being part or falling outside the scope of the patient empowerment conceptualization. Although ICT4PEM utilizes some elements of the patient empowerment model of Bravo et al [12] in the identifications of potential interventional targets, ICT4PEM contrasts that model by several means. Our framework, and specifically its empowerment conceptualization model (PEM), provides clarity with ISO-style definitions and clear separation of core characteristics of patient empowerment and consequential domains. In contrast to prior patient empowerment models, which largely inflated or contextually limited the conceptual boundaries and components of patient empowerment, the ICT4PEM framework purposely narrows the conceptual boundaries of patient empowerment to the core, perceived characteristics from the patient-centric approach. This is based on both theoretical and practical considerations.

considerations include the deep patient centeredness of empowerment and the inherited difficulties to establishing a commonly accepted definition and conceptual boundaries. In contrast to prior synthesizing approaches, we turned our attention to studies that provided pure patient-derived conceptualization by conducting patient interviews. It helped us to elaborate PEM, a patient-derived empowerment self-conceptualization with minimal modifications. Consequently, PEM exclusively includes patient perceptions as core empowerment, and behavioral domains of prior empowerment models are instead grouped together with other parameters as patient empowerment consequences. Providing definitions in the ISO style for each conceptual element both within the core empowerment and consequential domains of the PEM further facilitates the precise targeting and evaluation of the intervention. We argue that these features of the ICT4PEM are key to promoting future interoperability and comparison of the results between ICT interventions on patient empowerment.

It is generally assumed that improving patient empowerment translates into wider benefits for both the patients and health provider, such as better quality of life, disease control, or more effective health care utilization. However, there is subtle evidence to support this notion. ICT interventional trials using the ICT4PEM framework can now provide the possibility to quantitatively analyze the association between core patient empowerment and possible consequences, such as changed patient behavior, disease management and control, quality of life, and health care utilization.

The ICT4PEM framework provides ICT interventions with the methodology to link interventional objectives, strategies, ICT services, and evaluation centered on a clarified conceptualization of patient empowerment by PEM. The ICT4PEM framework explicitly sets patient empowerment and its consequences as the objectives for the elaboration of the selected strategies and ICT services. Technically, it means the requirement for allocating one or several specific ICT interventional steps to one or several PEM core characteristics for their modification. This design also ensures a detailed inventory of ICT interventions, where the elementary ICT components are defined at the level of the technology and ICT tool used and grouped further based on the ICT service type, ICT strategy, and specific intervention, respectively. With respect to the included list of ICT strategies and services, ICT4PEM benefits from prior eHealth-related ICT frameworks. The framework follows the logic of the BIT [41] in two specific ways. First, BIT, similarly to the core concept of ICT4PEM, makes a distinction between conceptual and instantiation domains. Second, it also describes ICT developments as a chain of developmental phases, with each having a well-defined specific target at the conceptual level. However, in contrast to ICT-PEM, BIT defines broadly all ICTs that support users in changing behaviors and cognitions related to health, mental health, and wellness, while not addressing the conceptual controversies of patient empowerment. Another difference between ICT4PEM and BIT is that ICT4PEM does not intend to provide a detailed recipe for the technological instantiation of each ICT intervention step.
as it is unnecessary for the overall goal and would pose unnecessary limitations to its applicability.

Although ICT4PEM demands the inclusion of the targeted PEM core characteristics into the evaluation, it refrains from providing methodological recommendations for the evaluation. Instead, it extends the wider applicability of the framework by suggesting that the exact methodology of evaluation should follow the specific interests of the study. However, the framework specifically addresses two important issues. One, as it was previously explained, is the strong recommendation for the inclusion of the targeted PEM core characteristics into the evaluation. The other consideration is technology acceptance. The role of technology acceptance in the efficacy of ICT interventions is well known and described in the literature [47,48]. More specifically, it is one of the major sources of possible bias in the observed results based on the characteristic of the study population. We warrant that ICT4PEM should be applied in conjunction with well-established frameworks, such as the Technology Acceptance Model [49], during the evaluation phase of the ICT4PEM, in order to mitigate such biases.

The application of ICT4PEM was demonstrated by showing how it could be functional in the design and evaluation of two ongoing, complex ICT interventions with different health status backgrounds: C3Cloud and Empark. What is common in these ICT interventions is their incorporation of patient empowerment as a major target, besides other goals. We emphasize the real-life aspect of our examples, as ICT interventions on empowerment are rarely limited to empowerment, but rather are complex regarding their background (ie, health status, workflow) and desired effects. Although our example projects were not designed by ICT4PEM, our analyses clearly identify the applicability of the framework, as it was possible to identify an array of individual ICT interventional steps with clear targets within the PEM core or consequential characteristics. During the utilization of ICT4PEM in their later, evaluation phase, these projects could benefit most from (1) clear definitions for empowerment characteristics by ICT4PEM, (2) establishing the proportional contribution of the single interventions to change in a given parameter, and (3) establishing possible causative relationships between the observed changes of the parameters regardless of their original relative importance as a target. The first point is a straightforward advantage in light of the current confusion with respect to the patient empowerment conceptualization. The latter two points need explanation. ICT4PEM anchors the interventions to the workflow of health provision and consequently enable the adjustment and harmonization between the temporality of the evaluation and interventional steps. For example, investigators may identify the improvement of understanding and control (as core PEM characteristics) to be a cause of observed improvement in patient engagement and HRQoL (as consequential PEM characteristics) and not the other way around, by establishing the temporality of these changes. This could be done by sequential interventional and evaluation steps designed to fit the specific workflows of the health care environment in which the study is implemented.

Limitations

The ICT4PEM framework has some limitations. Most importantly, it has not yet been used to guide complex ICT interventions starting from the design to the evaluation. This warrants the real-life validation of ICT4PEM. Although we demonstrated that ICT4PEM can be used to guide empowerment-targeted strategies within very complex interventions, the full complexity of ICT intervention projects may reveal some specific design and evaluation issues that ICT4PEM does not cover. There are ample other conditions for the overall success of any ICT intervention in health care that are beyond the focus of our framework. We are aware that successful ICT project implementation in health care depends on several other crucial conceptual elements and practical considerations as well and that all should be taken into account. ICT4PEM provides a vital conceptual background and requirements design for patient empowerment but we suggest our model be used together with broader models of ICT implementation within health care. For instance, the CeHres Roadmap by van Gemert-Pijnen et al [50] is an established and well-cited model with a holistic approach to eHealth project implementation in general.

Applicability of ICT4PEM for interventions that only marginally address patient empowerment and set other parameters as their main target may instead benefit from other ICT models, such as the BIT [41]. Finally, we acknowledge that ICT4PEM does not address the problems of patient empowerment operationalization. Specifically, the framework could not include instruments on how to measure core empowerment as well as consequences for specific situations due to the limitations of the quantity and quality of the published literature on this issue. Further research is needed to validate our framework and to provide examples on its applicability in different diseases, health care and ICT intervention settings.

Conclusions

The new framework, ICT4PEM, with newly proposed definitions of core characteristics of empowerment and empowerment consequences, can be useful for the design of ICT interventions targeting empowerment and can assist the development of methods to measure the results in this dimension. However, further evaluation in future interventional studies are required to assess the generalizability of the model.
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Abstract

Background: Electronic patient-reported outcome (ePRO) systems can improve health outcomes by detecting health issues or risk behaviors that may be missed when relying on provider elicitation.

Objective: This study aimed to implement an ePRO system that administers key health questionnaires in an urban community health center in Boston, Massachusetts.

Methods: An ePRO system that administers key health questionnaires was implemented in an urban community health center in Boston, Massachusetts. The system was integrated with the electronic health record so that medical providers could review and adjudicate patient responses in real-time during the course of the patient visit. This implementation project was accomplished through careful examination of clinical workflows and a graduated rollout process that was mindful of patient and clinical staff time and burden. Patients responded to questionnaires using a tablet at the beginning of their visit.

Results: Our program demonstrates that implementation of an ePRO system in a primary care setting is feasible, allowing for facilitation of patient-provider communication and care. Other community health centers can learn from our model for application of technological innovation to streamline clinical processes and improve patient care.

Conclusions: Our program demonstrates that implementation of an ePRO system in a primary care setting is feasible, allowing for facilitation of patient-provider communication and care. Other community health centers can learn from our model for application of technological innovation to streamline clinical processes and improve patient care.

(J Med Internet Res 2020;22(8):e16778) doi:10.2196/16778

KEYWORDS
information technology in health; primary care; technology adoption; technology diffusion

Introduction

Electronic patient-reported outcome (ePRO) systems can improve health outcomes by detecting health issues or risk behaviors that may be missed when relying on provider elicitation [1]. The use of computerized assessments has the potential to further improve patient-provider communication and overall satisfaction through systematic data collection [2].
The ePRO system was developed for research in 2007, through the Center for AIDS Research Network of Integrated Clinical Systems’ collection of HIV-specific PROs [3,4]. Fenway Health (hereafter, referred to as “Fenway”) is a national leader in HIV care, research, and culturally responsive care to lesbian, gay, bisexual, transgender, and queer (LGBTQ) patients [5]. Fenway serves a diverse group of around 30,000 patients, more than 17,000 of whom identify as LGBTQ, over 2000 of whom are persons living with HIV, and 30% comprise racial and ethnic minorities. The ePRO integration project was implemented across all primary care clinic sites of Fenway, an urban federally qualified community health center. The pilot project began in 2013, with full implementation and rollout occurring across three primary care clinic sites at Fenway from 2014 to 2015.

An average primary care patient is due for 25 different services at the time of the visit [6], resulting in increased paperwork and data entry burden for staff [7]. Innovations such as the ePRO system at Fenway increase clinical efficiency and reduce both patient and provider burden during clinic visits, allowing providers to focus on the most salient aspects of the patient’s reason of visit. An ePRO system that administers key health questionnaires was implemented at Fenway and integrated with the electronic health record (EHR), allowing medical providers to review and adjudicate patient responses in real-time during medical visits. The goal of this ePRO project was to implement and evaluate the ePRO interface for all patients accessing primary care at a Boston community health center.

Methods

Development of Technology and Clinical Processes

We developed a graphical user interface and underlying algorithm to populate a set of assessments based on how recently the previous assessment was completed, if ever; clinical priority (e.g., repeat depression screen for patient with a depression diagnosis); active diagnoses; and estimated time to complete the assessment.

Patients received a tablet device containing validated surveys focusing on key health domains such as Patient Health Questionnaire-9 (PHQ-9) depression scale and the Alcohol Use Disorders Identification Test (AUDIT) during their medical visit. Fenway customized the ePRO platform to alert providers if patients reported suicidal ideation (a positive response to Question 9 of the PHQ-9 depression screen [8]). Fenway began with 4 assessments and eventually expanded to 10, addressing behavioral health, substance use, and fall risk. As more assessments were added to the ePRO interface, the underlying algorithm for determining priority and frequency of each assessment was refined. Features of the selection menu included automated color coding and ranking of prioritized assessments, limiting total assessments to a 5-minute timeframe. In addition, clinical staff could select any or all available assessments for administration, depending on clinical need and available time for the patient to take the assessments. Estimated time to complete designations was generated for each survey based upon the total number of potential questions within each survey and running mock-survey sessions by the program team. The design of the assessments included multiple-choice, check box, fill-in-the-blank, and drop-down questions based on prior responses (Figure 1). The available surveys were, namely, learning needs assessment, PHQ-9/PHQ-9 modified for Adolescents (PHQ-A), smoking and tobacco, fall risk assessment, intimate partner violence, AUDIT-C alcohol screen, Drug Abuse Screening Test-10 (DAST-10), Generalized Anxiety Disorder-7 (GAD-7), Edinburgh postpartum screen, patient portal sign-up.

Figure 1. Fenway’s electronic patient-reported outcome (ePRO) survey interface.
The platform was configured to determine which surveys were due for each patient, including logic to create skip patterns depending on a patient’s response. Using Health Level 7 standards, the platform interfaced with Fenway’s EHR (Centricity Practice Solutions). As such, patient responses automatically uploaded as structured data into their medical record for provider review, decreasing data entry errors and improving workflow efficiency and accuracy. The data were also sent to the EHR as a summary report in PDF format with score interpretations, making review of the data simple. Time from patient completion of assessments to results appearing in their medical record was approximately 2 minutes.

Patients received a tablet device containing validated surveys at the beginning of their medical visit prior to their medical provider entering the room. Patients filled out the assessments in the exam room after receiving the tablet from a medical assistant. The exam room was chosen over the waiting room area due to patients’ shorter wait times as well as to allow for privacy should a patient have any questions for the medical assistant or provider. The platform was configured to determine which assessments were due for each patient (Figure 2), allowing for a dynamic system that would customize order and prioritize assessments to individual patient diagnoses and needs.

The suggested time limit of 5 minutes was generated based on the discussion with clinical leadership during the preproject implementation. However, the interface allowed medical staff to select and choose preferred assessments tailored to individual patient need and available waiting time. For example, if a patient arrived and was roomed early for their appointment, the medical assistant could select more assessments beyond the 5-minute time limit for the patient to complete. If the provider could see the patient earlier, the medical assistant could select one or two prioritized surveys that would take less time for the patient to complete and not impede upon their clinical visit time.

Figure 2. Visualization of electronic patient-reported outcome (ePRO) workflow in Fenway’s medical department.

**FENWAY ASSESSMENT FLOW**

Evaluation of ePRO Implementation

We conducted two brief mixed methods evaluations during the implementation to ascertain provider and patient feedback on the ePRO system. A paper-based survey was sent out to providers and medical assistants in early 2016 to ask how the program was working for them. A focus group with Fenway primary care patients was held in July 2016 to generate patient feedback on the ePRO program. As these activities were part of clinical quality improvement activities, Institutional Review Board approval was not necessary.

Costs

This work was made possible through a one-time 2-year grant provided by Neighborhood Health Plan and the Partnership for Community Health’s Excellence and Innovation program. This funding primarily covered costs of a full-time program manager to design; implement; and oversee the ePRO program as well as those of equipment needs, including tablets, storage lockers, protective cases, and sanitation wipes for cleaning.

Results

**Development of Technology and Clinical Processes**

Piloting began in 2013, with implementation and rollout occurring across three primary care clinical sites from 2014 to 2015. The ePRO system was initially piloted with 5 medical assistants serving 3 primary care providers, and eventually expanded to 18 medical assistants and 25 primary care providers across three clinical sites in the first year of expansion within the Fenway medical department. Completion rates of ePRO sessions grew significantly over time, from 2428 completed sessions in 2014 to 19,650 completed sessions in 2018. We noted an increase in the total number of ePRO sessions as well as the number of ePROs taken by the same patient, demonstrating increased and repetitive use of the interface as patients return for follow-up care. From 2016 to 2017, the...
percentage of patients who took and completed at least one assessment using the ePRO system increased from 66% to 74%. In 2018, via ePRO, 41% of patients reported mild-to-severe depression, 35% reported mild-to-severe anxiety, 35% reported problem alcohol use, 4.4% reported a positive DAST score, and 10% reported current or some-day tobacco use (Table 1). In 2018, there were 300 suicide ideations alerts from the ePRO platform, wherein a suicide ideation response of “Nearly Every Day” comprised 1.5% of total ePRO sessions in the same year.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Instrument</th>
<th>Prevalence, n/N (%)</th>
<th>2016</th>
<th>2017</th>
<th>2018</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mild-to-severe depression</td>
<td>PHQ-9&lt;sup&gt;a&lt;/sup&gt;</td>
<td>6644/13899 (47.80)</td>
<td>8469/16237 (52.16)</td>
<td>9022/15857 (56.90)</td>
<td></td>
</tr>
<tr>
<td>Mild-to-severe anxiety</td>
<td>GAD-7&lt;sup&gt;b&lt;/sup&gt;</td>
<td>2748/6813 (40.33)</td>
<td>4870/10542 (46.20)</td>
<td>7664/14456 (53.02)</td>
<td></td>
</tr>
<tr>
<td>Problem alcohol use</td>
<td>AUDIT&lt;sup&gt;c&lt;/sup&gt;</td>
<td>115/5365 (2.14)</td>
<td>195/8785 (2.22)</td>
<td>340/14345 (2.37)</td>
<td></td>
</tr>
<tr>
<td>(high risk - likely addiction)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moderate-to-severe drug use</td>
<td>DAST-10&lt;sup&gt;d&lt;/sup&gt;</td>
<td>178/5438 (3.27)</td>
<td>174/8988 (1.94)</td>
<td>641/14470 (4.43)</td>
<td></td>
</tr>
<tr>
<td>Current or some-day smoker</td>
<td>Smoking &amp; Tobacco</td>
<td>994/8736 (11.38)</td>
<td>1333/14164 (9.41)</td>
<td>1527/14992 (10.19)</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup>PHQ-9: Patient Health Questionnaire-9.  
<sup>b</sup>GAD-7: Generalized Anxiety Disorder-7.  
<sup>c</sup>AUDIT: Alcohol Use Disorders Identification Test.  
<sup>d</sup>DAST-10: Drug Abuse Screening Test-10.

**Table 1.** Electronic patient-reported outcome (ePRO) prevalence data for 2016-2018.

### Evaluation of ePRO Implementation

Primary care providers, medical assistants, and patients were generally satisfied with the ePRO program. A survey of primary care providers was conducted in early 2016, wherein 75% (27/36) providers responded. A total of 70.4% (19/20) of medical providers agreed/strongly agreed that use of the ePRO system improved access to real-time data in patient medical charts. Similarly, 66.7% (18/27) indicated that using the ePRO system reduced paperwork burden. In a patient focus group (n=8) conducted in July 2016, patients appreciated how the technology facilitated quick responses from providers and saved time during their medical appointments. Patients reported that the program allowed them to answer challenging questions in a nonstigmatized manner, which they found valuable, particularly when meeting a provider with whom they had no prior relationship. Patients noted that the ePRO system made them feel like direct participants in their medical care.

### Costs

The grant used to fund staff and equipment purchases assisted with program start-up costs. As the ePRO program expanded and became highly accepted and endorsed by medical staff, associated costs with maintaining the equipment used were absorbed into health center operation budgets. These associated costs were minimal, as they primarily covered purchases of sanitation wipes for tablet cleaning between patients. The program manager who initially oversaw the project was transferred. The overall supervision of the ePRO program remained in place for troubleshooting any issues but the project manager moved on to other projects due to the reduction of needed full-time equivalent (FTE) units following successful implementation of the system.

### Discussion

Fenway’s ePRO program is highly accepted by both clinical staff and patients. Fenway recently developed other ePRO programs for the behavioral health and patient registration departments following the success of the program in primary care. The patient registration ePRO department uses interactive registration forms to collect PRO data from patients in the waiting room. While this program initially received a grant aimed at implementation of PROs that covered high early start-up costs, Fenway found that these costs were absorbed over time, as equipment needs did not change and initial staff management of ePRO became embedded in clinical workflow. Further, successful implementation of the program resulted in multiple benefits for the health center in saved paperwork and data entry time as well as helping the health center meet PRO-related quality measures and fee-for-service benchmarks. Achieving sustainability for this project required buy-in from health center and departmental leadership, in addition to establishing an ePRO process that did not disrupt clinical workflows.

The primary challenge in implementing the ePRO program centered on overcoming hesitations of primary care providers and medical assistants at implementing a new program within the existing clinical workflows. This reluctance dissipated as clinic teams observed how colleagues participating in the pilot program saved time, as the program eliminated the need to print and hand out health questionnaires before patient visits and to input patient responses in patient charts afterwards. The program manager also met one-on-one with primary care providers and medical assistants to train them on the new system and any changes to clinical forms. This hands-on approach to building rapport combined with frequent solicitation of clinical staff feedback assisted with gaining staff buy-in.
The routine integration of PROs into clinical care can have many potential advantages, including improving patient-provider communication, improving care, and facilitating research. Patient care can be improved by enabling clinicians to address functional problems, mental health problems, or symptomatic conditions that might otherwise be missed. The ePRO system at Fenway proves to be an acceptable, sustainable method of quickly assessing patients, although further work needs to understand the true effects of ePRO on clinical care and improvement in a primary care setting.
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Abstract

Background: Health organizations and patients interact over different communication channels and are harnessing digital communications for this purpose. Assisting health organizations to improve, adapt, and introduce new patient–health care practitioner communication channels (such as patient portals, mobile apps, and text messaging) enhances health care services access.

Objective: This retrospective data study aims to assist health care administrators and policy makers to improve and personalize communication between patients and health care professionals by expanding the capabilities of current communication channels and introducing new ones. Our main hypothesis is that patient follow-up and clinical outcomes are influenced by their preferred communication channels with the health care organization.

Methods: This study analyzes data stored in electronic medical records and logs documenting access to various communication channels between patients and a health organization (Clalit Health Services, Israel). Data were collected between 2008 and 2016 from records of 311,168 patients diagnosed with diabetes, aged 21 years and over, members of Clalit at least since 2007, and still alive in 2016. The analysis consisted of characterizing the use profiles of communication channels over time and used clustering for discretization purposes and patient profile building and then a hierarchical clustering and heatmaps to visualize the different communication profiles.

Results: A total of 13 profiles of patients were identified and characterized. We have shown how the communication channels provided by the health organization influence the communication behavior of patients. We observed how different patients respond differently to technological means of communication and change or don’t change their communication patterns with the health care organization based on the communication channels available to them.

Conclusions: Identifying the channels of communication within the health organization and which are preferred by each patient creates an opportunity to convey messages adapted to the patient in the most appropriate way. The greater the likelihood that the therapeutic message is received by the patient, the greater the patient's response and proactiveness to the treatment will be.

International Registered Report Identifier (IRRID): RR2-10.2196/10734
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Introduction

Background

Communications between patients and health care professionals are based on a range of communication channels [1-10] and influenced by cultural factors [11-13]. Traditional channels supporting these interactions are face-to-face visits and phone calls. Health management organizations (HMOs) are capitalizing on the digital revolution [8,14] and innovating and providing patients with new digital tools [15]. Their goal is to provide patients with alternative ways for asking, getting, and sharing health-related information and knowledge [2-6,9,10,16].

Interactions between patients and health care professionals in an HMO must be analyzed over time to better understand the potential impacts of technological changes. Data mining and machine learning methodologies are used in the analysis of a large amount of data. Several techniques can be used to define or redefine clusters of patients based on sociodemographics and biological and clinical data [17,18]. We are not aware of an attempt to cluster patients based on communication, sociodemographic, and bioclinical characteristics, let alone at a large scale involving data from hundreds of thousands of patients collected for almost a decade. In this paper, we are disclosing the results of this kind of approach [19].

Aims and Objectives

This retrospective data study aims at assisting health care administrators in defining and developing new communication channels and policy makers in improving and personalizing communication between patients and health care professionals (eg, physicians and nurses). By expanding the capabilities of currently available communication channels and introducing new channels, we hope to help policy makers enhance the accessibility of health care professionals and organizations and improve the quality of patient follow-up and treatment adherence and the overall patient experience with HMO services [13,19-22].

This work characterizes the use profiles of chronic patients with the communication channels available at Clalit Health Services, a large HMO in Israel, between 2008 and 2016. The use profiles are then associated with sociodemographic and medical patient profiles.

The leading objective of this analysis is to propose new ways to promote the use of the most appropriate communication channels based on the patient profile. An additional objective is to recommend sociological and technological ways that should be developed for increasing the quality and effectiveness of the patient–health care professional communication and interaction.

Hypotheses

This retrospective research is led by 3 hypotheses:

• Preferred communication channels of a patient with the health care professional in an HMO influence follow-up and clinical outcomes.
• Adoption of a new communication channel by a patient is affected by their sociodemographic and clinical profile.
• Introducing a new communication channel impacts the use of existing communication channels.

This research focuses on quantifying these behaviors. The goal is to identify sociodemographic and bioclinical attributes affecting engagement with newly launched communication channels. This research characterizes changes in the use of existing communication channels once a new communication channel is introduced.

Methods

The study design including details about material and methods has been described and published elsewhere [19]. Ethical approval for the study was granted by the Clalit ethical committee.

Material

Data were extracted from Clalit electronic medical records (EMRs), which include documented access to various communication channels between patients and Clalit. Clalit is the largest Israeli HMO, with 4.53 million insured members (53% of the Israeli population) in 2016. Since 1998, Clalit’s EMRs have been stored in a data warehouse [19,23,24].

The period of time investigated in this research allowed us to analyze the launch of new communication channels such as a website, mobile apps, and text messaging (short message service [SMS]) system (Figure 1) and identify communication behavior changes as functions of time and the introduction of new communication channels.
The cohort consisted of patients aged 21 years and older, diagnosed with diabetes, members of Clalit for at least 1 year before 2008, and still alive in 2016 [25-27].

Analysis Process

Overview

This research used the knowledge discovery in databases (KDD) framework [28-30]. Our study analyzes communication channel use over a 9-year period wherein Clalit introduced and changed the methods of interactions between patients, health care professionals, and administrative staff. We identified the sociodemographic and bioclinical characteristics for each communication profile and qualitatively evaluated the influence of the profile on patient engagement and follow-up quality.

We ran 1-dimensional and multidimensional statistical tools and different data mining algorithms, which were used during the data cleansing step [31,32]. The data extraction, preprocessing, data mining, and information visualization are briefly described below. Details have been published elsewhere [19].

Data Extraction

Data extracted from the Clalit data warehouse for each patient included sociodemographic [19] and bioclinical [25,26,33-37] data and contacts with the HMO using communication channels.

Data Preprocessing

Cleansing of extracted data reduced noise by detecting and removing or correcting outliers [38,39]. An outlier is a data measurement that is inconsistent with other historical measurement data of the same individual. For some measurements (e.g., BMI), specific algorithms have been developed in-house by Clalit. In the absence of these algorithms, statistical approaches and machine learning algorithms were used [40-44].

Several machine learning algorithms require data reformulation to support data categorization or grouping numerical, categorical, or textual data [41,45-48]. For some attributes that don’t have predefined scales, we used the k-means clustering algorithm to discretize the data into 6 groups: very small, small, small-to-moderate, moderate, moderate-to-large, and large. The cluster bounds were validated by a domain expert (Table 1).
Table 1. Gradient reformulation and ranges of values related to each resource consumption level.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Gradient reformulation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>No (very small)</td>
</tr>
<tr>
<td></td>
<td>Small</td>
</tr>
<tr>
<td></td>
<td>Small to moderate</td>
</tr>
<tr>
<td></td>
<td>Moderate</td>
</tr>
<tr>
<td></td>
<td>Moderate to large</td>
</tr>
<tr>
<td></td>
<td>Large</td>
</tr>
</tbody>
</table>

**Contact with health care provider**

|                                 | Physician consultation |
|                                 | Nurse consultation     |
|                                 | Hospitalization        |
|                                 | ED<sup>b</sup> visit   |

|                                 | Scheduling an appointment |
|                                 | Face-to-face at clinic   |
|                                 | Call to clinic or call center |
|                                 | Smartphone app          |
|                                 | Internet website        |

|                                 | Nonqueue request        |
|                                 | Online                  |
|                                 | Offline that must be done online |
|                                 | Offline                 |

|                                 | Pharmacy                |
|                                 | Overall recorded visits |

|                                 | SMS<sup>c</sup> for prescription renewal |
|                                 | Proposition sent by HMO<sup>d</sup> to patient |
|                                 | Approval sent by patient to HMO |

<sup>a</sup>N/A: not applicable.

<sup>b</sup>ED: emergency department.

<sup>c</sup>SMS: short message service.

<sup>d</sup>HMO: health management organization.

**Data Mining and Information Visualization**

As we don’t have prior knowledge on communication channel use, we used unsupervised learning algorithms, mainly k-means and hierarchical clustering [47-56] combined with the Ray-Turi criterion [49].

To investigate communication patterns over time, we built heatmaps for each year between 2008 and 2016 based on the previously generated hierarchical clustering of 2016 data. Furthermore, we concatenated the communication profile of each discovered patients' clusters over the years [56]. This visualization helps identify changes in communication profiles for each cluster.

All computations described above were performed using R 3.3.1 (R Foundation for Statistical Computing) with the following packages: data.table [57] (computing efficiency given the large data size), cluster [58] (k-means and hierarchical clustering), and gplots [59] (drawing heatmaps and hierarchical clustering dendrograms).

**Results**

**Overview**

A total of 311,168 individuals were included in the study cohort. As means of communication with health care professionals have changed throughout the research period, we chose 2016 as the base year to which communication behavior is compared because during this year, health care customers were offered the most diverse communication channels. Applying the methodology described above to the 2016 data revealed 13 communication profiles. The resulting heatmap is presented in Figure 2. Two main types of communication behaviors are evident from the figure. The first main cluster consists of 6 communication profiles describing low-to-moderate health care services consumption. The second one consists of 7 communication profiles describing moderate-to-high health care services consumption.

All differences between the sociodemographic, biological, clinical (Tables 2 and 3), and communication characteristics between the overall population and each one of the clusters were statistically significant ($P<.001$).
Figure 2. Communication patterns in 2016 of 311,168 patients with diabetes (members of the Clalit Health Services). HMO: health management organization.
Table 2. Sociodemographic, clinical, and biological measurements data summary for patients with diabetes, in 2016, having a low-to-moderate health care services consumption.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall (n=311,168)</th>
<th>Relatively low contacts (n=35,719)</th>
<th>Low and scheduled visits (n=49,540)</th>
<th>Measured human contacts (n=29,197)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Nursing-based</td>
<td>Non–clinic-based</td>
<td>Moderate nonvisiting services</td>
<td>Nonplanners</td>
</tr>
<tr>
<td></td>
<td>(n=311,168)</td>
<td>(n=35,719)</td>
<td>(n=49,540)</td>
<td>(n=22,275)</td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>156,269 (50.2)</td>
<td>15,669 (43.9)</td>
<td>24,609 (49.7)</td>
<td>11,264 (50.6)</td>
</tr>
<tr>
<td>Male</td>
<td>154,899 (49.8)</td>
<td>20,050 (56.1)</td>
<td>24,931 (50.3)</td>
<td>11,011 (49.4)</td>
</tr>
<tr>
<td>Age in years, median (IQR)</td>
<td>68 (60-77)</td>
<td>60 (51-68)</td>
<td>67 (60-76)</td>
<td>68 (60-76)</td>
</tr>
<tr>
<td>Immigrant, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>152,533 (49.0)</td>
<td>23,602 (66.1)</td>
<td>21,710 (43.8)</td>
<td>14,504 (65.1)</td>
</tr>
<tr>
<td>Yes</td>
<td>158,635 (51.0)</td>
<td>12,117 (33.9)</td>
<td>15,348 (45.1)</td>
<td>7771 (34.9)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>242,022 (77.8)</td>
<td>24,232 (67.8)</td>
<td>23,486 (69.0)</td>
<td>12,456 (55.9)</td>
</tr>
<tr>
<td>Arab</td>
<td>60,619 (19.5)</td>
<td>10,534 (29.5)</td>
<td>9884 (29.0)</td>
<td>9441 (42.4)</td>
</tr>
<tr>
<td>Ultra-Orthodox</td>
<td>8527 (2.7)</td>
<td>953 (2.7)</td>
<td>690 (2.0)</td>
<td>378 (2.2)</td>
</tr>
<tr>
<td>SESb, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>97,556 (31.4)</td>
<td>10,444 (29.2)</td>
<td>10,740 (31.5)</td>
<td>6111 (27.4)</td>
</tr>
<tr>
<td>Medium</td>
<td>126,057 (40.5)</td>
<td>12,458 (34.9)</td>
<td>11,629 (34.1)</td>
<td>6016 (27.0)</td>
</tr>
<tr>
<td>Low</td>
<td>83,677 (26.9)</td>
<td>12,479 (34.9)</td>
<td>11,238 (33.0)</td>
<td>2985 (13.4)</td>
</tr>
<tr>
<td>N/Ac</td>
<td>3878 (1.2)</td>
<td>338 (0.9)</td>
<td>453 (1.3)</td>
<td>479 (2.2)</td>
</tr>
<tr>
<td>BMI, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>122,984 (39.5)</td>
<td>10,395 (29.1)</td>
<td>11,453 (33.6)</td>
<td>9830 (44.1)</td>
</tr>
<tr>
<td>Overweight</td>
<td>107,793 (34.6)</td>
<td>10,125 (28.3)</td>
<td>10,406 (30.6)</td>
<td>7845 (35.2)</td>
</tr>
<tr>
<td>Normal</td>
<td>47,193 (15.2)</td>
<td>4635 (13.0)</td>
<td>4416 (13.0)</td>
<td>2985 (13.4)</td>
</tr>
<tr>
<td>Underweight</td>
<td>1255 (0.4)</td>
<td>124 (0.3)</td>
<td>104 (0.3)</td>
<td>76 (0.3)</td>
</tr>
<tr>
<td>Unavailable</td>
<td>31,943 (10.3)</td>
<td>10,440 (29.2)</td>
<td>7681 (22.6)</td>
<td>1539 (6.9)</td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmoker</td>
<td>136,815 (44.0)</td>
<td>16,116 (45.1)</td>
<td>13,359 (39.2)</td>
<td>9622 (43.2)</td>
</tr>
<tr>
<td>Past smoker</td>
<td>67,300 (21.6)</td>
<td>6294 (17.6)</td>
<td>6249 (18.3)</td>
<td>5061 (22.7)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>43,190 (13.9)</td>
<td>7064 (19.8)</td>
<td>4259 (12.5)</td>
<td>2959 (13.3)</td>
</tr>
<tr>
<td>Unavailable</td>
<td>63,863 (20.5)</td>
<td>6245 (17.5)</td>
<td>10,193 (29.9)</td>
<td>4633 (20.8)</td>
</tr>
<tr>
<td>ACCD, median (IQR)</td>
<td>4 (3-5)</td>
<td>3 (2-4)</td>
<td>3 (3-4)</td>
<td>4 (4-5)</td>
</tr>
<tr>
<td>Hba1Ac (%)</td>
<td>27,349 (87.9)</td>
<td>22,748 (63.3)</td>
<td>27,951 (82.1)</td>
<td>20,687 (92.9)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>7.19 (1.46)</td>
<td>7.31 (1.73)</td>
<td>7.16 (1.39)</td>
<td>7.15 (1.41)</td>
</tr>
<tr>
<td>Cholesterol (mg/dL)</td>
<td>282,583 (90.8)</td>
<td>24,541 (68.7)</td>
<td>29,139 (85.6)</td>
<td>21,306 (95.6)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>167.78 (41.08)</td>
<td>186.01 (43.7)</td>
<td>167.41 (39.5)</td>
<td>166.54 (40.01)</td>
</tr>
<tr>
<td>Adherence, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not treated</td>
<td>65,873 (21.2)</td>
<td>14,213 (39.8)</td>
<td>7078 (20.8)</td>
<td>4004 (18.0)</td>
</tr>
<tr>
<td>0%</td>
<td>10,501 (3.4)</td>
<td>2601 (7.3)</td>
<td>729 (2.1)</td>
<td>710 (3.2)</td>
</tr>
<tr>
<td>Characteristic</td>
<td>Overall (n=311,168)</td>
<td>Relatively low contacts</td>
<td>Low and scheduled visits</td>
<td>Measured human contacts</td>
</tr>
<tr>
<td>----------------</td>
<td>---------------------</td>
<td>-------------------------</td>
<td>--------------------------</td>
<td>------------------------</td>
</tr>
<tr>
<td></td>
<td>Nursing-based (n=29,197)</td>
<td>Tech-based (n=35,179)</td>
<td>Non-clinic-based (n=34,060)</td>
<td>Moderate nonvisiting services (n=49,540)</td>
</tr>
<tr>
<td>1%-19%</td>
<td>11,990 (3.9)</td>
<td>2141 (6.0)</td>
<td>804 (2.4)</td>
<td>1794 (3.6)</td>
</tr>
<tr>
<td>20%-39%</td>
<td>17,573 (5.6)</td>
<td>3195 (8.9)</td>
<td>1312 (3.9)</td>
<td>2903 (5.9)</td>
</tr>
<tr>
<td>40%-59%</td>
<td>27,107 (8.7)</td>
<td>3502 (9.8)</td>
<td>2538 (7.5)</td>
<td>4823 (9.7)</td>
</tr>
<tr>
<td>60%-79%</td>
<td>31,447 (10.1)</td>
<td>3104 (8.7)</td>
<td>3168 (9.3)</td>
<td>5350 (10.8)</td>
</tr>
<tr>
<td>≥80%</td>
<td>146,677 (47.1)</td>
<td>6963 (19.5)</td>
<td>18,431 (54.1)</td>
<td>23,813 (48.1)</td>
</tr>
</tbody>
</table>

*a* IQR: interquartile range.

*b* SES: socioeconomic status.

*c* N/A: not applicable.

*d* ACG: adjusted clinical group.

*e* HbA1c: glycated hemoglobin.
Table 3. Sociodemographic, clinical, and biological measurements data summary for patients with diabetes who had a moderate-to-high health care services consumption in 2016.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall (n=311,168)</th>
<th>High electronic contacts</th>
<th>Automated interaction early adopters (n=26,290)</th>
<th>Human-based contacts</th>
<th>Overall high contact (n=9736)</th>
<th>Electronic driven interaction (n=14,647)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Internet website (n=19,277)</td>
<td>Smartphone (n=13,279)</td>
<td>Nursing-centered (n=7276)</td>
<td>Physician-centered (n=8137)</td>
<td></td>
</tr>
<tr>
<td>Gender, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>156,269 (50.2)</td>
<td>8652 (44.9)</td>
<td>7250 (54.6)</td>
<td>15,034 (57.2)</td>
<td>3939 (54.1)</td>
<td>3815 (46.9)</td>
</tr>
<tr>
<td>Male</td>
<td>154,899 (49.8)</td>
<td>10,625 (55.1)</td>
<td>6029 (45.4)</td>
<td>11,256 (42.8)</td>
<td>3337 (45.9)</td>
<td>4322 (53.1)</td>
</tr>
<tr>
<td>Age in years, median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Immigrant, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>152,533 (49.0)</td>
<td>8499 (44.1)</td>
<td>6645 (50.0)</td>
<td>9489 (36.1)</td>
<td>3230 (44.4)</td>
<td>3349 (41.2)</td>
</tr>
<tr>
<td>Yes</td>
<td>158,635 (51.0)</td>
<td>10,778 (55.9)</td>
<td>6634 (50.0)</td>
<td>16,801 (63.9)</td>
<td>4046 (55.6)</td>
<td>4788 (58.8)</td>
</tr>
<tr>
<td>Ethnicity, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>242,022 (77.8)</td>
<td>18,498 (96.0)</td>
<td>10,977 (82.7)</td>
<td>21,399 (81.4)</td>
<td>5745 (79.0)</td>
<td>6255 (76.9)</td>
</tr>
<tr>
<td>Arab</td>
<td>60,619 (19.5)</td>
<td>478 (2.5)</td>
<td>2105 (15.9)</td>
<td>3895 (14.8)</td>
<td>1311 (18.0)</td>
<td>1656 (20.4)</td>
</tr>
<tr>
<td>Ultra-Orthodox</td>
<td>8527 (2.7)</td>
<td>301 (1.6)</td>
<td>197 (1.5)</td>
<td>996 (3.8)</td>
<td>220 (3.0)</td>
<td>226 (2.8)</td>
</tr>
<tr>
<td>SESb, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>97,556 (31.4)</td>
<td>9961 (51.7)</td>
<td>3625 (27.3)</td>
<td>7079 (26.9)</td>
<td>1895 (26.0)</td>
<td>2101 (25.8)</td>
</tr>
<tr>
<td>Medium</td>
<td>126,057 (40.5)</td>
<td>10,778 (55.9)</td>
<td>6634 (50.0)</td>
<td>16,801 (63.9)</td>
<td>4046 (55.6)</td>
<td>4788 (58.8)</td>
</tr>
<tr>
<td>Low</td>
<td>83,677 (26.9)</td>
<td>4311 (20.4)</td>
<td>2461 (29.7)</td>
<td>1278 (16.0)</td>
<td>313 (3.2)</td>
<td>248 (1.7)</td>
</tr>
<tr>
<td>N/Ac</td>
<td>3878 (1.2)</td>
<td>157 (0.8)</td>
<td>162 (1.2)</td>
<td>297 (1.1)</td>
<td>48 (0.7)</td>
<td>94 (1.2)</td>
</tr>
<tr>
<td>BMI, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>122,984 (39.5)</td>
<td>7421 (38.5)</td>
<td>6174 (46.5)</td>
<td>12,154 (46.2)</td>
<td>3128 (43.0)</td>
<td>3336 (41.0)</td>
</tr>
<tr>
<td>Overweight</td>
<td>107,793 (34.6)</td>
<td>7299 (37.9)</td>
<td>4512 (34.0)</td>
<td>9374 (35.7)</td>
<td>2514 (34.6)</td>
<td>2800 (34.4)</td>
</tr>
<tr>
<td>Normal</td>
<td>47,193 (15.2)</td>
<td>3123 (16.2)</td>
<td>1819 (13.7)</td>
<td>4316 (16.4)</td>
<td>1307 (18.0)</td>
<td>1621 (19.9)</td>
</tr>
<tr>
<td>Underweight</td>
<td>1255 (0.4)</td>
<td>48 (0.2)</td>
<td>53 (0.4)</td>
<td>112 (0.4)</td>
<td>55 (0.8)</td>
<td>97 (1.2)</td>
</tr>
<tr>
<td>Unavailable</td>
<td>31,943 (10.3)</td>
<td>1386 (7.2)</td>
<td>721 (5.4)</td>
<td>334 (1.3)</td>
<td>272 (3.7)</td>
<td>283 (3.5)</td>
</tr>
<tr>
<td>Smoking status, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nonsmoke</td>
<td>136,815 (44.0)</td>
<td>8769 (45.5)</td>
<td>6669 (50.2)</td>
<td>11,955 (45.5)</td>
<td>3034 (41.7)</td>
<td>2951 (36.3)</td>
</tr>
<tr>
<td>Past smoker</td>
<td>67,300 (21.6)</td>
<td>5127 (26.6)</td>
<td>3086 (23.2)</td>
<td>5904 (22.5)</td>
<td>1582 (21.7)</td>
<td>2119 (26.0)</td>
</tr>
<tr>
<td>Current smoker</td>
<td>43,190 (13.9)</td>
<td>1862 (9.7)</td>
<td>1813 (13.7)</td>
<td>2799 (10.6)</td>
<td>1191 (16.4)</td>
<td>1087 (13.4)</td>
</tr>
<tr>
<td>Unavailable</td>
<td>63,863 (20.5)</td>
<td>3519 (18.3)</td>
<td>1711 (12.9)</td>
<td>5632 (21.4)</td>
<td>1469 (20.2)</td>
<td>1980 (24.3)</td>
</tr>
<tr>
<td>ACGc, median (IQR)</td>
<td>4 (3-5)</td>
<td>4 (3-5)</td>
<td>4 (4-5)</td>
<td>5 (4-5)</td>
<td>5 (4-5)</td>
<td>5 (4-5)</td>
</tr>
<tr>
<td>HbA1c, mmol/mol</td>
<td>273,491 (87.9)</td>
<td>17,810 (92.4)</td>
<td>12,387 (93.3)</td>
<td>25,320 (96.3)</td>
<td>6769 (93.0)</td>
<td>7594 (93.3)</td>
</tr>
<tr>
<td>Cholesterol (mg/dL)</td>
<td>7.19 (1.46)</td>
<td>6.86 (1.13)</td>
<td>7.19 (1.46)</td>
<td>7.22 (1.42)</td>
<td>7.24 (1.57)</td>
<td>7.26 (1.60)</td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>282,583 (90.8)</td>
<td>18,399 (95.4)</td>
<td>12,713 (96.0)</td>
<td>25,849 (98.3)</td>
<td>6973 (95.8)</td>
<td>7875 (96.8)</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Overall (n=311,168)</th>
<th>High electronic contacts (n=19,277)</th>
<th>Automated interaction early adopters (n=26,290)</th>
<th>Human-based contacts (n=9736)</th>
<th>Overall high contact (n=311,168)</th>
<th>Electronic driven interaction (n=14,647)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean (SD)</td>
<td>167.78 (41.08)</td>
<td>165.51 (39.4)</td>
<td>166.77 (40.54)</td>
<td>161.96 (39.28)</td>
<td>160.79 (39.47)</td>
<td>165.85 (40.10)</td>
</tr>
<tr>
<td>Adherence, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Not treated</td>
<td>65,873 (21.2)</td>
<td>4020 (20.9)</td>
<td>2487 (18.7)</td>
<td>4278 (16.3)</td>
<td>2094 (25.7)</td>
<td>1889 (19.4)</td>
</tr>
<tr>
<td>0%</td>
<td>10,501 (3.4)</td>
<td>503 (2.6)</td>
<td>448 (3.4)</td>
<td>617 (2.3)</td>
<td>253 (3.1)</td>
<td>239 (2.5)</td>
</tr>
<tr>
<td>1%-19%</td>
<td>11,990 (3.9)</td>
<td>458 (2.4)</td>
<td>548 (4.1)</td>
<td>941 (3.6)</td>
<td>341 (4.2)</td>
<td>269 (2.8)</td>
</tr>
<tr>
<td>20%-39%</td>
<td>17,573 (5.6)</td>
<td>723 (3.8)</td>
<td>823 (6.2)</td>
<td>1346 (5.1)</td>
<td>462 (5.7)</td>
<td>346 (3.6)</td>
</tr>
<tr>
<td>40%-59%</td>
<td>27,107 (8.7)</td>
<td>1325 (6.9)</td>
<td>1234 (9.3)</td>
<td>2156 (8.2)</td>
<td>741 (9.1)</td>
<td>560 (5.8)</td>
</tr>
<tr>
<td>60%-79%</td>
<td>31,447 (10.1)</td>
<td>1711 (8.9)</td>
<td>1447 (10.9)</td>
<td>2712 (10.3)</td>
<td>819 (10.1)</td>
<td>804 (8.3)</td>
</tr>
<tr>
<td>≥80%</td>
<td>146,677 (47.1)</td>
<td>10,537 (54.7)</td>
<td>6292 (47.4)</td>
<td>14,240 (54.2)</td>
<td>3427 (42.1)</td>
<td>5629 (57.8)</td>
</tr>
</tbody>
</table>

aIQR: interquartile range.
bSES: socioeconomic status.
cN/A: not applicable.
dACG: adjusted clinical group.
eHbA1c: glycated hemoglobin.

Figures 3-6 show charts comparing the differences between the low-to-moderate and moderate-to-high health care services consumer clusters.

Figure 3 shows the differences in health care services use:
- Administrative contacts relate to scheduling an appointment or submitting a nonqueue request (NQR) by a face-to-face meeting at clinic or call to clinic or call center
- Health care practitioner contacts in community relate to physician and nurse consultations and overall visits to pharmacies
- Service consumption at hospital relates to hospitalization and visits to emergency departments
- New communication channels relate to scheduling an appointment or submitting an NQR by using the HMO internet website or smartphone app or answering an SMS suggesting a prescription renewal

Low-to-moderate health care services customers use more administrative contacts than moderate-to-high patients, who use more of the other communication methods.

Figure 4 depicts sociodemographic data. The differences in age and gender are relatively small. There is a higher representation of females in the low-to-moderate cluster, and its patients are slightly younger. More profound differences are at the socioeconomic status (SES) and religious sector. In the low-to-moderate group, there is a higher representation of patients with medium SES, and it has a higher representation of patients from the Arab sector. The moderate-to-high cluster comprises patients with low and high SES mainly from the general (Jewish sector) and immigrant sectors.

Figure 5 compares bioclinical follow-up quality. Generally, the follow-up quality is better in the moderate-to-high cluster than in the low-to-moderate one.

Figure 6 relates to adherence to treatment. A higher proportion of patients from the low-to-moderate cluster are not treated for diabetes, and the adherence of the ones who are treated is much lower than patients in the moderate-to-high cluster.
Figure 3. Low-to-moderate versus moderate-to-high health care services consumption of patients with diabetes in 2016.

Figure 4. Differences in sociodemographic attributes between low-to-moderate and moderate-to-high health care services consumption of patients with diabetes in 2016. SES: socioeconomic status.
Figure 5. Differences of bioclinical follow-up quality between low-to-moderate and moderate-to-high health care services consumption of patients with diabetes in 2016. HbA1c: glycated hemoglobin.

Figure 6. Differences of adherence to treatment between low-to-moderate and moderate-to-high health care services consumption of patients with diabetes in 2016.

Generally, low-to-moderate health care services customers tend to prefer direct contacts with health care professionals, and this is probably the cause for lower follow-up quality and adherence to treatment. Conversely, patients in the moderate-to-high clusters use myriad communication channels.

Below we describe the 13 communication profiles found in 2016 and characterize them based on sociodemographic and bioclinical data available. Keeping the population of each one constant, we describe how the communication behavior has
changed from 2009 to 2016 as health care professionals introduced new technological means of communications.

**Low-to-Moderate Health Care Services Customers**

**Relatively Low Contact**

**Tech-Based**

This cluster includes 11.48% (35,719/311,168) of the cohort. Patients in this group use fewer physical interactions and tend to be early adopters of new channels (Table 2 and Figure 7). They exhibit a relatively high use of electronic channels for scheduling appointments and online NQR tools when these channels became available. They are relatively young, men are highly represented (20,039/35,719, 56.10%), as are the Arab sector (10,537/35,719, 29.49%) and low SES population (12,479/35,719, 34.93%). Their follow-up quality is relatively poor but progressively improving. The missing measurements of BMI (2008: 37.30% [13,323/35,719]; 2016: 29.20% [10,430/35,719]) and HbA1c (2008: 56.30% [20,110/35,719]; 2016: 36.30% [12,966/35,719]) decreased over time. Despite the aging, the HbA1c average increased just a little (7.06 [SD 1.58] mmol/mol vs 7.31 [SD 1.7] mmol/mol). Of patients who were followed up, the percentage of patients treated for diabetes increased (2009: 32.8% [11,716/35,719]; 2016: 60.20% [21,503/35,719]), as did the proportion of highly adherent patients (2009: 13.40% [4786/35,719], 2016: 19.50% [6965/35,719]), with significant changes in 2011 and 2012 when NQRs and online (website and smartphone app) appointment scheduling were introduced. This group also started using the SMS channel for renewing prescriptions in 2015 when this channel was launched.

**Figure 7.** Communication pattern changes between 2008 and 2016 for the relatively low contacts — tech-based group.

**Non–Clinic-Based**

This cluster includes 10.95% (34,060/311,168; Figure 8). Its median age is similar to the cohort, and the Arab sector is highly represented (9884/34,060, 29.02%). Until 2011, communication between patients and health care professionals was mainly achieved directly with the health care professionals. When electronic channels became available that year, the proportion of visits to health care professionals decreased in favor of online NQRs. The proportion of missing follow-up measurements is stable at around 20% each year. HbA1c values are also relatively stable over time (7.16 [SD 1.39] mmol/mol in 2016). The percentage of patients treated for diabetes increased (2009: 56.50% [19,244/34,060]; 2016: 78.20% [26,635/34,060]) and is associated with an increase in high proportion of days covered (2009: 36.01% [12,266/34,060]; 2016: 54.11% [18,431/34,060]). This improvement in adherence over time is correlated with the use of the different electronic nonclinic contacts.
**Tech-Based Versus Non–Clinic-Based**

Analyzing the relatively low contact groups over time reveals that while the tech-based group prefers technology-based means of communication, the non–clinic-based group has a relatively high number of hospitalizations and visits to the emergency department compared with the rest of the population.

While the introduction of new digital communication channels is correlated with an increase in adherence to treatment for the tech-based group, patients in the non–clinic-based group do not exhibit this kind of behavior. On the contrary, there is a correlation between the introduction of new communication channels and a reduction in the average number of physician visits. For the tech-based cluster, the introduction of new communication channels might be viewed as an opportunity to decrease the number of contacts with the HMO.

**Low and Scheduled Visits**

**Moderate Nonvisits**

This group, which includes 15.92% (49,540/311,168) of the cohort, comprises patients who mainly use communication channels that do not involve face-to-face consultations (Table 2 and Figure 9). Its median age is close to the cohort median age of 67 years, and the general sector is highly represented (41,613/49,540, 84.00%). Until 2011 when the first electronic channels were introduced, patients in this group resorted to the available communication channels apart from physicians such as consulting nurses, hospitalizations, and emergency department visits. Once electronic options were introduced, the volume of contacts with health care professionals decreased in favor of the online tools for scheduling appointments and NQRs. Furthermore, this group was proactive and had a high answering rate to the SMS for automated prescription renewal. The proportion of patients taking a medication for diabetes jumped from 51.40% (25,464/49,540) in 2009 to 81.60% (40,425/49,540) in 2016. These values are associated with a high adherence to treatment, which increased by 17.70% between 2009 and 2016. Even though these patients consulted health care professionals less often, the proportion of missing annual measurements of follow-up metrics dropped from more than 20% in 2008 to approximatively 10% in 2016. For this subpopulation, additional channels are an opportunity to adjust communication patterns with the HMO to their preferences.
Figure 9. Communication patterns for patients having a low number but scheduled visits and preferring communication channels that do not involve a face-to-face meeting.

Low Balance Use
This cluster includes 13.41% (41,735/311,168) of the cohort (Table 2 and Figure 10). These patients are using all available services at a relatively low rate. The cluster median age is higher than the cohort, and there is a higher proportion of immigrants. Despite the diversity of available and newly introduced communication channels, health care services consumption is stable. These patients prefer traditional channels for appointment scheduling (ie, face-to-face at clinic, call to clinic or call center). Adding technology-based channels has a marginal effect on communication with health care professionals. Clinically, adjusted clinical group (ACG) level remains relatively stable over time (2010: 4 [3;4]; 2016: 4 [4;5]), and HbA\textsubscript{1c} level is globally controlled (2016: 7.15 [SD 1.41] mmol/mol). Despite low use of available channels, patients have high rates of adherence to follow-up and treatment that increase over time. The proportion of missing annual measurements of follow-up metrics dropped (2008: around 15%; 2016: around 7%), and the percentage of patients with high adherence increased. This change may be attributed to aging and changes in therapeutic status (patients taking a noninsulin medication for diabetes jumped from 51.40% [25,464/49,540] in 2009 to 81.60% [40,425/49,540] in 2016).
**Figure 10.** Communication patterns for patients with diabetes having low balance use of health care services and scheduled visits.

**Measured Human Contacts**

Measured human contacts means a relatively low use of appointment scheduling, NQRs, and SMS channels. Despite relatively low human contacts, these patients exhibit a moderate level of consulting health care professionals. Their median comorbidity level is relatively stable over time (2010: 4 [3;5]; 2016: 4 [4;5]) in view of the population aging.

**Nonplanners**

Nonplanners constitute 7.16% (22,275/311,168) of the cohort. They have a relatively moderate-to-high human health care services consumption but a low tendency to use nonhuman means of communication (Table 2 and Figure 11). This group consists of a larger proportion of patients from the Arab sector (9441/22,275, 42.38%), which is associated with a higher proportion of nonimmigrants (14,504/22,275, 65.11%) and people with low SES level (9669/22,275, 43.40%). The preference of nonplanned human contact does not have a negative clinical effect. HbA1c values of the nonplanners are controlled over time (2010: 7.26 [SD 1.52] mmol/mol; 2016: 7.22 [SD 1.45] mmol/mol) with very good follow-up and adherence levels. The proportion of missing follow-up measurements dropped over time, and this improvement is associated with an increased number of patients treated with diabetes medication (2010: 61.51% [13,701/22,275]; 2016: 82.02% [18,271/22,275]) and better adherence over time (2010: 36.35% [8097/22,275]; 2016: 49.54% [11,034/22,275]).
Figure 11. Communication patterns for patients having measured human contacts without generally scheduling their visits.

Nursing Contacts

The nursing-based contacts cluster constitutes 9.38% (29,197/311,168) of the cohort (Table 2 and Figure 12), and its members prefer to consult with nurses. They also tend to schedule their appointments by using all available channels. The proportion of females is slightly higher than in the cohort (15,463/29,197, 52.99%), as are the proportions of nonimmigrant patients (16,085/29,197, 55.09%), Arab sector representation (8599/29,197, 29.45%), and low SES population (10,158/29,197, 34.79%). These demographics may explain the tendency to rely on contacts with health care professionals (human contacts). The average HbA1c level is stable over time (2010: 7.42 [SD 1.60] mmol/mol; 2016: 7.39 [SD 1.57] mmol/mol) and higher than the overall cohort. Although these results show merely a correlation between use of the nurse-patient channel and high levels of follow-up and adherence, they raise the hypothesis that the nurse-patient channel is very effective in inducing follow-up and adherence levels of patients. The percentage of patients who missed their annual measurements of follow-up metrics dropped over time (2008: around 15%; 2016: around 4%) and the adherence level increased (2010: 42.07% [12,284/29,197]; 2016: 50.27% [14,676/29,197]), as did the proportion of patients receiving treatment for diabetes (2010: 65.90% [19,240/29,197]; 2016: 81.25% [23,722/29,197]).
**Figure 12.** Communication pattern changes for patients with diabetes having measured human contacts mainly by consulting nurses.

<table>
<thead>
<tr>
<th>Physician consultation</th>
<th>Contact with Healthcare Practitioner</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nurse consultation</td>
<td></td>
</tr>
<tr>
<td>Hospitalization</td>
<td></td>
</tr>
<tr>
<td>ER visit</td>
<td></td>
</tr>
<tr>
<td>Face-to-Face at clinic</td>
<td>Scheduling an Appointment</td>
</tr>
<tr>
<td>Call to clinic or to Call Center</td>
<td></td>
</tr>
<tr>
<td>Smartphone application</td>
<td></td>
</tr>
<tr>
<td>Internet Website</td>
<td></td>
</tr>
<tr>
<td>Online</td>
<td></td>
</tr>
<tr>
<td>Offline which must be done Online</td>
<td>Non queue request</td>
</tr>
<tr>
<td>Offline</td>
<td></td>
</tr>
<tr>
<td>Overall recorded visits</td>
<td>Pharmacy</td>
</tr>
<tr>
<td>Proposition sent by HMO to patient</td>
<td>SMS for prescription renewal</td>
</tr>
<tr>
<td>Approval sent by patient to HMO</td>
<td></td>
</tr>
</tbody>
</table>

**High Electronic Contacts**

Patients in these clusters have a high level of use of online and electronic channels for communicating with the HMO (Table 3, Figure 13, and Figure 14). The website group (those using a personal computer) comprises 6.20% of the cohort (19,277/311,168) and the smartphone (those using a mobile app) group comprises 4.27% (13,279/311,168).
Figure 13. Communication pattern changes for patients having a high volume of electronic contacts over the health management organization website.
Differences Between Website and Smartphone Clusters

These patients exhibit substantial use of the most prominent technological interfaces developed in the past 20 years, with smartphone users being younger. This phenomenon might relate to the lower penetration rate of new technologies in older populations. The gender profiles of the two groups differ (website: males, 55.12% [10,625/19,277]; smartphone: females: 54.60%, [7250/13,279]). Moreover, in both groups (website/internet and smartphone users) there is a higher representation of the general population (respectively 95.96% [18,498/19,277] and 82.66% [10,977/13,279] vs the overall population 77.8% (242,022/311,168]). This observation conforms to prior research, which found that lower SES populations gravitate toward smartphones [60,61].

Common Findings Between Website and Smartphone Clusters

The heatmaps (Figure 13 and Figure 14) show high use of the website and smartphone app. Nevertheless, it is possible to see that the website cluster has a relatively low volume of direct contacts with health care professionals and prefers tools that enable nondirect and distant contacts. The clinical follow-up of these two clusters is better than that of the overall population, the proportion of missing follow-up indicators being lower in 2016 (Table 3). Furthermore, treatment adherence was better in 2016 than in the cohort population and also increased over the years in parallel with the number of newly treated patients. Patients in these two clusters tend to reduce their use of other means of communication and contacts with the HMO in favor of electronic media while maintaining a high follow-up quality and treatment adherence. By considering what seems like a positive impact of smartphone presence, the HMO should incorporate more functions into the smartphone app.

Automated Interaction Early Adopters

These patients are relatively young (Table 3 and Figure 15), and females and the general sector are largely represented (15,034/26,290, 57.19%, and 19,310/26,290, 73.45%, respectively). Despite being early adopters of new interaction services, this cluster uses all human contact–based services over time. The new automated interaction tools improve the quality of contacts with the HMO and do not serve as a replacement to previously existing channels. The comorbidity of this relatively young group is high (ACG: 5 [4;5]), and the proportion of missing bioclinical and follow-up measurements in 2016 is relatively low. Considering the aging process and the diabetes treatment policy change (lowering the HbA1c threshold from 7.5% to 6.5%), the number of patients taking a noninsulin
treatment for diabetes increased over time (2010: 66.81% [17,565/26,290]; 2016: 83.73% [22,012/26,290]). Moreover, the proportion of missing follow-up measurements decreased (e.g., BMI: 2010, 6.83% [1796/26,290]; 2016, 1.27% [334/26,290]; HbA1c, 2010, 17.08% [4492/26,290]; 2016, 3.69% [970/26,290]) and the proportion of adherence to treatment increased (2010: 44.85% [11,792/26,290]; 2016: 54.17% [14,240/26,290] in 2016). These results may indicate that the new tools allow patients to improve their engagement with the HMO. As their disease progresses, an increase in their services consumption is expected, but instead we observe a slight decrease in some of the services consumed. One contributing factor to the high prevalence of patients from the general sector in the cluster may be related to the sole use of Hebrew in the internet and smartphone app.

Figure 15. Communication pattern changes between 2008 and 2016 for patients with diabetes being early adopters of automated interaction tools.

Human-Based Contacts

Differences Between Nursing-Centered and Physician-Centered Clusters

Patients having mainly human-based contacts (Table 3) with the HMO are divided in two clusters: nursing-centered (7276/311,168, 2.34%; Figure 16) and physician-centered (8137/311,168, 2.61%; Figure 17). It should be noted that one of the main differences between these two populations is the proportion of patients missing their follow-up measurements in the physician-centered group. This highlights the importance of nurse involvement in patient follow-up.
Figure 16. Communication pattern changes between 2008 and 2016 for patients with diabetes having mainly human-based contacts based on interactions with nursing.
Common Findings in Nursing-Centered and Physician-Centered Clusters

These two clusters are relatively similar. In 2016, the proportion of female patients is relatively high and the population is older, with a majority of immigrants, and a higher representation of patients from medium-low SES groups. Patients in these two clusters had a relatively high ACG score over time. This increasing level of comorbidity can justify the high volume of nurse and physician consultations and high follow-up quality scores.

Higher Resource Consumers Having Overall High Contacts and Electronic Driven Interactions

Overall high contact represents 3.13% (9736/311,168) of the cohort (Table 3 and Figure 18) and the electronic driven interaction 4.71% (14,647/311,168; Table 3 and Figure 19). They comprise older people (mean age 71 years) and a higher proportion of men and immigrants. From ethnicity and SES perspectives, the distributions for the overall high contact group resemble the cohort, while the electronic driven interaction group has a higher representation of the general sector (9241/9736, 94.92%) and patients with high SES (4535/9736, 46.58%).
Figure 18. Communication pattern changes between 2008 and 2016 for patients with diabetes having an overall high number of contacts with health care services.
Figure 19. Communication pattern changes between 2008 and 2016 for patients with diabetes leading electronic-driven interaction with the health management organization.

The main differences in the communicational profiles are in the interaction strength. The volume of contacts is high in both groups but higher for the overall high contact group compared with the electronic driven interaction group. This can be explained by the lower SES in the first cluster and Hebrew-speaking abilities, which may be lower than in the second. Lower SES may be considered as a proxy for confidence and ability to use technologies, and immigrant status, age, and SES as proxies for defining language abilities. The introduction of new communication channels over time only increased the global number of contacts. The large number of visits at the clinic may be justified by the higher comorbidity level. Follow-up measurements in both clusters are consistently better than the cohort. Treatment compliance is better for the electronic driven interaction cluster and increasing over time and in parallel to new communication channels introduction. Adherence to treatment of the overall high contact group is around 42% over time and not influenced by the addition of technological channels.

The age and comorbidity levels in these two clusters strongly influence the number of contacts with health care professionals over time and, as a by-product, the quality of follow-up improves. However, results suggest that SES and immigrant status influence the use of new technologies and increase the number of contacts with the HMO and patient adherence to treatment.

Discussion

Principal Findings

In this study, we identified and characterized 13 media profiles of patients. We have shown how communication behavior is influenced by the means of communication that the health organization provides to the patient. Additionally we have pointed out how different patients respond to technology-based communication and change the way they communicate with the health organization. Finally, we highlighted that some patients prefer to communicate with the organization by technological means and respond adequately to text messages, others prefer to communicate with the physician, and others with the nurse. Identifying the channels of communication with the health organization and health care professionals preferred by each patient creates an opportunity to convey messages adapted to the patient in the most suitable communication channel. The greater the likelihood that the therapeutic message is received by the patient, the greater the patient’s response to treatment, and the better the health of the patient.

Strengths and Limitations

Clalit insures and provides medical services to more than 54% of the Israeli population. It is the largest health care organization and insurer in Israel. However, although Clalit covers most of
the population, the overall ethnic distribution of its health care customers does not accurately reflect the Israeli demographic composition: it has a higher proportion of Arabs, a lower proportion of ultra-Orthodox, and a higher proportion of members with a low SES [19].

Patients With Diabetes and Generalization to the Overall Chronic Patient Population

This retrospective analysis looks at Israeli patients treated by an Israeli HMO. The Israeli health care system, culture, and norms are factors affecting patient behavior in a specific way that do not allow a direct generalization of the results to other parts of the world.

This study overcomes a limitation of prior research dealing with the identification and description of health care customer communication patterns among individuals with diabetes in Clalit in 2015 [62]. Analyzing data that spans 9 years provides a better understanding of the changes of communication channel use over time and impact of socioeconomic factors, which cannot be easily and clearly understood with a 1-year snapshot.

Effect of Digital Communication Tools

The digital tools introduced between 2009 and 2016 for patients diagnosed with diabetes influence their follow-up and communication pathways with health care professionals. However, for more than half of the population investigated in this research, we found only a negligible influence of the digital tools on the communicational behavior (relatively low contacts, low and scheduled visits–low balance uses, measured human contacts, human-based contacts, and overall high contact clusters, 54.30%).

Digital tools, such as NQRs and SMS for prescription renewal, allow patients to reduce or avoid visits to the clinic or hospital. For patients initially having a relatively low number of health care practitioner contacts over time, these digital tools may induce a reduction in the number of visits to the clinic or nurse station. Eliminating potential visits due to the introduction of digital tools might influence the follow-up quality because these visits could have served as another opportunity for a human contact with the patient (eg, for discussing treatment issues) or at least to measure the patient’s condition [61,62]. Almost a third of the research population use technology to reduce their engagement with health care professionals. Not surprisingly, these are patients who tend to have a relatively small number of interactions with health care professionals (relatively low contacts–tech-based, low and scheduled visits–moderate nonvisits, electronic users, and automated interaction early adopters, 32.10%).

We would like to emphasize that the results do not show that the introduction of digital tools deteriorates the health condition of this one-third of the population. Nor do we claim that the reduction in visits to health care professionals is inherently an unwanted outcome. On the contrary, this is exactly what EMR systems are designed for. Rather, we claim that for targeted populations, which do not communicate efficiently with health care professionals, new digital tools might have negative consequences on the quality of the follow-up. This danger can be mitigated by using additional, human-based communication channels, akin to the guided-care approach [63], which have already proven to be effective. We can now build tools to identify these patients based on their behavior and target the efforts on the population that needs it.

For about 13.60% of the population, the introduction of new digital channels in the communication arsenal of the HMO is effective. These are the patients who belong to the following clusters: high electronic contacts–website, high electronic contacts–smartphone, and electronic driven interaction.

Patients in the low-to-moderate clusters were found to have different health outcomes due to a lower health care services consumption impacting their follow-up quality and adherence to treatment. On the other hand, patients who consume more services, the ones in the moderate-to-high clusters, have better health outcomes (despite being generally older and with a higher ACG). To sum up, it looks like that the effect of digital communication tools is to improve the follow-up and adherence to treatment instead of replacing human interactions with health care professionals.

Current and Potential Future Directions

As time progresses, the population becomes more accustomed to using digital channels and new communication channels are introduced (eg, an online counseling services with video calls to physicians when clinics are closed, available in Clalit since 2017). Communication patterns should be monitored in the face of the rapid changes in population behavior and services offered.

Furthermore, by tuning its communication tools to patient preferences and special needs (eg, by translating the user interfaces of electronic communications tools to languages such as Arabic, English, Russian, Amharic, French, Spanish), the health organization would realize the following:

- Improve and increase accessibility to health care services, achieve better patient engagement and responsiveness to treatment, and improve quality of treatment and treatment experience within existing budgetary constraints
- Increase patient engagement with the treatment process by transforming the communication scheme with each patient to a more proactive scheme to better fit patient profile
- Allow patient-reported outcome measures [64] for some follow-up measurements such as BMI (or more specifically, weight) and smoking status in an effort to reduce nurse work (over)load while continuing and improving patient follow-up

Finally, we investigated only diabetic patients. This research and its related methodology can be generalized and extended to other chronic and acute patients.

Conclusion

In this paper we presented and demonstrated a methodology to identify communication profiles over time within health care systems. We applied this methodology to the data of more than 300,000 diabetic patients from Clalit Health Services in Israel and found 13 such profiles. These profiles enabled health care professionals and the insurer to adapt the communication and message conveyed to patients based on their communication profile. This methodology can be applied in other organizations in other geographical locations.

http://www.jmir.org/2020/8/e17186/
We found that 22.40% of patients have very low health services consumption, and an additional 45.90% have low-to-moderate health services consumption, which indicated a low level of patient engagement. We showed that the introduction of technological communication channels didn’t substantially improve the engagement of these patients and for some of the patients it even reduced communication with health care professionals. Based on these findings, we think that improving patient engagement cannot rely solely on technological solutions; rather, these solutions must be accompanied by complementary means [65].
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Abstract

In this paper we propose the idea that artificial intelligence (AI) is ushering in a new era of “Earlier Medicine,” which is a predictive approach for disease prevention based on AI modeling and big data. The flourishing health care technological landscape is showing great potential—from diagnosis and prescription automation to the early detection of disease through efficient and cost-effective patient data screening tools that benefit from the predictive capabilities of AI. Monitoring the trajectories of both in- and outpatients has proven to be a task AI can perform to a reliable degree. Predictions can be a significant advantage to health care if they are accurate, prompt, and can be personalized and acted upon efficiently. This is where AI plays a crucial role in “Earlier Medicine” implementation.

(J Med Internet Res 2020;22(8):e17211) doi:10.2196/17211
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In this paper we propose the idea that artificial intelligence (AI) is ushering in a new era of “Earlier Medicine.” Advanced digital health solutions play a significant role in improving health care by enabling accurate diagnosis, prescription automation, and early prediction of diseases with potential AI capabilities [1,2]. “Earlier Medicine” refers to a temporally predictive and proactive approach to individualized health enabled by innovative AI modeling plus longitudinal/personal health big data. It calls on medical practice to not just react or manage present situations but also medical events of the foreseeable future. Such an approach will save money, lives, and our health care ecosystem from inefficiencies and disintegration.

Monitoring the trajectories of both in- and outpatients has proven to be a task AI can perform reliably [3]. Predictive tools present a considerable advantage to medicine if they are accurate,
prompt, customizable, and actionable. This is where AI plays a crucial role in “Earlier Medicine” implementation. In the late 1940s, Leavell and Clark [4] proposed three levels of prevention: primary, secondary, and tertiary. The term “primary prevention” was used to describe “measures applicable to a particular disease or group of diseases to intercept the causes of disease before they involve man” [4]. It is important to note, however, that the concept of prevention has evolved with time. Leavell and Clark’s definition is disease-oriented, but the application of prevention overall extends beyond medical problems and addresses other societal concerns. Through prevention, we can create a society that fosters good health to improve the quality of care [5].

In the 1970s, Schwartz [6] speculated that by the year 2000, a sizeable amount of the thought process involved in medicine could be augmented by a division of AI known as expert systems. Recently, Topol [7] proposed that new technologies will improve the precision and accuracy of diagnosis and in doing so will enhance treatment selection. In the last 2 years, the World Health Organization (WHO) has been reviewing evidence on digital technologies from consulting experts around the world in order to assemble recommendations on ways such tools can be used for maximum impact on health care. In 2018, governments unanimously adopted a World Health Assembly resolution, calling on the WHO to develop a global digital health strategy to support national efforts to achieve universal health coverage [8]. The United States Food and Drug Administration has been proposing ways to establish greater oversight over this rapidly evolving segment of AI products to regulate these systems whose performance constantly change based on exposure to new patient data in different clinical settings [9].

Keeping these initiatives in mind, the saying, “prevention is better than cure” can be realized in a way like never before due to the advent of AI for “Earlier Medicine.” This brings us to propose the following levels of prevention—Actionable, Accurate, Timely, and Individualized (Figure 1).

First, we propose that primary prevention using AI should be targeted at those who are well. In the case of screening all healthy individuals for risk of disease, AI can be used for earlier rather than early detection for risk reduction. However, current screening protocols are oversimplified and suffer from low compliance. More robust models are needed, for example, for the risk prediction for nonmelanoma skin cancer [10]. Screening procedures are often the first step leading to early interventions that are more cost-effective than intervening once symptoms appear. In United States, positive results from screening mammograms were of little benefit; they resulted in increases to costs, and did little to nothing to ensure quality of life and decrease mortality rate [11]. Early detection serves little purpose for patients with an illness. We believe that society would benefit more from increased precision in the selection of groups for screening with AI-based earlier risk reduction using AI prediction technology. Other examples of the possible use of AI prediction technology is in the diagnosis of some forms of melanoma from an atypical mole such as cutaneous pigmented lesion screening, using smartphone-generated images and clinical information simultaneously [12]. The incorporation of genomic information in electronic health records as part of one’s personalized treatment will drive the greater use of AI in primary prevention [13].

Secondly, we advocate that “Earlier Medicine” for secondary prevention is just as crucial. For a patient who is at risk of or suffering from a disease, AI can compute a management plan tailored to the patient’s individual needs. Secondary prevention AI includes recurrence prediction (eg, predicting non-ST-elevation myocardial infarction for patients with chest pain [14]).
Third, “Earlier Medicine” for tertiary prevention focuses on the deterrence of consequences of disease such as complications and disability. It also focuses on the overall improvement of quality of life through AI-based earlier interventions. Most countries are experiencing increases in the proportion of older people that comprise their population. It is estimated that by 2030, around 22% of the world’s population will be over 60 years of age [15]. There is an increasing prevalence of chronic disease in this age bracket globally and assisted daily living levels vary among regions [16,17]. Current health care systems that deal with this leave much to be desired in terms of long-term care, palliative care, and the expenses needed to maintain the system. Once a developed disease has been treated during its acute clinical phase, tertiary prevention seeks to soften the impact caused by the disease and potential complications on the patient's function, longevity, and quality of life. Tertiary prevention can include modifying risk factors. In cases where the condition is not reversible, tertiary prevention focuses on rehabilitation, assisting the patient to accommodate to disability [18]. For example, “Earlier Medicine” for tertiary prevention based on AI-computed individualized risk would help to prevent falls at home by 90% while reducing at least 10% of the dependent cost [19]. The key goal of tertiary prevention is to enhance quality of life by focusing on home health care services for either a short or long period as a result of illness, impaired health, old age, or other factors [20,21].

We earnestly believe that AI for “Earlier Medicine” will not only transform the practice of medicine but also radically reshape health care around the world. Harnessing the power of digital technologies is essential for achieving universal health coverage and to reviving humane medical practices for improving the quality of care [22]. The idea of prevention has evolved over the years from primary to tertiary and from a doctor-driven to patient-centered care model. AI for “Earlier Medicine” can serve as virtual medical assistants for clinicians, allowing for the resurgence of empathy-based care [23].
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Abstract

Background: Rapid access to evidence is crucial in times of an evolving clinical crisis. To that end, we propose a novel approach to answer clinical queries, termed rapid meta-analysis (RMA). Unlike traditional meta-analysis, RMA balances a quick time to production with reasonable data quality assurances, leveraging artificial intelligence (AI) to strike this balance.

Objective: We aimed to evaluate whether RMA can generate meaningful clinical insights, but crucially, in a much faster processing time than traditional meta-analysis, using a relevant, real-world example.

Methods: The development of our RMA approach was motivated by a currently relevant clinical question: is ocular toxicity and vision compromise a side effect of hydroxychloroquine therapy? At the time of designing this study, hydroxychloroquine was a leading candidate in the treatment of coronavirus disease (COVID-19). We then leveraged AI to pull and screen articles, automatically extract their results, review the studies, and analyze the data with standard statistical methods.

Results: By combining AI with human analysis in our RMA, we generated a meaningful, clinical result in less than 30 minutes. The RMA identified 11 studies considering ocular toxicity as a side effect of hydroxychloroquine and estimated the incidence to be 3.4% (95% CI 1.11%-9.96%). The heterogeneity across individual study findings was high, which should be taken into account in interpretation of the result.

Conclusions: We demonstrate that a novel approach to meta-analysis using AI can generate meaningful clinical insights in a much shorter time period than traditional meta-analysis.

(J Med Internet Res 2020;22(8):e20007) doi:10.2196/20007
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Introduction

The capacity of artificial intelligence (AI) to aggregate and process massive volumes of information is emerging as particularly crucial in the current moment, especially as the large amount of data available can be overwhelming for humans to evaluate [1]. AI technology can alleviate the burden of some of this overload by automatically processing the written text of medical papers, and converting the text into a more consumable, structured set of data that can be easily searched and analyzed. Essentially, AI turns all of the written articles into spreadsheets of results.

Further, although meta-analysis and systematic literature review are the gold standards for evidence [2], these analyses require significant time and effort to produce (often as long as 1 year [3]) and are therefore rarely updated [4,5].
Therefore, to produce this evidence in a more timely manner, we here propose the rapid meta-analysis (RMA). An RMA follows the same general framework methodology of a traditional meta-analysis, but leverages technology at each step, yielding a much faster time to production. Some data quality may be compromised due to the emphasis on fast time to production, but the ability to generate answers so quickly may warrant this tradeoff.

We were motivated to develop the RMA method based on a practical example of the current need for obtaining a rapid consensus on evidence from the literature. Hydroxychloroquine has been available since the 1950s [6] and has been used to treat malaria, lupus erythematosus, and rheumatoid arthritis. Most recently, hydroxychloroquine has been highlighted as a potential intervention to support patients with coronavirus disease (COVID-19). Although the efficacy outcomes of hydroxychloroquine are different in each clinical condition for which it is used, adverse events tend to be consistent. In this study, we used RMA to answer a specific clinical question regarding hydroxychloroquine and the degree to which ocular toxicity is a side effect. This is an important clinical question; however, we were not able to find a suitable aggregation of results.

The core innovation of an RMA is replacing as many of the steps of manual meta-analysis as possible with machine intelligence, as has been proposed previously [4,7]. Machines are not yet at the point where they can simply provide an answer to a posed question; therefore, RMA instead replaces as many manual steps as possible with machine assistance (or entirely AI). The goal is that each step could eventually be replaced with AI.

Figure 1 provides a schematic to make this idea more concrete. The left of the figure shows the standard steps (at a high level) for meta-analysis and the right side shows the equivalent steps with technology replacement.

For this RMA, we leveraged the Evid Science clinical outcomes database [8] for searching and screening (although any suitable AI system could provide a similar benefit). This database was built using the Evid Science AI, which is capable of turning written text of results into a “structured” representation (eg, a row in a database or spreadsheet).

Figure 2 shows a sentence from an article about toxicity detected for a set of patients, which has been parsed by the Evid Science AI. The AI was able to break this sentence down into fields (such as result, intervention, and outcome) automatically. In particular, it knows that 18 is the number of patients, and since that represents 30.5% of the patients, it must be 18 of 59. It also knows that 18 was associated with “Retinal toxicity being detected” in contrast to 5, which is associated with “color vision impairments.”

Previous AI-related approaches have attempted to identify sentences associated with Patient/Problem, Intervention, Comparison, Outcome (PICO) parameters from studies [9,10], surface more relevant articles for screening [11], and even study characteristics, including bias [12]. However, we were not able to find another AI that was purposely built to parse the full, numeric results from the text directly (eg, numbers and their associated fields), which are the inputs required for an advanced investigation such as a meta-analysis.

To train the AI to perform this task, researchers at Evid Science employed supervised machine learning. In this methodology, the researchers initially gave the system very explicit examples of the type of output they wanted; similar to the format shown in Figure 2, these comprised sets of sentences and the associated structured results.

The machine was then trained with a dataset of thousands of such examples from a wide variety of articles in the literature. The learning process enables the machine to produce these types of output for brand new sentences. To be clear, the articles chosen for training were selected from multiple disease topics and with various interventions, and were not only focused on hydroxychloroquine. As the system improves, it can even be taught to correct mistakes, rather than having to start with fresh examples each time, thereby limiting the effort involved in refining its learning.
Figure 1. Traditional meta-analysis (simplified, left) vs rapid meta-analysis using artificial intelligence (AI) (right).

Figure 2. Example of artificial intelligence–generated results from article text.

Methods

Evid Science AI
The Evid Science AI is a deep-learning model, written in python, constructed from layers of transformers and bidirectional long-short term memory (bi-LSTM) units. Our model first encodes the inputs using the transformer language model (SciBERT [13]), which turns the words into a mathematical space where similar words are grouped together. These embedded inputs are then passed along through the bi-LSTM layers of the network, which traverse words in the text and labels them appropriately. We trained our algorithm on 24,614 labeled records.

Model Performance
Recently, we performed a dual-annotator analysis of extraction accuracy. One hundred results were randomly selected from the database, each of which contains a result record (eg, numerator, denominator, percent, measurement value, unit, intervention/study group, outcome) and a sentence. Of note, a single sentence can be associated with multiple results; however, in randomizing, we chose one result to label for accuracy. Further, not all sentences have values for all fields. We then labeled the extracted fields (numerator, denominator, percent, measurement value, unit, intervention/study group, outcome) for accuracy. Our labels are provided as a spreadsheet in Multimedia Appendix 1.
The labels could be “perfect” (eg, a field was perfectly extracted); “near perfect” (eg, the field contained extra words or missed a few words, but was otherwise understandable, such as an outcome of “attained remission” contains the extra word “attained”); or “incorrect.” We also included “missing” as a means for estimating recall (true recall is hard to measure, given that we would require full labeling of all documents). The 100 sentences and labels are shown in Multimedia Appendix 1.

Specifically, for each field, we report the estimated recall, precision (which is accuracy), perfect precision (accuracy only considering perfect extractions), and F-measure (harmonic mean between recall and precision).

**Using the Model for RMA**

From a practical perspective, in previous work, we demonstrated a similar process to RMA using the Evid Science AI to replicate the results from a systematic literature review [14]. Crucially, by leveraging AI, we produced the results in 6 days rather than the months it took to produce the original. In addition, given the time between the original publication and AI-assisted version, 22 new relevant results had been published. Of note, the current version of the AI used for this RMA is significantly more powerful than the version previously used for systematic literature review replication.

The Evid Science clinical outcomes database used in this RMA is the result of running the AI over the entirety of the publicly (freely) available medical literature (PubMed). The current database has nearly 70,000,000 “facts” associated with results from articles, which users can search and screen through.

The Evid Science platform has already indexed the entirety of PubMed, and each night, it pulls in the latest papers. The architecture for the system is shown in Figure 3. Starting at the left, articles come into the system via the PubMed application programming interface (API). Machine-learning classifiers are then applied to articles, determining the study type (eg, trial, observational study) and other methodology information. The extraction algorithm described above is then applied to the article. Each result from the extraction algorithm is then stored in our database and users can retrieve these results via searching and filtering via a web-based user interface. Final results can be exported (in CSV format) so that they can be analyzed in sophisticated statistical programs such as R.

Therefore, our RMA proceeds by searching and screening through this database, as described below. The search itself (Step 1) leverages PubMed APIs, and therefore returns equivalent articles to PubMed. That is, any search on our platform is passed to the PubMed API, and the returned articles are then matched against what our AI has extracted. Therefore, the initial search results are equivalent.

Screening is then simplified, since the AI has processed the text into structured records that can be filtered and screened efficiently. For instance, we can simply filter results associated with “toxicity” in the outcome (or other outcomes of interest). This is more efficient than manually reading each returned abstract, since one only screens articles in the filtered set.

After searching and screening, a user obtains the final dataset for analysis (which the AI helped to produce via extraction). One can perform many analyses directly within the Evid Science web-based tool or export data to Excel and then analyze it with other programs (as we have done).

**Figure 3.** Evid Science artificial intelligence architecture. API: application programming interface.

**Results**

**RMA Process for the Association of Eye Issues With Hydroxychloroquine Use**

We initially performed a search for hydroxychloroquine on the Evid Science platform, and filtered down to results in which the outcome was major vision impairments (eg, “maculopathy,” “blind,” “toxicity”). In this study, we focused solely on PubMed abstracts, since they are freely available. This yielded 22 candidate articles from a possible set of 5010 articles related to hydroxychloroquine, 1352 of which were identified as primary studies (eg, clinical trial or observational study) by our AI and were therefore included as possible articles to process results from.

After screening, we were left with 11 papers for our RMA; the other 11 excluded articles were published before 2000 or focused on the diagnosis of ocular issues. The search took less than 1
minute and the screening took 22 minutes. Most of the work involved selecting the papers and lightly cleaning the results to make the table of results easier to read. Two results required “more significant” human intervention: one result was reported as having “all cases” of documented blindness attributed to causes other than hydroxychloroquine, and we therefore needed to invert this result to be 0 cases attributed to hydroxychloroquine; the other result had a misattributed denominator, which was manually fixed. All other changes involved removing single words, which was required very infrequently in concordance with the accuracy results shown in Table 1.

The results from the search and screening processes are shown in Table 2, which served as the input for our meta-analysis computation. Although we did not conduct the equivalent screening manually, in previous work, we were able to use our AI to match a published systematic literature review on inflammatory bowel disease [14], and therefore have already demonstrated that we can generate the equivalent screening using our tool to that obtained with a manual process.

### Table 1. Extraction results based on 100 randomly selected results, dual-screened.

<table>
<thead>
<tr>
<th>Result extracted</th>
<th>Recall</th>
<th>Precision</th>
<th>Perfect Precision</th>
<th>F-measure</th>
<th>F-measure (Perfect)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerator (N=42)</td>
<td>92.86%</td>
<td>95.12%</td>
<td>95.12%</td>
<td>93.98%</td>
<td>93.98%</td>
</tr>
<tr>
<td>Denominator (N=23)</td>
<td>91.30%</td>
<td>91.30%</td>
<td>91.30%</td>
<td>91.30%</td>
<td>91.30%</td>
</tr>
<tr>
<td>Percent (N=40)</td>
<td>90.00%</td>
<td>94.74%</td>
<td>92.11%</td>
<td>92.31%</td>
<td>91.04%</td>
</tr>
<tr>
<td>Continuous Value</td>
<td>89.66%</td>
<td>92.86%</td>
<td>92.86%</td>
<td>91.23%</td>
<td>91.23%</td>
</tr>
<tr>
<td>Continuous Unit</td>
<td>83.33%</td>
<td>95.24%</td>
<td>90.48%</td>
<td>88.89%</td>
<td>86.76%</td>
</tr>
<tr>
<td>Intervention</td>
<td>84.71%</td>
<td>94.74%</td>
<td>86.84%</td>
<td>89.44%</td>
<td>85.76%</td>
</tr>
<tr>
<td>Outcome (N=100)</td>
<td>95.00%</td>
<td>97.94%</td>
<td>79.38%</td>
<td>96.45%</td>
<td>86.49%</td>
</tr>
</tbody>
</table>

### Table 2. Results from included papers.

<table>
<thead>
<tr>
<th>Events (n)</th>
<th>Patients (n)</th>
<th>Intervention</th>
<th>Outcome</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>400</td>
<td>patients who were treated with recommended dosages of the drug for a mean of 8.7 years</td>
<td>incidence of hydroxychloroquine-related retinopathy</td>
<td>Mavrikakis et al [15]</td>
</tr>
<tr>
<td>0</td>
<td>526</td>
<td>hydroxychloroquine</td>
<td>retinal toxicity was noted during the first 6 years of treatment</td>
<td>Mavrikakis et al [15]</td>
</tr>
<tr>
<td>46</td>
<td>845</td>
<td>chloroquine, hydroxychloroquine, or both</td>
<td>ophthalmological alterations, confirmed by the ophthalmological examination</td>
<td>Spinelli et al [16]</td>
</tr>
<tr>
<td>3</td>
<td>12</td>
<td>800 mg/day hydroxychloroquine</td>
<td>developed retinal toxicity with scotomas in the Amsler grid and Humphrey 10-2 automated perimetry, as well as abnormal multifocal electroretinography</td>
<td>Navajas et al [17]</td>
</tr>
<tr>
<td>0</td>
<td>11</td>
<td>long-term hydroxychloroquine</td>
<td>documented blindness, in all cases attributed to a cause other than hydroxychloroquine-related ocular toxicity</td>
<td>Singh et al [18]</td>
</tr>
<tr>
<td>35</td>
<td>678</td>
<td>hydroxychloroquine</td>
<td>had hydroxychloroquine toxicity</td>
<td>Chiu et al [19]</td>
</tr>
<tr>
<td>1</td>
<td>121</td>
<td>hydroxychloroquine</td>
<td>prevalence of toxic retinopathy</td>
<td>Cabral et al [20]</td>
</tr>
<tr>
<td>18</td>
<td>59</td>
<td>hydroxychloroquine</td>
<td>retinal toxicity was detected</td>
<td>Espandar et al [21]</td>
</tr>
<tr>
<td>9</td>
<td>778</td>
<td>antimalarial drugs</td>
<td>suffered definite presence of antimalarial retinopathy</td>
<td>Jover et al [22]</td>
</tr>
<tr>
<td>11</td>
<td>36</td>
<td>hydroxychloroquine</td>
<td>had abnormal response densities in one or both eyes</td>
<td>Maturi et al [23]</td>
</tr>
<tr>
<td>3</td>
<td>26</td>
<td>hydroxychloroquine</td>
<td>results from electrophysiological and clinical evaluation, toxicity (bull’s eye maculopathy)</td>
<td>Tzekov et al [24]</td>
</tr>
<tr>
<td>4</td>
<td>93</td>
<td>chloroquine and hydroxychloroquine therapy</td>
<td>developed typical bull’s eye maculopathy</td>
<td>Neubauer et al [25]</td>
</tr>
</tbody>
</table>

### RMA Outcome

We then performed a meta-analysis of the results from the screened out articles using a generalized linear mixed model (in R), as these are binary occurrences of having an eye issue. We chose a random-effects model for the analysis, demonstrating a result of 3.4 events of eye issues per 100 observations (95% CI 1.11-9.96). The code for this analysis
was already written; therefore, plugging in the data (Table 2) and running it took roughly 2 minutes, including exporting the data to Excel, renaming and selecting columns to conform to R code input, and running the code.

The forest plot of the meta-analysis is shown in Figure 4. Clearly, there was heterogeneity (I^2=97%) among studies; therefore, these results warrant deeper inspection and cautious interpretation. The funnel plots of the results are shown in Figure 5. Each step of our RMA, its output, and its timing are shown in Figure 6, showing that altogether the RMA process took roughly 30 minutes to complete.

---

**Figure 4.** Forest plot for our rapid meta-analysis.

<table>
<thead>
<tr>
<th>Study</th>
<th>Eye Issues</th>
<th>Eye Issues per 100 observations</th>
<th>Events</th>
<th>95%–CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mavrikakis I et al. (2003)</td>
<td>2</td>
<td>400</td>
<td>0.50</td>
<td>[0.06; 1.79]</td>
</tr>
<tr>
<td>Mavrikakis I et al. (2003)</td>
<td>0</td>
<td>526</td>
<td>0.00</td>
<td>[0.00; 0.70]</td>
</tr>
<tr>
<td>Spinelli FR et al. (2018)</td>
<td>46</td>
<td>845</td>
<td>5.44</td>
<td>[4.01; 7.19]</td>
</tr>
<tr>
<td>Navajas EV et al. (2015)</td>
<td>3</td>
<td>12</td>
<td>25.00</td>
<td>[5.49; 57.19]</td>
</tr>
<tr>
<td>Singh DK et al. (2019)</td>
<td>0</td>
<td>11</td>
<td>0.00</td>
<td>[0.00; 28.49]</td>
</tr>
<tr>
<td>Chiu SY et al. (2018)</td>
<td>35</td>
<td>678</td>
<td>5.16</td>
<td>[3.62; 7.11]</td>
</tr>
<tr>
<td>Cabral RTS et al. (2018)</td>
<td>1</td>
<td>121</td>
<td>0.83</td>
<td>[0.02; 4.52]</td>
</tr>
<tr>
<td>ESPANDAR G et al. (2016)</td>
<td>18</td>
<td>59</td>
<td>&gt;30.51</td>
<td>[19.19; 43.87]</td>
</tr>
<tr>
<td>Jover JA et al. (2012)</td>
<td>9</td>
<td>778</td>
<td>1.16</td>
<td>[0.53; 2.18]</td>
</tr>
<tr>
<td>Tzekov RT et al. (2004)</td>
<td>3</td>
<td>26</td>
<td>11.54</td>
<td>[2.45; 30.15]</td>
</tr>
<tr>
<td>Neubauer AS et al. (2003)</td>
<td>4</td>
<td>93</td>
<td>4.30</td>
<td>[1.18; 10.65]</td>
</tr>
</tbody>
</table>

**Figure 5.** Funnel plot for our rapid meta-analysis.
Discussion

Principal Findings

For the RMA, we leveraged the Evid Science clinical outcomes database to find relevant studies, screened the database for studies focused on hydroxychloroquine and vision issues, and then performed the meta-analysis computation. Most crucially, the entire process from the search to analysis took less than 30 minutes. Based on results from 11 studies (N=3585), we could expect to see major eye issues 3.4% (95% CI: 1.11%-9.96%) of the time when using hydroxychloroquine. We note the high heterogeneity across the studies ($I^2=97\%$), requiring caution when interpreting these results. Notably, an RMA such as the present analysis is meant to raise awareness, and should not be treated as a full systematic literature review or meta-analysis that should strictly guide treatment. The data and results presented herein are current as of April 11, 2020.

The screening of articles step is one of the key areas of time savings in RMA. Although we described the various accuracy metrics in Table 1, the AI is also able to surface study characteristics that can be helpful in screening for meta-analysis as well. For example, Table 3 shows various study characteristics for a few of the chosen articles, including time period (retrospective or prospective), cohort focus (groups designated based on different drugs or conditions), study type (trial or observational), and finally methodology sentences. These characteristics are all generated by the machine, except for the methodology sentences, which are surfaced from the text automatically (rather than applied as “tags” to an article). In our RMA, we chose to include as many data points as possible, which perhaps led to our high level of heterogeneity (although population size differences clearly influence heterogeneity as well), but we could have been more specific, focusing on certain study characteristics using the values supplied by the AI. For instance, the methodology sentences include geographic locations, or we could have focused solely on papers that group patients by drug, rather than condition. For a complete list of characteristics for all articles, refer to Multimedia Appendix 2.
Limitations

Of course, there are limitations to our approach as well. One important aspect to note is that although RMA can very rapidly produce answers to clinical questions, nothing (yet) replaces human ingenuity and creativity (and most importantly, common sense). A major limitation of RMA currently is that the AI is not sophisticated enough to present more than data and mathematical results; that is, it cannot make meaningful interpretations.

In this case, for instance, the result is indicative (3.4 events per 100 observations), but the confidence interval is wide and the $I^2$ is high. Therefore, the result of our RMA warrants cautious interpretation. A machine cannot produce this nuance summary but can only provide the data and results for a person to then interpret.

Another limitation is that models may make mistakes. Of course, human beings make mistakes as well, but model mistakes can be counterintuitive. For instance, in this study, one of the results extracted was that all cases had documented blindness associated with something other than hydroxychloroquine. This implies zero cases for hydroxychloroquine, but the machine did not pick up on this. It is obvious to us as humans that the inverse result is what we want, but that is a common sense observation. Therefore, there is a tradeoff between assuming there will be some mistakes and the rapid nature of RMA. We note that there are often mistakes in human analysis as well.

A final limitation is acceptability. We introduce RMA as a means to more rapidly produce evidence that can be helpful in clinical decision making. However, without trust in and the adoption of AI-assisted evidence, such results might exist in a vacuum. If that is the case, clinical practice will not benefit from the advancement. Therefore, this limitation necessitates that, to be useful, current AI-generated evidence must be accepted in some manner. We hope that our transparency in this article (presenting results and data) helps to bring some change in this regard.

Conclusion

In this article, we have presented a new framework for answering clinical questions when time is at a premium and can be traded off for data quality. We call this approach RMA, and we demonstrated its utility in answering a clinical question about ocular toxicity associated with hydroxychloroquine as a proposed treatment for COVID-19. By leveraging RMA, in roughly 30 minutes we were able to discern a potential association with an incidence of 3.4 events per 100 observations (95% CI 1.11-9.96). Although the results raise further questions that need to be considered (eg, regarding the high heterogeneity), they nevertheless raise attention to a relevant clinical issue with the drug hydroxychloroquine. Importantly, the whole assessment was completed in less than 30 minutes, representing huge time savings compared to the months it takes for traditional meta-analysis conducted by hand.
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Abstract

Background: Almost half (46%) of Americans have used a smart assistant of some kind (eg, Apple Siri), and 25% have used a stand-alone smart assistant (eg, Amazon Echo). This positions smart assistants as potentially useful modalities for retrieving health-related information; however, the accuracy of smart assistant responses lacks rigorous evaluation.

Objective: This study aimed to evaluate the levels of accuracy, misinformation, and sentiment in smart assistant responses to human papillomavirus (HPV) vaccination–related questions.

Methods: We systematically examined responses to questions about the HPV vaccine from the following four most popular smart assistants: Apple Siri, Google Assistant, Amazon Alexa, and Microsoft Cortana. One team member posed 10 questions to each smart assistant and recorded all queries and responses. Two raters independently coded all responses (κ=0.85). We then assessed differences among the smart assistants in terms of response accuracy, presence of misinformation, and sentiment regarding the HPV vaccine.

Results: A total of 103 responses were obtained from the 10 questions posed across the smart assistants. Google Assistant data were excluded owing to nonresponse. Over half (n=63, 61%) of the responses of the remaining three smart assistants were accurate. We found statistically significant differences across the smart assistants (N=103, χ²=7.807, P=.02), with Cortana yielding the greatest proportion of misinformation. Siri yielded the greatest proportion of accurate responses (n=26, 72%), whereas Cortana yielded the lowest proportion of accurate responses (n=33, 54%). Most response sentiments across smart assistants were positive (n=65, 64%) or neutral (n=18, 18%), but Cortana’s responses yielded the largest proportion of negative sentiment (n=7, 12%).

Conclusions: Smart assistants appear to be average-quality sources for HPV vaccination information, with Alexa responding most reliably. Cortana returned the largest proportion of inaccurate responses, the most misinformation, and the greatest proportion of results with negative sentiments. More collaboration between technology companies and public health entities is necessary to improve the retrieval of accurate health information via smart assistants.

(Keywords: digital health; human papillomavirus; smart assistants; chatbots; conversational agents; misinformation; infodemiology; vaccination)
Introduction

Background
Voice assistants, a form of chatbot or conversational agent often referred to colloquially as “smart assistants,” are devices that respond to human voices and can be commanded to do a variety of tasks [1]. Smart assistants have existed in their most contemporary form since 2010, with the introduction of Siri, and they are used for numerous tasks such as automation (ie, integration with climate control devices and entertainment devices), retrieval of information about certain topics, and shopping [1]. Smart assistants have been integrated into smartphones, laptops, speakers, and other devices, creating a large network of consumers who frequently utilize smart assistants to acquire information on a range of topics [1].

Prevalence of Smart Assistant Use
According to the Pew Research Center, out of a total sample of 2045 Americans, nearly half (46%) reported using smart assistants in 2017 [2]. Of 4272 Americans surveyed in 2019, one-quarter (25%) had a stand-alone smart assistant device (eg, Amazon Echo, Google Home) in their homes [3]. Households that reported having a stand-alone smart assistant device (n=1067) also reported higher income (34% earned US $75,000 or more per year; 15% earned below US $30,000) [3]. The same report indicated that younger Americans frequently use stand-alone smart assistants, with 32% of users aged between 18 and 29 years and 28% of users aged between 30 and 49 years [3]. This difference may be due to varied ways of assessing use (eg, ever use and daily use). In contrast, smartphone smart assistants are more frequently adopted by those aged between 18 and 29 years (81%), whereas those aged between 45 and 60 years report the most daily active use of smartphone smart assistants [2]. These usage trends depict nuanced usage patterns wherein younger users are the most common adopters of smartphone smart assistants and older users, once they begin using smartphone smart assistants, use them more frequently than do other age groups. These varying adoption and usage behaviors provide multiple avenues for targeting different age groups through smart assistants.

Uses of Smart Assistants
More than half of Americans report that a major reason for using smart assistants is the ability to interact with their devices without using their hands [2]. One-quarter of Americans say that they use smart assistants to remotely control other devices such as heating systems, door locks, and lights [2]. Given that approximately 35% of Americans report searching online (ie, using Google or another search engine) to self-diagnose a medical condition, it seems logical to assume that individuals may turn to smart assistants for this information as well [4]. Unfortunately, smart assistants are relatively new technologies, and their responses have not been rigorously evaluated in many contexts.

Previous Assessments of Smart Assistants
In general, smart assistants have been evaluated for their response accuracy [5] and their general usability [6]. While considerable research has been conducted assessing digital health approaches, such as text message–based approaches and mobile apps for a range of health behaviors [7-9], few have included smart assistant responses to health-related queries. For instance, a pilot study comparing two smart assistants (Google Assistant and Apple Siri) to a standard Google Search on the topic of smoking cessation resources found that Google Assistant provided a greater number of evidence-based responses [10]. Other studies have specifically examined consumer experiences with the natural language processing of smart assistants [5].

Human Papillomavirus Prevention
To effectively assess smart assistant responses for accuracy and misinformation, human papillomavirus (HPV) has been identified as a controversial content area with a substantial evidence base. The evidence base of HPV is scientifically valid but hotly contested. HPV is the most common sexually transmitted infection and is a known cause of cervical cancer, as well as several other types of cancers [11]. While most sexually active people will contract HPV at some point in their lives, how the infection resolves varies from person to person, and a federally approved vaccine has been shown to be effective at reducing both the incidence of HPV transmission and the incidences of genital and anogenital HPV infection and cervical lesions [12]. Despite studies affirming the positive effects of the HPV vaccine while debunking inaccurate claims, there continues to be large-scale misinformation efforts (mostly conducted online through social media platforms) surrounding this issue, which are driven in part by the antivaccination movement [13-20]. These issues of misinformation have contributed to mistrust of medical professionals [21-23] and misunderstanding of diseases and their risks [24,25]. In January 2020, the World Health Organization (WHO) released a list of urgent global health challenges for the new decade, including stopping vaccine-preventable diseases and earning the public’s trust [26]. These two challenges are closely intertwined, as trust helps to shape whether individuals rely on provider recommendations (eg, whether parents will vaccinate their children) [22,27] and how misinformation disseminated online and across social media platforms influences vaccine refusal or vaccine delay [28]. In fact, the WHO has stated that vaccine hesitancy is one of the top 10 threats to global health [29].

In this study, we attempted to answer the following research question: do responses to smart assistant queries vary between different smart assistants, with regard to accuracy, misinformation, and sentiment toward HPV vaccination?

Methods

Query Development
In order to effectively assess smart assistants’ responses for accuracy and misinformation, we utilized questions from the chat-text service of Planned Parenthood (personal communication by Nicole Levitz; March 18, 2019). We chose to focus on questions around the HPV vaccine owing to the previously identified issues of accuracy and misinformation surrounding this topic [30,31]. We chose variations of 10 evidence-based questions from the Planned Parenthood system, allowing us to better evaluate responses to those questions for
accuracy and misinformation. The questions are listed in Textbox 1.

Textbox 1. Queries posed to smart assistants.

1. Does the HPV vaccine work?
2. Does the HPV vaccine cause autism?
3. Does Gardasil work?
4. Does Gardasil cause autism?
5. Is the HPV vaccine dangerous?
6. Is Gardasil dangerous?
7. Who can get the HPV vaccine?
8. Where can I get the HPV vaccine?
9. Does Gardasil kill?
10. How much does the HPV vaccine cost?

Search Process

One member of the research team queried each of the four most popular smart assistants (Apple Siri, Google Assistant, Amazon Alexa, and Microsoft Cortana), which were identified in the 2019 Voice Report by Microsoft [32]. In the event that the smart assistant provided a nonresponse to a query (eg, “I don’t know how to answer that”), the team member queried the smart assistant a maximum of three times to ensure that it was not an errored response due to misunderstanding the query, background noise, or some other unrelated reason.

Smart assistants provided varying numbers of results on their respective first pages for each query. Alexa and Google Assistant provided only one oral result for each query, whereas Siri provided five text results for each query. Cortana provided between three and nine text or video results for each query. Multimedia Appendix 1 displays the number of results each smart assistant provided per query. The team member, responsible for conducting the searches, recorded the first page of the results for data extraction based on previous studies indicating that users more frequently click on the top 10 results, which tend to be concentrated on the first page of most search results [33]. There is also evidence suggesting that people do not necessarily only click the first result on a page. In a 2020 study of search engine optimization, 16% of respondents in the study reported clicking on only the first result compared with 17% and 14% of respondents who reported clicking on three and five results, respectively [34]. This finding suggests that the remaining results on the first page should be extracted to best replicate actual human search behavior.

Recording Process

The team member, who posed questions to the smart assistants, used video and audio recording software to record both the queries and the smart assistant responses. We used these recordings in the data extraction and coding process. Figure 1 depicts a recording of a query posed to Cortana.
Data Extraction and Coding Process
We developed a web-based (Qualtrics) survey to aid in data extraction and coding of the smart assistant responses. Survey items were designed to extract relevant data from the smart assistant responses, including the types of responses (eg, video, web page, blog, and journal article), sources of the responses (eg, business, doctors, and health information provider), sentiments of the responses toward the HPV vaccine (eg, positive, neutral, and negative), accuracy of the responses, any incidence of misinformation in the responses, and topics discussed in the responses (eg, cancer, sexual behavior, and conspiracy theory).

We defined accuracy as a response that reflected the existing evidence. We coded accuracy using a dichotomy approach (0 for not accurate; 1 for accurate), which we applied specifically to the query (ie, accuracy of unrelated tangential content was not considered). If the response did not answer the query with the correct reply or positioned the correct reply as dubious or incorrect, we considered it “not accurate.” We defined misinformation as either deliberate or accidental promotion of previously disproved or unproven beliefs, attitudes, and behaviors. We coded misinformation using a dichotomy approach (0 if it did not provide misinformation; 1 if it did provide misinformation), which we applied to the entirety of the response (not just the answer to the question posed). If any misinformation was found in the smart assistant’s response, we coded it as having provided misinformation. Table 1 depicts examples of accuracy and misinformation in smart assistant responses to several queries. Since accuracy and misinformation were coded based on different aspects of the smart assistant responses, there were some cases with both an accurate response to the query and some misinformation in the result. We coded sentiment toward vaccines as one of the following four potential categories: negative (mostly negative statements), neutral (neither positive nor negative statements), positive (mostly positive statements), and ambiguous (both negative and positive statements). We applied sentiment coding to the entirety of the response.

Two independent team members extracted and coded the data with an almost perfect agreement (κ=0.85) [35]. We resolved discrepancies through discussion.
Table 1. Examples of accuracy and misinformation in smart assistant responses.

<table>
<thead>
<tr>
<th>Query</th>
<th>Accuracy</th>
<th>Misinformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Does the HPV(^a) vaccine work?</td>
<td>“In the trials that led to the approval of Gardasil and Cervarix, these vaccines were found to provide nearly 100% protection against persistent cervical infections with HPV types 16 and 18 and the cervical cell changes that these persistent infections can cause.”</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>Does the HPV vaccine cause autism?</td>
<td>“There is no link between vaccines and autism.”</td>
<td>“The scientific literature is now starting to fill up with case reports and studies and articles that irrefutably show that there is a connection between this vaccine (and it’s an ugly vaccine) and neurological damage.”</td>
</tr>
<tr>
<td>Does Gardasil work?</td>
<td>“Gardasil works by preventing the infection of the types of HPV that can lead to cervical cancer...”</td>
<td>“The Gardasil HPV vaccine has been proved to have caused the deaths of 32 women.”</td>
</tr>
<tr>
<td>Does Gardasil cause autism?</td>
<td>“There has never been a study that has shown that vaccines cause autism.”</td>
<td>N/A</td>
</tr>
<tr>
<td>Is the HPV vaccine dangerous?</td>
<td>“Findings from many vaccine safety monitoring systems and more than 160 studies have shown that HPV vaccines have a favorable safety profile—the body of scientific evidence overwhelmingly supports their safety.”</td>
<td>“Aluminum in the vaccines is toxic enough to be harmful.”</td>
</tr>
<tr>
<td>Is Gardasil dangerous?</td>
<td>“Although this information is accurate in a strictly literal sense, it is a misleading presentation of raw data that does not in itself establish a causal connection between Gardasil and the posited medical dangers.”</td>
<td>“The Gardasil HPV vaccine has been proved to have caused the deaths of 32 women.”</td>
</tr>
<tr>
<td>Who can get the HPV vaccine?</td>
<td>“All people ages 9 to 45 can get the HPV vaccine to protect against genital warts and/or different types of HPV that can cause cancer.”</td>
<td>N/A</td>
</tr>
<tr>
<td>Where can I get the HPV vaccine?</td>
<td>“The HPV vaccine is available at: Healthcare Clinic for patients aged 11-26. Walgreens Pharmacy. Ages vary by state.”</td>
<td>N/A</td>
</tr>
<tr>
<td>Does Gardasil kill?</td>
<td>“I cannot stress this enough, based on this report alone you can't make a determination that the vaccine caused the deaths.”</td>
<td>N/A</td>
</tr>
<tr>
<td>How much does the HPV vaccine cost?</td>
<td>“Each dose of the vaccine can cost about $250.”</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)HPV: human papillomavirus.  
\(^b\)N/A: not applicable.

**Analyses**

The sample consisted of 128 total data points across all four smart assistants. We excluded any nonresponse data points (e.g., “I don’t know how to answer that”) and responses that were categorized as other (e.g., responded with completely irrelevant content to the query) from the final analyses. Google Assistant provided nonresponses to every query and was removed, thus reducing our final analysis sample to 103 responses across three smart assistants. These nonresponses and other responses were removed because they did not in any way address the query posed. Multimedia Appendix 1 displays the frequencies of responses and nonresponses for each smart assistant. Descriptive frequencies and chi-square difference tests were used to examine the levels of accuracy and misinformation among the smart assistants.

**Results**

Table 2 displays the source and content characteristics of the smart assistant responses. Smart assistant responses contained content published by an organization in 82 out of 103 (79.6%) responses, whereas 20 out of 103 (19.4%) responses were published by an individual. Content was provided by organizations including some type of health information provider (e.g., Planned Parenthood and Mayo Clinic) in 36 out of 103 (35.0%) responses and by a government entity (e.g., Centers for Disease Control and Prevention) in 25 out of 103 (24.3%) responses. Cortana provided content published by individuals (e.g., physicians and journalists) in 18 out of 61 (29.5%) responses, whereas Siri and Alexa provided content published by individuals in only 2 out of 36 (5.6%) and 0 out of 6 (0.0%) responses, respectively. The most common type of individual who provided content (10 out of 103 responses, 9.7%) was some classification of physician. The type of content provided in the smart assistant responses varied, with videos provided in 30 out of 103 (29.1%) responses, driven entirely by Cortana, which was the only smart assistant to provide video responses. Siri’s responses were classified as frequently asked question (FAQ) pages in 13 out of 36 (36.1%) responses, whereas Cortana’s responses were classified as videos in 30 out of 61 (49.2%) responses and as general web pages in 12 out of 61 (19.7%) responses.
Table 2. Source and content characteristics of smart assistant responses.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value (N=103), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Source</strong></td>
<td></td>
</tr>
<tr>
<td>Health information provider</td>
<td>36 (35.0)</td>
</tr>
<tr>
<td>Federal/city/state</td>
<td>25 (24.3)</td>
</tr>
<tr>
<td>Nonprofit/advocacy group</td>
<td>15 (14.6)</td>
</tr>
<tr>
<td>Physician</td>
<td>10 (9.7)</td>
</tr>
<tr>
<td>Other</td>
<td>9 (8.7)</td>
</tr>
<tr>
<td>News/media organization</td>
<td>8 (7.8)</td>
</tr>
<tr>
<td>Business</td>
<td>6 (5.8)</td>
</tr>
<tr>
<td>Journalist/press</td>
<td>2 (1.9)</td>
</tr>
<tr>
<td>Politician</td>
<td>2 (1.9)</td>
</tr>
<tr>
<td>Health care organization</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td><strong>Content</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Format of the smart assistant responses</strong></td>
<td></td>
</tr>
<tr>
<td>Video</td>
<td>30 (29.1)</td>
</tr>
<tr>
<td>General web page</td>
<td>24 (23.3)</td>
</tr>
<tr>
<td>Article</td>
<td>14 (13.6)</td>
</tr>
<tr>
<td>FAQ\ site</td>
<td>19 (18.4)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (5.8)</td>
</tr>
<tr>
<td>Blog post</td>
<td>3 (2.9)</td>
</tr>
<tr>
<td>Location/map/directions</td>
<td>1 (1.0)</td>
</tr>
<tr>
<td><strong>Topics mentioned in the smart assistant responses</strong></td>
<td></td>
</tr>
<tr>
<td>Cancer</td>
<td>77 (74.8)</td>
</tr>
<tr>
<td>Vaccines and side effects</td>
<td>57 (55.3)</td>
</tr>
<tr>
<td>Sexual behaviors</td>
<td>26 (25.2)</td>
</tr>
<tr>
<td>Access to medical care</td>
<td>20 (19.4)</td>
</tr>
<tr>
<td>Direct impacts on loved ones</td>
<td>13 (12.6)</td>
</tr>
<tr>
<td>Conspiracy theories</td>
<td>6 (5.8)</td>
</tr>
<tr>
<td>Vaccines are ineffective</td>
<td>6 (5.8)</td>
</tr>
<tr>
<td>Mass media</td>
<td>6 (5.8)</td>
</tr>
<tr>
<td>Risk of disease is lower than risk of adverse vaccination events</td>
<td>2 (1.9)</td>
</tr>
<tr>
<td><strong>Sentiment expressed toward vaccines in smart assistant responses</strong></td>
<td></td>
</tr>
<tr>
<td>Positive</td>
<td>65 (63.1)</td>
</tr>
<tr>
<td>Neutral</td>
<td>18 (17.5)</td>
</tr>
<tr>
<td>Ambiguous</td>
<td>11 (10.7)</td>
</tr>
<tr>
<td>Negative</td>
<td>7 (6.8)</td>
</tr>
</tbody>
</table>

\(^{a}\)Totals may exceed 100% owing to the availability of multiple response options.

\(^{b}\)FAQ: frequently asked question.

Tables 3 and 4 depict the differences among smart assistants in terms of primary outcomes. Smart assistant responses contained accurate answers in 63 out of 103 (61.2%) responses. Neither response accuracy (\(P=.10\)) nor response sentiment (\(P=.22\)) was significantly different among the devices. The number of responses provided for each query varied across the devices, but 4 out of 6 (66.7%) responses by Alexa and 26 out of 36 (72.2%) responses by Siri were accurate. In contrast, 33 out of 61 (54.1%) responses by Cortana were accurate. There were no cases in which responses contained both accurate answers and
misinformation. Chi-square tests indicated that the three smart assistants significantly varied in terms of whether they provided misinformation in their responses (N=103, $\chi^2 = 7.807$, $P = .02$) and whether they provided any evidence to support the claims made in their responses (N=103, $\chi^2 = 11.054$, $P = .004$). Smart assistant responses contained at least one instance of misinformation in 18 out of 103 (17.5%) responses. Responses by Alexa contained no misinformation, whereas misinformation was present in 2 out of 36 (5.6%) responses by Siri and 16 out of 61 (26.2%) responses by Cortana. Alexa provided evidence to support each of its responses, whereas Siri provided evidence in 21 out of 36 (58.3%) responses and Cortana provided evidence in 23 out of 61 (37.7%) responses.

In general, smart assistant responses contained positive sentiment toward vaccines, with 65 out of 103 (63.1%) responses containing primarily positive sentiment. The second most common sentiment was “neutral,” which was found in 18 out of 103 (17.5%) responses. The least common sentiment was “negative,” which was found in only 7 out of 103 (6.8%) responses, and all were provided by Cortana.

### Table 3. Response differences among smart assistants in terms of accuracy, evidence provided, and misinformation.

<table>
<thead>
<tr>
<th>Response quality of the smart assistants</th>
<th>Value, n/N (%)</th>
<th>Chi-square effect size (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accurate response? (Yes)</td>
<td>63/103 (61.2%)</td>
<td>4.558 (2)</td>
<td>.10</td>
</tr>
<tr>
<td>Alexa</td>
<td>4/6 (66.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Siri</td>
<td>26/36 (72.2%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cortana</td>
<td>33/61 (54.1%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Evidence provided? (Yes)</td>
<td>50/103 (48.5%)</td>
<td>11.054 (2)</td>
<td>.004</td>
</tr>
<tr>
<td>Alexa</td>
<td>6/6 (100%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Siri</td>
<td>21/36 (58.3%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cortana</td>
<td>23/61 (37.7%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Misinformation provided? (Yes)</td>
<td>18/103 (17.5%)</td>
<td>7.807 (2)</td>
<td>.02</td>
</tr>
<tr>
<td>Alexa</td>
<td>0/6 (0%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Siri</td>
<td>2/36 (5.6%)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cortana</td>
<td>16/61 (26.2%)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Sentiment differences among the smart assistants.

<table>
<thead>
<tr>
<th>Smart assistant</th>
<th>Content sentiment</th>
<th>Neutral (N=18)</th>
<th>Negative (N=7)</th>
<th>Ambiguous (N=11)</th>
<th>Positive (N=65)</th>
<th>Chi-square effect size (df)</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alexa (N=6), n (%)</td>
<td></td>
<td>1 (16.7%)</td>
<td>0 (0%)</td>
<td>0 (0%)</td>
<td>5 (83.3%)</td>
<td>8.20 (6)</td>
<td>.22</td>
</tr>
<tr>
<td>Siri (N=35), n (%)</td>
<td></td>
<td>9 (25.7%)</td>
<td>0 (0%)</td>
<td>5 (14.3%)</td>
<td>21 (60%)</td>
<td>8.20 (6)</td>
<td>.22</td>
</tr>
<tr>
<td>Cortana (N=60), n (%)</td>
<td></td>
<td>8 (13.3%)</td>
<td>7 (11.7%)</td>
<td>6 (10%)</td>
<td>39 (65%)</td>
<td>8.20 (6)</td>
<td>.22</td>
</tr>
</tbody>
</table>

### Discussion

**Principal Results**

This study sought to determine whether responses to queries vary among smart assistants in terms of accuracy, misinformation, and sentiment related to HPV vaccination. Our results indicate that smart assistants responded differently when asked about this topic. Specifically, smart assistants showed variations in the level of misinformation provided in responses, as well as the provision of evidence to support claims made in their responses. Smart assistants did not differ statistically in terms of the accuracy of their responses to queries involving HPV vaccination.

To our knowledge, this study is the first to report on smart assistants and their responses to HPV vaccine–related queries. Previous studies of HPV vaccination behaviors did not focus on smart assistants, and they indicated that antivaccination messages may influence one’s decisions to vaccinate themselves or their children [15]. However, given the growing number of persons and households adopting and utilizing smart assistants and the fact that smart assistants may be able to provide HPV vaccine information, it is necessary to examine whether responses delivered through smart assistants are disseminating these same antivaccination messages. This study is the first step in establishing a foundation for the types of vaccine sentiments that are present in content disseminated by smart assistants.

Importantly, our study revealed that, in general, smart assistants largely provide accurate and positive information regarding HPV vaccination (just under two-thirds of all smart assistant responses were accurate and positive), with no relevant differences across devices. We should reiterate here, however, that Google Assistant provided nonresponses to every query and, accordingly, was removed from the study. While accurate information on something as beneficial as HPV vaccination is necessary to mitigate HPV transmission and cancer incidence, just over one-third of responses contained *inaccurate* answers,
suggesting that work is needed in this area to improve the provision of health information via smart assistants. On the other hand, misinformation was more of a concern across devices, as Cortana yielded the greatest number of responses containing misinformation (one-quarter of Cortana’s responses contained misinformation).

Comparison With Prior Work

Previous studies of smart assistant responses have focused on whether the devices responded correctly or whether they understood the query [5,6]. Only a handful of studies examined smart assistant responses in the context of a health behavior [10]. This study further assessed smart assistant responses to determine whether they provide accurate evidence to specific health behavior questions. Evidence is critical in combatting misinformation, at least on social media platforms. For example, in an experimental study that exposed Facebook users to simulated misinformation and different correction mechanisms about the Zika virus, the authors found that correction can work when it provides supporting evidence or appropriate sources to accompany refutation (eg, Centers for Disease Control and Prevention) [36]. The authors reported that this finding was maintained even in those who were rated higher in conspiracy beliefs.

Limitations

This study has limitations that should be considered when evaluating its results. The devices used their specific locations when responding to queries, which may have produced less generalizable responses. Some of the smart assistants employed in the study were previously used devices and may have been influenced by prior searches of the former user. To the best of our knowledge, no private mode exists in these smart assistants, which would prevent the queries and responses from influencing future searches. The sample size was limited for several reasons, including nonresponses and other unrelated responses to queries. Specifically, Google Assistant provided no response data, which may have influenced the results. Any responses that were entirely unrelated to the queries should be explored in future studies, since this may be an indication of a larger issue with smart assistants not comprehending the queries. Based on our knowledge about natural language processing in these smart assistants, it is suggested that syntax and dictation are some of the many influencers of smart assistant responses [37], and the queries posed to each device may not have been appropriately worded to elicit the most effective responses. For example, our use of a single investigator to ask the questions could be viewed as a limitation (ie, we do not know how the smart assistants would have responded to an investigator with a different gender, tone, or accent). The investigator only queried a single example of a smart assistant (ie, only one device was used to query Alexa), which could be a limitation, as smart assistants may respond differently depending on whether a stand-alone smart assistant or a smartphone-based smart assistant is used. The underlying search engine behind each smart assistant determines the responses to queries, which could have limited the information provided by smart assistants that are not connected to large search engines such as Google. The varying number of results provided in the smart assistant responses to queries could have impacted our ability to compare across the devices; however, since we found no relevant differences between the devices with regard to accuracy or sentiment, we do not believe that more results from one device impacted our findings or conclusions.

Despite these limitations, there are several strengths that provide further evidence of the study’s validity and importance. First, we utilized questions submitted to a Planned Parenthood chat service, which represent real-world issues on which consumers have previously sought additional information. Second, the questions used as queries were chosen because responses to these queries could be scored as either correct or incorrect, limiting “gray areas” in assessing accuracy of the smart assistant responses. Third, the queries were conducted by a single member of the research team to maintain consistency in language processing factors (eg, tone and syntax), and the search and coding processes were systematic to maintain consistency as well. Overall, this research furthers our understanding of how an emerging technology disseminates health information and whether such information can be classified as accurate and evidence-based. This study provides a basic framework for future evaluation of these smart assistants on which more advanced devices may be based.

Our findings paint a picture of smart assistants as newly emerged potential health promotion tools that are yet to be rigorously evaluated in this area. Smart assistants have only recently been introduced as potential health promotion tools (most notably from an executive perspective [38]) despite the growing proportion of households and individuals that use them [2,3]. The untapped potential of these devices for evidence-based information dissemination to consumers should be further explored. The potential of the devices may also be determined by their manufacturers who have, in some cases, provided platforms on which specialized topical information can be consolidated and further explored. For example, Alexa has an option for developers to create an Alexa Skill, which is essentially an application for Alexa that provides predefined information when queried specifically for that information. For example, an Alexa Skill that specifically searches in predefined evidence-based sources when queried for information on HPV vaccination could be developed. The downside to this potential approach for improving public health is that, as our results show, there is risk of disseminating misinformation through smart assistant responses, potentially reducing the positive impacts of a health promotion intervention. More needs to be done to better understand the susceptibility of these devices and their respective skills to outside influences.

Conclusions

Our results suggest that not all smart assistants are created equal with regard to utility, at least when it comes to provided evidence and misinformation in their responses. These findings should spark further research into how the proprietors of smart assistants procure the information that is disseminated to consumers of their products. Specifically, we suggest that manufacturers of these and other smart assistants collaborate with researchers to further evaluate the accuracy of smart assistants as public health tools and determine together how to
disseminate information and what fact-checking assessments should be used for such information. With the high rate of HPV transmission globally and in the United States, smart assistants and their manufacturers are well positioned to deliver evidence-based health information to consumers. However, such a practice necessitates strong communication between technology companies, who may not be as focused on the accuracy or source of their most heavily promoted content, and public health entities. The focus on collaboration to address the issues of information accuracy and misinformation is paramount if we are to adequately respond to the WHO’s list of urgent global health challenges for the new decade, namely stopping vaccine-preventable diseases.
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Abstract

Background: Mobile apps for weight loss provide users with convenient features for recording lifestyle and health indicators; they have been widely used for weight loss recently. Previous studies in this field generally focused on the relationship between the cumulative nature of self-reported data and the results in weight loss at the end of the diet period. Therefore, we conducted an in-depth study to explore the relationships between adherence to self-reporting and weight loss outcomes during the weight reduction process.

Objective: We explored the relationship between adherence to self-reporting and weight loss outcomes during the time series weight reduction process with the following 3 research questions: “How does adherence to self-reporting of body weight and meal history change over time?” , “How do weight loss outcomes depend on weight changes over time?”, and “How does adherence to the weight loss intervention change over time by gender?”

Methods: We analyzed self-reported data collected weekly for 16 weeks (January 2017 to March 2018) from 684 Korean men and women who participated in a mobile weight loss intervention program provided by a mobile diet app called Noom. Analysis of variance (ANOVA) and chi-squared tests were employed to determine whether the baseline characteristics among the groups of weight loss results were different. Based on the ANOVA results and slope analysis of the trend indicating participant behavior along the time axis, we explored the relationship between adherence to self-reporting and weight loss results.

Results: Adherence to self-reporting levels decreased over time, as previous studies have found. BMI change patterns (ie, absolute BMI values and change in BMI values within a week) changed over time and were characterized in 3 time series periods. The relationships between the weight loss outcome and both meal history and self-reporting patterns were gender-dependent. There was no statistical association between adherence to self-reporting and weight loss outcomes in the male participants.

Conclusions: Although mobile technology has increased the convenience of self-reporting when dieting, it should be noted that technology itself is not the essence of weight loss. The in-depth understanding of the relationship between adherence to self-reporting and weight loss outcomes is critical for improving intervention effectiveness.
and weight loss outcome found in this study may contribute to the development of better weight loss interventions in mobile environments.
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**Introduction**

Mobile apps are widely used for tracking weight loss [1-3]. A major feature of these apps is providing users with self-reporting capabilities regarding their lifestyle and health-related measurements [1-3].

Self-reporting has been recognized as a very important behavioral treatment method for weight loss [4-9] because it provides diet participants with a continuous feedback loop that can modify behaviors to achieve goals through the process of observation, evaluation, and reinforcement [5,10]. Indeed, several empirical studies have shown a positive relationship between adherence to self-reporting and satisfactory weight loss outcomes [4,5,7]. For these reasons, considerable research has been conducted regarding adherence to self-reporting in the field of weight loss research [6,8,11]. These studies commonly suggest the expectation that the use of mobile technology will improve adherence to self-reporting [6,7,12].

Compared to traditional tools, mobile technology’s portability has made it easier and more effective to monitor and control one’s weight [4,9,13-15]. In addition, the use of mobile technology such as smartphones and wearable devices enables researchers to explore new topics by collecting data that could not previously be gathered. Specifically, a representative research question related to new data may demonstrate the relationship between characteristics of adherence to self-reporting and weight loss outcomes [4,15,16]. Another research question may explore the differences in adherence to self-reporting during the diet in terms of demographic characteristics such as gender and sociocultural aspects such as race [17-22]. These studies have found that adherence to self-reporting decreases over time [4,16,21,23,24] and is dependent on demographics [17-22].

However, an in-depth understanding is lacking regarding the relationship between weight loss outcomes and the dynamics of adherence to self-reporting according to specific groups. Attempts at an in-depth understanding of this relationship is very important for several reasons. First, given that demographic characteristics affect both adherence to self-reporting and dietary approaches [17-22], researchers may gain a fundamental understanding of how certain groups respond to weight loss interventions. Second, researchers may understand the mechanism of weight changes during the weight loss process that involves a series of weight gain, loss, and regain cycles [21-23]. Ultimately, gaining an in-depth understanding of these matters will contribute to designing better weight loss programs suitable for mobile apps.

Thus, this study aimed to analyze the relationship between weight loss outcomes and the dynamics of adherence to self-reporting. To that end, we analyzed self-reported data that were aggregated on a weekly basis for 16 weeks, from January 2017 to March 2018, from 684 Korean men and women who participated in a mobile weight loss intervention program provided by a commercial smartphone app.

The following 3 research questions were explored and answered: How does adherence to self-reporting on body weight and meal history change over time? How do weight loss outcomes depend on weight changes over time? How does adherence to the weight loss intervention change over time by gender?

**Methods**

**Mobile Weight Loss Intervention**

The mobile intervention program for this study was delivered through a commercially available mobile coaching program called Noom [25]. During the 16-week program, users were asked to log their meals, exercise, and weight data using this app [25]. In-app articles about healthy dietary intake and promotions to encourage physical activities were provided on a daily basis [25]. The articles were adapted by physicians, clinical dietitians, and clinical psychologists and based on studies provided by the American Diabetes Association, American Heart Association, and Centers for Disease Control and Prevention.

All coaches were registered dietitians, and they were supervised weekly by a clinical psychologist. They helped users set weekly goals and provided personalized feedback based on each user’s lifestyle. Messages were sent to the users at least twice per week.

**Measurements**

**Weight Entry Trends**

The frequency of weight entries was analyzed. In most health care app research programs, user adherence to a certain intervention has often been measured by the frequency of self-reporting [4,24,26,27]. Therefore, the number of body weight entries per week served as a trustworthy variable in measuring the degree of adherence to the weight loss intervention in this research [4,24,26,27].

The study participants reported their weight through the app. After reporting, weight-related menu-usage logs were automatically stored on a server. The collected usage log data were summed at weekly intervals to generate data indicating adherence to weight-reporting activity over 16 weeks, for each subject.

**BMI Trends**

BMI is often used to determine whether a person is within a healthy weight range based on their height [4,14,28]. Since this
is calculated by dividing weight by height (kg/m²). The BMI value represents relative weight with respect to height [29,30]. In other words, BMI values indicate whether a person is “underweight,” “healthy,” “overweight,” or “obese” [4,14,28]. Because of its ease of interpretation and satisfactory explanatory power, BMI has been used instead of basic weight measurements for many diet-related studies on web and mobile weight tracking environments [4,14,25,31-33].

Participants reported their body weight daily through Noom. The daily BMI values for each participant were calculated by dividing the daily reported weights by their initially entered height values, and the daily results were averaged on a weekly basis. BMI delta values were used to identify weekly weight fluctuation trends [26,34,35]. For this analysis, BMI delta was defined as the difference between the largest and smallest BMI values in a given week. As such, for each participant, the average weekly BMI values representing their overall obesity level and the weekly BMI deltas indicating their degree of weight fluctuation over 16 weeks were used for the statistical analysis.

**Meal History Entry Trends**

As with weight entries, the frequency of self-reported meal history entries has frequently been used in prior studies to address the level of adherence to weight loss intervention programs [4,32]. In this study, participants entered not only their main meals but also snacks in between meals. As participants recorded food items by searching for them within Noom’s food database, their eating habits and selections could be grouped in detail by food types.

These food types were categorized as green, yellow, and red groups based on their caloric density, that is, calories per gram or milliliter [29,30,36]. In general, foods in the red group have very high caloric density and include foods high in fat and oil [29,30,36]. Foods categorized as yellow have moderate caloric density; they are less fatty and oily than the red group but still not optimal [29,30,36]. Foods in the green group have very low caloric density and are comprised mostly of natural fruits and vegetables [29,30,36]. The applied food type criteria according to caloric density are described in Multimedia Appendix 1.

Variables representing food intake by food type were generated based on the aforementioned criteria. Furthermore, food intake was reported 6 times per day (i.e., breakfast, morning snacks, lunch, afternoon snacks, dinner, and evening snacks). This provided a substantial amount of data regarding the changes in food intake for the 3 food groups of each participant over 16 weeks.

**Study Sample**

This study was approved by the Institutional Review Board of the Asan Medical Center, Korea (No. 2017-1253). Figure 1 shows the study sample selection procedure. Initially, the study population comprised 5011 users over the age of 18 years who participated in the coaching program from January 1, 2017 to March 5, 2018 [4,37]. Of these, 1440 users were included in the study based on 4 intervention characteristics [4,9,38]. First, according to prior research, users who subscribed to the program for at least 16 weeks were included in the study [4,9,38]. Second, only users with initial weight information were included in the study, to analyze baseline weight. Third, only those who reported their weight at least once among those who participated in the intervention for at least 13 weeks were included in the study [4]. Finally, 684 overweight and obese users with BMIs >25 kg/m² were selected for analysis [4,36].

![Figure 1. Study sample selection process.](https://www.jmir.org/2020/8/e17521)
the error criteria and reviewed the data. It was assumed that there could be potential errors if the difference between the maximum weight and minimum weight per week was ≥3 kg. The daily weight and BMI values of 101 cases corresponding to this assumption were not included in the weekly averages.

**Statistical Analysis**

To analyze the self-reported time-series pattern based on weight loss groups, subjects were divided into 3 groups according to recommendations from prior research [4]. The 3 groups consisted of those with weight losses <5%, of 5%-10%, and >10% [4].

Analysis of variance (ANOVA) and chi-squared tests were performed to analyze whether the baseline characteristics of the 3 groups were statistically different. Furthermore, ANOVAs along the time axis were performed to determine whether each measurement (ie, BMI, weight entry, and meal history entry trends) of the 3 groups (ie, <5%, 5%-10%, >10%) within gender were statistically different over 16 weeks. P values were adjusted with the false discovery rate using the Benjamini-Hochberg method, because multiple tests based on the week and groups may yield 5% false positives at the 5% significance level [39]. Finally, through slope analysis of each measurement calculated at the aggregated level, the overall time-series trends for the measurements were analyzed.

**Results**

**Participant Characteristics**

Table 1 shows the test results for the statistical differences in baseline characteristics between the 3 outcome groups. In the case of gender, although few men (19/218) and women (39/466) belonged to the group that lost >10% weight, there were no statistical associations among the 3 groups. For age, young participants (ie, mean 32.09 years old) seemed to lose the most weight; however, there were no statistical differences among the 3 groups. In the case of base weight status, the few obese (17/178) participants lost >10% of their weight; however, no statistical associations were found among the 3 groups.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Total sample</th>
<th>Outcome group according to level of weight loss</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>218 (31.9)a</td>
<td>126</td>
<td>73</td>
</tr>
<tr>
<td>Female</td>
<td>466 (68.1)a</td>
<td>294</td>
<td>133</td>
</tr>
<tr>
<td>Age (years), mean (SD)</td>
<td>33.31 (7.6)</td>
<td>33.7</td>
<td>32.87</td>
</tr>
<tr>
<td>Baseline weight status, n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Obese</td>
<td>178 (26)a</td>
<td>112</td>
<td>49</td>
</tr>
<tr>
<td>Overweight</td>
<td>506 (74)a</td>
<td>308</td>
<td>157</td>
</tr>
</tbody>
</table>

a n (%).
bTested differences between the 3 groups using chi-squared tests.
cTested differences between the 3 groups using analysis of variance (ANOVA).

**Pattern Analysis**

**Weight Entries**

Figure 2 shows the number of weight entries reported by user each week for the 16 weeks. The number of weight entries decreased over time in all 3 groups even though the decreases in the slopes were different (ie, −0.16 for the group who lost >10% of their starting weight, −0.13 for the group who lost 5%-10%, and −0.12 for the group who lost <5%). The members of the group with >10% weight loss recorded their weight more often in Noom than the other groups (ie, the groups who lost ≤10%). This trend at the aggregated level was statistically significant throughout the entire study period (Table 2). Moreover, the statistical significance of the trend was noticeable in women (Table 2).

---
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Figure 2. The number of weight entries on a weekly basis over 16 weeks; the colored bands show the 95% CI.

Table 2. Significance of analysis of variance (ANOVA) test results comparing the differences between groups for 16 weeks. P values were adjusted by the false discovery rate using the Benjamini-Hochberg method, and the actual P values are available in Multimedia Appendix 2.

<table>
<thead>
<tr>
<th>Group</th>
<th>Week</th>
<th>Weight entries</th>
<th>BMI values</th>
<th>BMI delta</th>
<th>Meal history entries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>9</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>11</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>13</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>***</td>
<td>***</td>
<td>***</td>
<td>d</td>
</tr>
</tbody>
</table>

- aWhen the null hypotheses were tested using ANOVA, the three groups (weight loss >10%, weight loss of 5%-10%, and weight loss <5%) had the same value.
- bP<.05
- cP<.01
- dP<.1
- eDefined as the difference between the maximum and minimum BMIs in a given week.
**BMI Values**

Figure 3 shows the trend in the BMI values for the 3 groups over time at the aggregated level. The differences in the BMI values between the 3 groups was statistically significant after week 5 (Table 2). Furthermore, the statistical difference was more noticeable in women than in men (Table 2).

In all 3 groups, the BMI delta values — representing the degree of weight fluctuation — were only high during the initial 3 weeks (Figure 4). The group that lost >10% weight had larger BMI delta values during the entire study period. The difference in BMI delta values among the 3 groups was the most statistically significant during the first several weeks. However, most of the differences in values became insignificant over time (Table 2). Moreover, the BMI delta was more statistically significant in women (Table 2).

**Meal History Entries**

As seen in Figure 5, the number of meal history entries decreased over time in all 3 groups (slope values of −0.67, −0.77, and −0.79 for the groups with >10% weight loss, 5%-10% weight loss, and <5% weight loss, respectively). The 2 groups that reduced their weight by ≥5% had a higher total number of meal history entries than the less successful group, and the differences in total number of meal history entries among the 3 groups were statistically significant during most of the study period (Table 2). No significant differences in the total number of meal history entries were found for men (Table 2). On the other hand, for women, significant differences were found during most of the study period (Table 2).

Table 3 shows food intakes divided into the green, yellow, and red groups for 16 weeks for women. Women had many statistical differences between the yellow and red food groups, especially at lunch and dinner. In particular, when the intake of foods in
the red category was averaged over all study periods, statistical differences between the 3 groups were significant for all meal types (Table 3). However, for men, there were no statistical differences between weight loss outcome groups and food groups over the 16 weeks.

**Figure 5.** Number of meal history entries on a weekly basis over 16 weeks; the colored bands show the 95% CI.
Table 3. Significance of analysis of variance (ANOVA) test results comparing the differences in intake amount by food group (green, yellow, and red) in women for 16 weeks. P values were adjusted with the false discovery rate using the Benjamini-Hochberg method, and the actual P values are available in Multimedia Appendix 3.

<table>
<thead>
<tr>
<th>Food group</th>
<th>Week</th>
<th>Avg^a</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>Green</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRE^b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOR.S^d</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LUN^e</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AFT.S^f</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIN^g</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EVE.S^h</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yellow</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOR.S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LUN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AFT.S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EVE.S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Red</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BRE</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MOR.S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LUN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AFT.S</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EVE.S</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

^a Avg: grouped average of food intake over 16 weeks; the P value for was not adjusted by the false discovery rate using the Benjamini-Hochberg method.

When the null hypotheses were tested using ANOVA, the three groups (weight loss >10%, weight loss of 5%-10%, and weight loss <5%) had the same value.

^b BRE: breakfast.

^c P<.05

^d MOR.S: morning snack.

^e LUN: lunch.

^f AFT.S: afternoon snack.

^g DIN: dinner.

^h EVE.S: evening snack.

^i P<.01

^j P<.1

Discussion

Principal Findings

Decreased Level of Adherence Over Time

Previous studies showed that the degree of adherence to self-reporting in mobile weight loss intervention programs decreases over time [4,6,23]. Going one step further, this study found that adherence decreases over time regardless of weight loss outcomes. Specifically, both the total weight and meal history entries decreased gradually over 16 weeks (Figures 2 and 5). Prior studies had assumed that mobile technology utilization could overcome the low adherence to self-reporting that occurs when utilizing rudimentary paper tools during weight loss interventions [6,13]. Although mobile technology clearly makes self-reporting easier, the results of this study revealed
that there is a natural tendency to lower one’s adherence to self-reporting over time regardless of weight loss outcomes. Among the many factors that hinder long-term adherence, the most relevant to this study may be the lack of serious awareness of current health conditions [37,40,41]. In general, most people are not likely to feel any ominous threats even if they do not lose their weight right away, and they are prone to stop dieting. Therefore, to promote long-term adherence, it is necessary to provide an environment in which diet participants recognize the critical importance of weight management [42,43]. Given the lessons learned from previous diet studies that have shown that digital push notifications have no effect on adherence, reminding participants regularly about the importance of dieting may be ineffective [44,45]. Instead, there seems to be a need for further research to provide divergent strategies for people with obesity.

Conversely, it may be entirely reasonable to simply admit that humans are less committed to interventions over time, especially for slow and arduous tasks like trying to lose weight. In other words, it may be wise to avoid long-term adherence issues that are unlikely to be solved. Rather, the best practice may be to focus on understanding the characteristics of adherence with latent patterns. Recent data science algorithms may be employed to understand specific patterns of adherence. Specifically, the use of time series decomposition algorithms that eliminate the inevitable long-term declines in adherence may be used for exploring repeated patterns of adherence [46,47]. Then, demonstrating the association between the pattern and weight loss outcomes can provide new insights.

**Characteristics of BMI Change Over Time**

According to the results of this empirical analysis, BMI changes can be characterized in 3 time series periods (Figures 3 and 4). The first interval is from week 1 to week 3, where the overall BMI delta value started high and fell rapidly over time and the overall BMI value was high in the initial stages. High values for both BMI and BMI delta may indicate substantial weight fluctuations with low weight losses within a week. This phenomenon may be due to the participants’ biological responses to homeostasis (ie, steady weight) [27]. It takes time for the human body to adapt to a diet (ie, limiting caloric intake and increasing energy expenditure through exercise) [27,48,49]. During this adaptation process, human weight can fluctuate based on a variety of factors, including hormones, psychology, and physiology [21-23]. Although the period of adaptation may vary depending on certain factors (eg, race, diet style), several empirical studies have found that it takes human bodies approximately 2 to 4 weeks to adapt to a diet [48,49]. Therefore, participants in this study might have experienced weight fluctuations during the dietary adaptation process period.

The second interval is between weeks 3 and 13. This interval was characterized by differences in BMI that increased over time among the outcome groups. Further, most BMI deltas were statistically different among the groups (Figures 3 and 4, Table 2). In this period, the differences in weight loss between the successful and unsuccessful diet groups were noticeable. Specifically, the successful group had high BMI deltas and low BMI values, which may indicate that the successful participants lost weight. On the other hand, the unsuccessful group during the same period had low BMI deltas and high BMI values, thereby suggesting that the unsuccessful participants rarely lost any weight at all.

The last interval is between weeks 13 and 16. This interval was characterized by no differences in BMI deltas between the groups (Figure 4). Another feature during this period was the manifestation of weight increases in the group that lost the most weight (>10%). This may indicate that the group members stopped trying to lose weight, because people do not lose weight beyond their ideal weight. From a physiological point of view, the feature may be attributed to the widely known “yo-yo” effect that commonly occurs after rapid weight loss [45-47]. The yo-yo effect is defined as a rapid weight gain after a diet. Indeed, many previous studies have shown that the majority of diet participants regain their weight over the long term [45-47]. In this study, the yo-yo effect may have occurred in participants who had dietary laxity as the mobile weight loss intervention program was nearing its end in week 16.

**Different Patterns for Female and Male Participants**

Gender effects on the differences in self-reporting adherence have often been discussed in previous studies of weight loss interventions [4,6,22]. Going one step further, this study explored the time-dependent relationships among adherence to self-reporting, gender effects, and weight loss outcomes.

Unlike female participants, male participants had little differences in the number of weight entries among the outcome groups during the 16 weeks (Table 2). Furthermore, in terms of the number of meal history entries, there were no statistical differences in the values among the outcome groups for male participants (Table 2). However, statistical differences in BMI values among the 3 groups were found around the last several weeks (Table 2).

These results suggest that there was no statistical association between adherence to self-reporting and weight loss outcomes in the male population. This contradicts some previous studies that showed positive relationships between the two [6,7,50]. Inconsistencies in the results can be addressed as follows. Considering that the tendency to self-report is influenced by various factors, such as gender and race [6,22,51], Korean adult men may not be as inclined to self-report. In other words, they may have avoided timely self-reporting regardless of the success of the diet. As self-reporting itself has no direct effect on weight loss, male participants might have been able to lose weight without consistent self-reporting if they managed their diet well and consistently exercised.

Another interesting finding in this analysis is that the male participants, unlike the female participants, demonstrated no statistical difference in the intake of food types among the 3 weight loss groups. Previous studies found that men were insensitive to food intake during their diets, while women were very sensitive [52,53]. Therefore, the results may have captured the food intake characteristics of dieting men during mobile interventions. However, it should be recognized that these characteristics may also depend on other factors such as age or ethnicity [17–19]. Therefore, further research is needed in
different settings to identify the factors that may contribute to gender differences in self-reporting and weight loss outcomes.

Limitations

This study has limitations that may inspire future research. First, analysis results cannot be free from errors, as the data are self-reported. Particularly, the weight statistics used to divide participants into 3 weight loss groups were self-reported. Although reporting of actual information was encouraged in the research agreements, potential mistakes could have arisen for which participants could have been unaware while reporting their weight. Furthermore, scales that the participants used may not have been reliable. To prevent these potential problems, some weight values were modified by applying logic during preprocessing. However, the applied logic was empirical and somewhat arbitrary. In addition, all reported data other than weight information, such as gender and age, were assumed to be true and consistent throughout the study. No correction was made for misreported data. Further research should be conducted in more sophisticated environments by collecting data under rigorous verification by researchers or health professionals.

Second, there is a potential limitation related to the approach and data analyses in this study. First, the significance of the P value may have been underpowered. In particular, only 8.7% (19/218) of the male participants lost more than 10% of their weight (Table 1). Further, only 9.5% (17/178) of the participants who were obese before they started the experiment lost more than 10% of their weight (Table 1). The small sample size could have potentially undermined statistical significance [54]. Second, the interval division criteria applied to the analysis of BMI and BMI delta values are somehow arbitrary. Although methodologies exist for determining trend-change points, such methodologies may not provide adequate solutions in short-term multivariate time-series environments (ie, 16 weeks with 6 series) [55]. Thus, a more rigorous data analysis setting should be established by collecting more data and applying sophisticated approaches.

Third, there may be potential limitations in the experimental setting assumptions. For instance, although the registered dietitians in the program did not recommend the use of weight-reducing drugs like diuretics, some participants might have relied on some medicines that have a huge effect on weight loss. Furthermore, the study design did not include a control group, which might have undermined the ability to evaluate the efficacy of the mobile weight loss intervention. For example, the weights of the subjects who canceled the program prior to week 13 were not analyzed. By analyzing such data in a control group, the efficacy of the mobile intervention can be evaluated in a more rigorous manner. In addition, significant differences in food intake reporting by weight loss outcomes in female participants may have been caused by the Hawthorne effect [56]. In other words, the significant difference may be the result of a keen sense of being observed in the experiment rather than gender. Therefore, further experimentations with more sophisticated settings are essential.

Fourth, two factors may have undermined the representativeness of self-reported data for measurements. First, the number of self-reported entries may not have measured spontaneous adherence levels, because the app provides push notifications to remind users to report their data. Additionally, as the degree of self-reporting decreases over time, the data may be insufficient for representing weight status. Particularly, the average number of weight entries in the 16th week for the lowest weight loss group (<5%) was less than 1.5 per participant. When body weight is reported only once per week, potentially biased values may have been reported depending on the timing of the report (eg, after exercise or immediately after main meals, mornings versus evenings). Therefore, for studies requiring self-reporting, further discussion is required regarding data collection and analytical approaches.

Conclusions

Mobile technology has increased the convenience of self-reporting when dieting [6,13]. However, it should be noted that technology is not the essence of weight loss; rather, it provides a stimulus through simplified self-reporting that may have positive effects on weight loss. Therefore, further research should be conducted to determine ways to couple mobile technology with human nature to foster more effective dieting and consistently healthy lifestyles.
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Food-type criteria according to caloric density.
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P values from the ANOVA tests comparing the differences between groups for 16 weeks.
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Abstract

Background: Populations are aging at an alarming rate in many countries around the world. There has been not only a decrease in the number of births and an increase in the percentage of older people, but also an increase in the number of people living alone. There is growing demand for specialist medical care and daily care with the number of people who can act as caregivers reducing. The use of assistive robots can, at least partially, solve these problems.

Objective: The purpose of this study was to examine the opinions of future health care professionals (medical and nursing students) regarding the use of assistive robots in the care of older people.

Methods: The study was conducted with a group of 178 students from Poznan University of Medical Sciences, Poznań, Poland (110 nursing students and 68 medical students), using the Users’ Needs, Requirements, and Abilities Questionnaire.

Results: The participants of this study believed that assistive robots should, first of all, remind older people to take medication regularly, ensure their safety, monitor their health status and environment, provide cognitive training, and encourage them to maintain physical activity. In the students’ opinion, the robot should not be an older person’s companion but only act as an assistant. Nursing students had significantly higher scores than medical students in several statements concerning everyday use of robots, including reminding about meals (P=.03), monitoring the environment (P=.001), providing advice about a healthy diet (P=.04), monitoring the intake of food and fluids (P=.02), and automatic “switch on” function (P=.02). Nursing students were more focused on the social functions of robots, including encouraging contact with friends (P=.003) and reducing the sense of loneliness and improving mood (P=.008). Medical students were more aware of privacy issues in the statement concerning the possibility of switching off the robot in specific situations (P=.01).

Conclusions: Our study revealed a generally positive attitude of future doctors and nurses toward assistive robots, which can have an impact on their acceptance by older adults. In the future, medical professionals could help their patients to choose the right robots (and necessary functions) that are best suited to their needs. However, this would require expanding the curriculum to include the issues of gerontechnology.

(J Med Internet Res 2020;22(8):e18003) doi:10.2196/18003
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Introduction

In recent years, populations are aging at an alarming rate in many countries around the world. There has been not only a decrease in the number of births and an increase in the percentage of older people, but also an increase in the number of people living alone [1]. Europe is currently one of the oldest regions in the world [2]. According to Eurostat data, in 2014, people aged over 65 years accounted for almost 20% of the population of the European Union [3]. It is estimated that this value will increase to around 30% before 2060 [4]. The aging of the European society is now one of the biggest social and economic challenges faced by the European Union [3].

Since people are living longer and older people are constituting an increasing proportion of the population, there is progressively insufficient availability of specialized caregivers [5]. One possible form of support that has the potential to solve the problems of the aging of European societies, at least partially, is the use of assistive robots in the care of older people. Such robots can make it easier for older people to remain self-efficient and independent for longer while also reducing the burden on the family and formal caregivers [6]. Additionally, robots can not only help older adults in everyday life, but also be used in medical care (eg, for remote monitoring of patient health), which can additionally contribute to reducing costs for public services or care-assurance budgets [7].

Thus far, several models of robots supporting older people, with quite a variety of uses, have been developed. Robots can be used as aids in preparing [8] and consuming meals [9,10], daily toileting [11], doing housework [12], and monitoring the user’s state of health [2], among others. In addition, these devices can also provide older users with company (eg, as a chess companion) and encourage them to do cognitive training, as some studies have suggested the positive effects of these devices on cognitive function in older people [13]. Social robot interventions have been reported to improve mood and reduce stress levels in elderly users [14].

Advances in technology have enabled the development of robots that are closely adjusted to the needs of their users. However, this requires a thorough understanding of the needs and expectations of older people regarding these devices [15,16]. While the research conducted so far has concentrated mainly on the acceptance of existing robots [5,17,18], understanding why older people accept or reject assistive robots and what expectations they have of them is essential to not only improve the design of these robots but also develop effective strategies for placing them on the market [7].

While designing a new robot, the opinion of the end user has a central place, followed by the views of their family members and caregivers. As demonstrated by Sorri and Leinonen, the preferences of these two groups can be different [19]. Our previous study of occupational therapy students’ perceptions on the use of robots in the care of older adults indicated that students were rather skeptical regarding the abilities of older people to operate robots [20]. Furthermore, we found that older subjects themselves indicated a need for competent pretraining to be able to cope with a social robot [21]. The approach of older people to new technologies, such as assistive robots, depends on many factors, including gender, education level, and previous experience with electronic devices [22,23]. Research to date has revealed that men are more open to new technologies than women [24], and people who have previously used various electronic devices are more likely to get acquainted with emerging technological innovations [19]. Still, it should be kept in mind that the acceptance of robots is a complex process, and these are certainly not the only factors that affect the views and approaches of older people to such devices.

The study by Schwartz et al [25] showed that consumers’ decisions regarding the use of services largely depend on the advice given to them by professional experts, such as doctors, financial advisors, and accountants. A series of psychological experiments revealed that people, who have established a long-term relationship with an expert, are quite reluctant to seek additional advice on the services offered to them [26]. The results of this study suggest that the opinions of older people on the use of assistive robots can fundamentally depend on the point of view of health care professionals who take care of them (eg, doctors and nurses). If the attending physicians or formal caregivers of older people (whom they trust and whose knowledge they value) have a positive attitude toward new technologies (eg, assistive robots), it is quite likely that the older people will be more willing to become familiar with such a device and to use it at home. Therefore, it seems important to check what future doctors and nurses think about assistive robots that can support older people.

The aim of this study was to collect the opinions of future health care professionals (medical and nursing students) about the use of robots in the care of older people.

Methods

The ENRICHME Project

The study was conducted as part of the ENRICHME (ENabling Robot and Assisted Living Environment for Independent Care and Health Monitoring of the Elderly) project funded by the European Union under the Horizon 2020 framework (project number: 643691), with consent from the Bioethical Committee of the Poznan University of Medical Sciences (consent number: 389/17). The project evaluated the possibility of supporting patients with mild cognitive impairment using an assistive robot in their home environment [27].

The Studied Group

The study was performed in a group of 178 students from the Poznan University of Medical Sciences, Poznan, Poland (110 nursing students and 68 medical students). The study included only students who completed the second year of study (ie, those who can be reasonably expected to have knowledge about the care of older people). None of the participants indicated previous experience with robotics.

The Users’ Needs, Requirements, and Abilities Questionnaire

The research was conducted using the Users’ Needs, Requirements, and Abilities Questionnaire (UNRAQ) developed
jointly by ENRICHME project partners [21,28]. The UNRAQ is composed of three main parts. The first of these involves demographic data, with questions about age, gender, education, and computer skills. The second part involves opinions about robots (ie, use of robots, roles of robots, social aspects, and assistant role). For each statement in this part of the questionnaire, the respondent had the opportunity to choose the most appropriate answer on a 5-point Likert scale (1, I totally disagree; 2, I partially disagree; 3, I neither agree nor disagree; 4, I partially agree; 5, I totally disagree). Answers 4 and 5 were treated as positive, answer 3 was treated as neutral, and answers 1 and 2 were treated as negative. The third part of the questionnaire involves the so-called creativity box (ie, a place where respondents can present their ideas about robots and their functions). Prior to the interview, the participants were presented with a photograph of the Kompaï robot (Robosoft).

**Statistical Analysis**
Data are presented as mean (SD). Statistical calculations were performed using the Statistica 13 software (StatSoft). The Mann-Whitney U test was used to assess the statistical significance of differences between the studied groups, where a P value <.05 was considered statistically significant.

**Results**

**Characteristics of the Studied Groups**
The mean age of the participants was 21.6 (SD 2.4) years among nursing students and 23.2 (SD 2.0) years among medical students. All study participants declared that they were able to operate a computer, and the vast majority of them claimed that they were at ease in using electronic devices (148/170, 87.1%; 96 nursing students and 52 medical students). Out of 178 respondents, 23 looked after a family member (15 nursing students and eight medical students).

**Opinions of Students About the Readiness of Older People for Operating a Robot**
The majority of students (151/176, 85.8%) participating in the study thought that older people are currently not prepared for the use of assistive robots. Among these students, 90 strongly agreed with this statement and 61 partially agreed (Figure 1). Only 10% (7/68) of medical students positively assessed the readiness of older people to use a robot. Notably, this opinion was shared by only one nursing student (1/108, 0.9%). The differences observed between the groups were not relevant. The surveyed students believed that older people would like to broaden their knowledge about robots in order to be able to use them, and 30.9% (21/68) of medical students and 17.4% (19/109) of nursing students agreed with this statement (P=.07). Respondents in their statements emphasized that there are no forms of education in this field for older adults in Poland and that not all older people can use electronic devices; therefore, robot training should be conducted. The vast majority of students believed that an assistive robot should give the user instructions on its use (164/177, 92.7%).

**Students’ Opinions About the Role of a Robot**
A great majority of nursing and medical students (167/178, 93.8%) considered a robot as a useful device for older people. Additionally, majority of students (152/178, 85.4%) considered it as an assistant for older people. Only about 55% of students (96/175, 54.9%) considered a robot as a companion for older people (Table 1). Respondents unanimously emphasized that a robot will not replace relationships with real people and that for older people, it should be only an assistant and not a companion.
The answers regarding the use of a robot and its specific tasks in the care of older people were grouped according to the degree of their acceptance by students participating in the study (Table 2). Nine perfect match statements (over 90% positive answers) defined the most important use of an assistive robot concerning mainly functions, such as reminding about medications, ensuring security at home (calling for help if needed), monitoring the user’s health status and the environment, preventing memory deterioration (e.g., through cognitive training), and encouraging the user to maintain physical activity. A very good match (71%-90% positive answers) was obtained for 11 statements related, among others, to monitoring the amount of food and fluid intake, as well as providing entertainment to the older user. A good match (51%-70% positive answers) was observed for seven statements, including encouraging users to contact other people and the ability to customize the robot’s functions to the individual needs of the user. However, students emphasized that older people should not be allowed to change the robot’s settings themselves, as this may result in the needed functions being turned off.
Table 2. Opinions of nursing and medical students related to statements about the specific functions of a robot in the care of older people, arranged by the percentage of students who agreed with the statement.

<table>
<thead>
<tr>
<th>Group, Statement</th>
<th>Total (N=178)</th>
<th>Nursing students (N=110)</th>
<th>Medical students (N=68)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n^a (%)</td>
<td>n^b (%)</td>
<td>n^b (%)</td>
<td></td>
</tr>
<tr>
<td><strong>Perfect match</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The robot reminds about medications.</td>
<td>169 (94.9)</td>
<td>102 (92.7)</td>
<td>67 (98.5)</td>
<td>.52</td>
</tr>
<tr>
<td>The robot helps to preserve memory function (eg, plays memory games).</td>
<td>167 (94.9)</td>
<td>105 (96.3)</td>
<td>62 (92.5)</td>
<td>.13</td>
</tr>
<tr>
<td>The robot encourages and guides the owner to perform physical exercises.</td>
<td>167 (93.8)</td>
<td>100 (90.9)</td>
<td>67 (98.5)</td>
<td>.08</td>
</tr>
<tr>
<td>The robot increases the safety of the person: calls for help when needed and monitors health parameters (blood pressure, heart rate, body temperature, respiration rate, etc).</td>
<td>166 (93.3)</td>
<td>103 (93.6)</td>
<td>63 (92.6)</td>
<td>.85</td>
</tr>
<tr>
<td>The robot increases the safety of the home (eg, locks doors, detects leaking gas, etc).</td>
<td>165 (92.7)</td>
<td>101 (91.8)</td>
<td>64 (94.1)</td>
<td>.99</td>
</tr>
<tr>
<td>The robot reminds about meal times and drink times.</td>
<td>165 (92.7)</td>
<td>102 (93.6)</td>
<td>62 (91.2)</td>
<td>.03</td>
</tr>
<tr>
<td>The robot reminds about appointments.</td>
<td>163 (91.6)</td>
<td>99 (90.0)</td>
<td>64 (94.1)</td>
<td>.23</td>
</tr>
<tr>
<td>The robot monitors the environment (temperature and humidity) and suggests air conditioning adjustment or opening windows.</td>
<td>162 (91.5)</td>
<td>102 (93.6)</td>
<td>60 (88.2)</td>
<td>.001</td>
</tr>
<tr>
<td>The robot should be customizable (adjustable to individual user preferences and needs).</td>
<td>160 (90.4)</td>
<td>96 (88.1)</td>
<td>64 (94.1)</td>
<td>.52</td>
</tr>
<tr>
<td><strong>Very good match</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The robot provides advice about a healthy diet.</td>
<td>160 (89.9)</td>
<td>98 (89.1)</td>
<td>62 (91.2)</td>
<td>.04</td>
</tr>
<tr>
<td>The robot observes the behavior of the older person to detect falls or changes due to illness.</td>
<td>158 (88.8)</td>
<td>97 (88.2)</td>
<td>61 (89.7)</td>
<td>.96</td>
</tr>
<tr>
<td>The robot monitors the amount of food and fluid intake of the owner.</td>
<td>155 (87.1)</td>
<td>99 (90.0)</td>
<td>56 (82.4)</td>
<td>.02</td>
</tr>
<tr>
<td>The robot informs a family member or caregiver about the older person’s behavior/health problem.</td>
<td>152 (85.4)</td>
<td>92 (83.6)</td>
<td>60 (88.2)</td>
<td>.01</td>
</tr>
<tr>
<td>The robot helps the owner to find lost objects (eg, glasses and keys).</td>
<td>150 (84.3)</td>
<td>91 (83.6)</td>
<td>58 (85.3)</td>
<td>.23</td>
</tr>
<tr>
<td>The robot has entertainment functions (eg, gaming partner, reading aloud, and playing music).</td>
<td>147 (82.6)</td>
<td>91 (82.7)</td>
<td>56 (82.4)</td>
<td>.69</td>
</tr>
<tr>
<td>The robot is able to make the life of older people easier.</td>
<td>146 (82.0)</td>
<td>88 (80.0)</td>
<td>58 (85.3)</td>
<td>.37</td>
</tr>
<tr>
<td>The older person has control over the robot.</td>
<td>134 (75.7)</td>
<td>79 (72.5)</td>
<td>55 (80.9)</td>
<td>.30</td>
</tr>
<tr>
<td>The robot can automatically reactivate after being switched off.</td>
<td>131 (73.6)</td>
<td>84 (76.4)</td>
<td>47 (69.1)</td>
<td>.02</td>
</tr>
<tr>
<td>The older person is able to choose the required functions of the robot and disable other functions.</td>
<td>126 (70.8)</td>
<td>78 (70.9)</td>
<td>48 (70.6)</td>
<td>.31</td>
</tr>
<tr>
<td>The robot has much information about the user (social, medical, and others).</td>
<td>126 (71.6)</td>
<td>75 (69.4)</td>
<td>51 (75.0)</td>
<td>.89</td>
</tr>
<tr>
<td><strong>Good match</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The robot initiates contact with others (eg, calls friends and initiates skype conversations).</td>
<td>123 (69.1)</td>
<td>87 (70.9)</td>
<td>45 (66.2)</td>
<td>.35</td>
</tr>
</tbody>
</table>

Notes: for all values N=68, N=110, N=178
^a number of students who agreed with the statement
^b percentage of students who agreed with the statement
^c very good match
^d good match
^e excellent match
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The Attitude of Future Medical Professionals to Assistive Robots

Over the past several years, we have been experiencing the rapid development of technology that penetrates almost all aspects of life (including the care of older adults). Assistive robots can not only help older people remain independent for longer, but also support and facilitate the work of doctors and formal caregivers [29]. Our research concentrated on the approach of future health care professionals to the use of robots in the care of older people and what roles they think such devices should play. In general, the results of our analyses indicate a positive attitude of medical and nursing students to socially assistive robots. The vast majority of participants saw high potential in such devices, similar to the findings in the study by van Kemenade et al [30] for companion robots. These results are also consistent with the results obtained in focus group studies of potential end users, and younger and older caregivers of older people as part of the Domeo project [31], as well as surveys conducted by Faucounau et al [32] and Cyłkowska-Nowak et al [21].

However, it should be emphasized that the surveyed students had some reservations about the use of robots by older people. They suggested that older people in Poland might not yet be ready to use such devices owing to difficulties in handling these devices. In addition, the problem may concern not only the operation of the robots but also the selection of the most suitable model or the setting of functions appropriate for a given user. According to the students, older people often do not have sufficient knowledge of the use of electronic devices or their suitability for potential users’ needs and requirements. The participants of our study pointed to the necessity to provide specific training to older people on the use of robots. This corresponds with the observation of Flandorfer that the more experienced people are in using new technologies and the smarter the devices, the higher is the desire to use such devices when needed [18]. Johansson-Pajala et al also observed that the attitudes of study participants to care robots improved as their knowledge increased [33], which was interpreted as a general need for an improved orientation within the field.

Discussion

The Role of Robots According to Future Medical Professionals

Our study revealed that the most important roles of assistive robots relate to functions such as reminding about taking medications, ensuring the safety of older people, preventing deterioration of their memory, and encouraging them to maintain physical activity. Future doctors and nurses were most critical of using a robot as a companion of an older person. Although the results of previous studies indicated that older people can benefit from such interactions [34], students involved in our research believed that robots should never replace contact with other people, but rather should encourage such contact. The study participants also believed that assistive robots should be personalized (ie, it should be possible to select appropriate functions in relation to the individual needs of a given user,

<table>
<thead>
<tr>
<th>Group, Statement</th>
<th>Total (N=178)</th>
<th>Nursing students (N=110)</th>
<th>Medical students (N=68)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n (%)</td>
<td>Mean (SD)</td>
<td>n (%)</td>
<td>Mean (SD)</td>
</tr>
<tr>
<td>The robot encourages to enhance contact with friends.</td>
<td>123 (69.1)</td>
<td>4.0 (1.0)</td>
<td>83 (75.5)</td>
<td>4.1 (0.9)</td>
</tr>
<tr>
<td>The robot accompanies the owner in everyday activities (eg, watching TV and preparing meals).</td>
<td>123 (69.1)</td>
<td>3.8 (1.1)</td>
<td>76 (69.1)</td>
<td>3.9 (1.2)</td>
</tr>
<tr>
<td>The older person is able to send the robot to its place/docking station and keep it staying there.</td>
<td>121 (68.4)</td>
<td>3.9 (1.1)</td>
<td>69 (63.3)</td>
<td>3.8 (1.1)</td>
</tr>
<tr>
<td>The older person is able to switch off the robot in specific situations (friends’ visits, privacy reasons, etc.).</td>
<td>121 (68.0)</td>
<td>3.9 (1.2)</td>
<td>68 (61.8)</td>
<td>3.7 (1.2)</td>
</tr>
<tr>
<td>The robot detects the owner’s mood (facial expression).</td>
<td>121 (68.0)</td>
<td>3.9 (1.1)</td>
<td>74 (67.3)</td>
<td>3.9 (1.1)</td>
</tr>
<tr>
<td>The robot decreases the sense of loneliness and improves the mood of the older person.</td>
<td>118 (66.3)</td>
<td>3.7 (1.2)</td>
<td>76 (69.1)</td>
<td>3.9 (1.1)</td>
</tr>
</tbody>
</table>

aNumber of students who agreed with the statement (strongly or partially).
bPercentage of students who agreed with the statement (strongly or partially).
cData computed for 177 students owing to missing data in one questionnaire.
dData computed for 176 students owing to missing data in two questionnaires.

Nursing students scored significantly higher than medical students in the case of eight statements concerning everyday use of robots (reminding about meals [P=.03], monitoring the environment [P=.001], providing advice about a healthy diet [P=.04], monitoring the intake of food and fluids [P=.02], and automatic “switch on” function [P=.02]). Nursing students were more focused on the social functions of robots (encouraging to enhance contact with friends and reducing the sense of loneliness and improving mood). On the other hand, medical students were more aware of privacy issues in the statement concerning the possibility of switching off the robot in specific situations.
depending, among others, on the state of health). Notably, surveyed students believed that older people should not be able to change the robot settings themselves. They argued that an older person could disable the functions that are most needed (eg, those for monitoring their health and detecting a threat), thereby possibly exposing themselves to danger.

**Differences in Opinions Among Future Medical Staff About Assistive Robots**

We noticed slight differences between the studied groups. Nursing students were more open to robots and saw more opportunities for their use in the care of older people compared with medical students. This is reflected in their higher average results regarding positive responses and acceptance of a larger spectrum of robot functions (very good and perfect match). They were also more aware of the problems related to the aging process, such as restricted social life, which can cause negative social effects, as well as undernourishment or drinking too little fluid, which may have health consequences (eg, lead to cognitive decline) [35].

**The Worries of Future Medical Staff About Assistive Robots**

Although the development of robotics may raise some ethical issues [36], none of the students participating in our study showed any ethical concerns about who could decide to turn off the robot or set it up, similar to the results in other studies [31]. The surveyed students believed that older people should not be able to turn off the robot completely for their safety.

However, it should be kept in mind that, when creating such devices, it is necessary to not only improve the lives of older people by enabling them to live in their homes longer, but also protect their individual rights and their physical and mental well-being [37,38].

Among future medical staff, we did not observe a fear of losing their jobs from the deployment of assistive robots. The students very clearly emphasized in their answers that robots will never replace contact with another person (social issues). These devices should only act as an assistant to formal caregivers and doctors, helping them to care for older people and monitor their health remotely. Importantly, students showed concerns about older caretakers, indicating the possibility of an emotional bond with the device and the negative consequences it could have in the event of damage or failure of the robot.

**Doctors and Nurses as Professional Experts**

The study by Schwartz et al [25] proved that the opinions and approaches of people to use certain services might be influenced by professional advisers, such as doctors and nurses. This effect is particularly evident in the case of a long-term relationship between the expert and the client, as well as when the client values the expert’s knowledge and experience. Therefore, the positive attitude of future medical personnel to assistive robots observed in our study can presumably have an impact on the acceptance of robots by older people. It is also worth noting that doctors and nurses as formal caregivers could additionally facilitate the introduction of robots into the homes of their patients. The research conducted so far proves that it is easier for younger generations to use new technologies with which they have grown and that it is easier for them to make a more accurate choice of the right device [39]. Therefore, medical staff (from younger generations than their patients) could certainly help older people in choosing devices that would best suit their needs. Importantly, as doctors and nurses know the needs of older people, they should actively cooperate with engineers at an early stage as possible in robot technology design. Such collaboration allows designing better robots, which could consequently maximize the independence of older people while reducing health care costs. The study by Hoenig et al [40] showed that people who needed assistance in their daily activities and who did not use assistive devices needed an average of 4 hours a week of additional professional care compared with people who used such devices. This seems particularly important if we take into account the fact that the world population is aging, and thus, fewer people can act as formal caregivers.

**Assistive Robots: Changes in the Training of Medical Staff**

Our study findings indicate that future doctors and nurses are profoundly interested in the functioning of older adults and are happy to comment on the possibilities of using assistive technologies. However, it appears that changes in the curriculum of courses aimed at gerontechnology are desirable, and such classes should be particularly important in terms of doctors and nurses acting as experts or advisers for older people and their cooperation with designers on the necessary functions and features of assistive robots. Skiba [41] emphasized that lecturers for nursing students should introduce gerontechnology to the curriculum to reflect important trends that occur in the society (technology development), and this is especially so, as older people are willing to learn how to use new technologies to be able to stay at home longer, which is extremely important for them [6,42]. Following the suggestion of van Kemenade et al, there should be a place to address the ethical concerns related to the use of robots in care [30]. Curricula at medical universities should include basic engineering concepts as well, which will allow doctors and nurses to evaluate and select the right device (thus helping clients) and will facilitate the solution of possible handling problems arising during its use [43]. As the implementation of socially assistive robots in care requires a partnership among academic institutions, clinicians, and the industry [30], interprofessional collaboration involving highly skilled nurses and medical doctors is indispensable.

**Limitations of Our Study and Future Research Directions**

We are aware that the relatively small number of participating students is a limitation of our research. In addition, the students did not have the opportunity to observe the use of an assistive robot in the care of older people in practice, which could have affected the results of the study. Broadbelt et al [44] found that attitudes toward a robot improve after interacting with it. This suggests that conducting such research after giving the participants an opportunity to use an assistive robot in practice could result in even higher acceptance by future doctors and nurses. In future studies, it would be worth investigating to what
extent such interaction with a robot increases its acceptance. Additionally, differences in the attitudes of students from different countries and regions (eg, Japan vs Europe) are worth exploring [45]. Moreover, the inclusion of potential end users from older generations as well as other stakeholders (family members, professional caregivers, etc) might yield noteworthy results, as indicated in a range of previous studies [20,28,31,33].

Conclusions

Our research revealed a generally positive attitude of future doctors and nurses toward assistive robots. According to the participants of this study, an assistive robot should primarily remind older people to take medications regularly, ensure their safety, monitor their health status and environment, counteract the deterioration of their memory, and encourage them to maintain physical activity. In the opinion of the students, such a robot should not be an older person’s companion but should rather act as an assistant. The positive attitude of future medical personnel (professional experts) toward assistive robots, as demonstrated by us, can have a relevant impact on the acceptance of such devices by older adults. In the future, doctors and formal caregivers could help their patients choose the right robots (and the necessary functions) that are best suited to their needs. However, this would require expanding the scope of university education to include questions on gerontechnology.
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Abstract
Background: Although we are living in an era of transparency, medical documents are often still difficult to access. Blockchain technology allows records to be both immutable and transparent.

Objective: Using blockchain technology, the aim of this study was to develop a medical document monitoring system that informs patients of changes to their medical documents. We then examined whether patients can effectively verify the monitoring of their primary care clinical medical records in a system based on blockchain technology.

Methods: We enrolled participants who visited two primary care clinics in Korea. Three substudies were performed: (1) a survey of the recognition of blockchain medical records changes and the digital literacy of participants; (2) an observational study on participants using the blockchain-based mobile alert app; and (3) a usability survey study. The participants’ medical documents were profiled with HL7 Fast Healthcare Interoperability Resources, hashed, and transacted to the blockchain. The app checked the changes in the documents by querying the blockchain.

Results: A total of 70 participants were enrolled in this study. Considering their recognition of changes to their medical records, participants tended to not allow these changes. Participants also generally expressed a desire for a medical record monitoring system. Concerning digital literacy, most questions were answered with “good,” indicating fair digital literacy. In the second survey, only 44 participants—those who logged into the app more than once and used the app for more than 28 days—were included in the analysis to determine whether they exhibited usage patterns. The app was accessed a mean of 5.1 (SD 2.6) times for 33.6 (SD 10.0) days. The mean System Usability Scale score was 63.21 (SD 25.06), which indicated satisfactory usability.

Conclusions: Patients showed great interest in a blockchain-based system to monitor changes in their medical records. The blockchain system is useful for informing patients of changes in their records via the app without uploading the medical record itself to the network. This ensures the transparency of medical records as well as patient empowerment.

(J Med Internet Res 2020;22(8):e19657) doi:10.2196/19657
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Introduction

We currently live in an era of data management and often pursue goals of open access and transparency, which means that anyone can usually find information promptly based on their specific needs. One exception to such transparency is medical data [1]; although medical records entered by clinicians and stored in clinical information systems legally belong to patients [2,3], many patients realistically find it difficult to gain full and transparent access to their own medical records.

Patient empowerment has long been emphasized and was recently highlighted in the “2020-2025 Federal Health IT Strategic Plan” from the Office of the National Coordinator for Health Information Technology (ONC). To improve patient empowerment, electronic health records (EHRs) should be shared with patients. However, there are several potential threats to EHRs that could undermine trust in data on these systems. First, records can be altered or lost, either accidentally or intentionally, such as through hacking. Even though redundancy exists in database systems, these redundancies are often obscure to outside observers. Second, data can be fabricated or manipulated by medical staff intent on committing fraud. A possible solution to overcoming these dilemmas is blockchain technology, which uses distributed and cryptographically secure ledgers to ensure immutability, transparency, and decentralization. Bitcoin is a well-known example of blockchain in the field of cryptocurrency [4]. Blockchain also provides logs of when data are created, changed, or deleted. Thus, providing all data logs can overcome the two primary threats to EHRs.

Some previous studies have reported the implementation of blockchain to health care [5]. Most of these approaches focus on storing and sharing institutional medical data between EHRs [6-9] and personal health records (PHRs) [10-12]. In addition, blockchain has been implemented for sharing and storing clinical trial data [13,14]. Most of these existing works proposed a well-organized architecture or frameworks and a few demonstrated the performance of the prototype developed during the study. However, no study has yet revealed the actual benefits of developing an EHR system using blockchain. We could consider that such a system using blockchain, which features characteristics of transparency and immutability, would be transparent and immutable.

Therefore, in this study, we used blockchain technology to develop a medical document monitoring system that notifies patients of changes in their medical records. The system was then tested with simulation data and the proof-of-concept study was performed in primary care clinics in Korea.

Methods

Study Design

This is a proof-of-concept study consisting of three substudies: (1) a survey of the recognition of blockchain medical records changes and the digital literacy of participants; (2) an observational study on participants using the blockchain-based mobile alert app; and (3) a usability survey study. The study was approved by the Institutional Review Board of Yonsei University Health System (Y-2019-0127) and all participants provided informed consent.

Before proceeding with the design and development of the mobile app, since the EHR systems used in each hospital setting differ, the documents used in the EHR systems were profiled using HL7 Fast Healthcare Interoperability Resources (FHIR; see Multimedia Appendix 1) [15,16]. Although it is reasonable that patients are notified of any changes in medical records, patients might be overwhelmed by too many notifications whenever any change occurs. Moreover, to improve the usability of the mobile app, changes should be summarized. Therefore, medical documents were divided into three types according to their importance and impact, and the mobile app was designed so that patients are notified of only high-risk changes in documents according to the following three risk levels: risk 1, medical information and other critical items that should not be changed; risk 2, medical information and other items that are allowed to be changed; and risk 3, nonmedical information. These risk levels were also considered in the profiles created.

The mobile app used in this study leverages the blockchain network MediBloc Panacea [17] that was developed based on the Tendermint blockchain [18]. The blockchain uses the delegated proof-of-stake method implemented by the practical Byzantine fault tolerance algorithm to create blocks. In this system, “delegated” refers to delegated nodes that perform and validate transactions and blocks. Validators are selected through voting. Normally, one block is generated per second, and all transaction history transmitted over the network is stored in the generated block. Further, similar to other blockchains, once created, blocks cannot be reversed. We used four different properties in the blockchain transaction: (1) writer of the transaction, which can only be specific clinics; (2) topic that is assigned per individual patient; (3) key; and (4) value. Key and value have the following five attributes: (1) hash value for medical documents, (2) document URL for the FHIR profile in which the document was transformed, (3) hash value before the medical document was changed, (4) risk and number of documents with changes, and (5) date to represent when the document was created. As soon as the document is created, the health information system spontaneously hashes and transacts the metadata of the document to the blockchain network (Figure 1). The mobile app provides users with logs of changes in medical records. The app has been available on the Google Play Store [19] since October 23, 2019.

Before the proof-of-concept study was deployed, we simulated the app to evaluate how it captures fake medical records caused by fraudulent actions. We created five fake medical documents for the purpose of simulation. All except for one dataset were assumed to have changes in the documents. The risk levels of the changes were set differently for each dataset. We transacted the datasets and checked how the mobile app worked.

The study was conducted at two primary care clinics specializing in pediatrics in Korea. Only outpatients of these two clinics were enrolled in the study. Anyone who visited the selected clinics was eligible to participate in the study. Because young patients were not interested in their own medical records,
whereas their guardians were more interested, the guardians of patients enrolled in the study on their behalf.

When patients launch the mobile app from their devices, the user is authenticated according to a username and password.

After login, the patient can see their own profile and events, which include when the records were created as well as which and how many items at high risk were changed. This information was obtained by querying blockchain using Owner and Topic values that were stored in the backend server of the mobile app.

**Figure 1.** Structure of the medical document monitoring system.

```
{ hash: AAA0101,
  documentUri: mediblock.org,
  previousHash: Null,
  date: 2019-11-01
}
```

```
{ hash: AAA0102,
  documentUri: mediblock.org,
  previousHash: AAA0101,
  modified: [1:5, 2:3, 3:2],
  date: 2019-11-27
}
```

**Substudies**

To investigate participants’ level of recognition of blockchain, medical records changes, and their digital literacy, questionnaires were completed by all participants (**Figure 2**). The primary survey consisted of items regarding the recognition of blockchain, thoughts and experiences of changes in medical records, and digital literacy. There were six questions that measured blockchain recognition; these were based on virtual currency questions from a 2014 Survey of Consumer Payment Choice [20]. The second part of the questionnaires consisted of four questions. The first two questions were related to the recognition of medical record changes and the need for a monitoring system for medical record changes. These two questions were answered on a 5-point response scale. The other two questions addressed the participants’ experience of medical record changes. The third part, digital literacy, consisted of 10 questions answered on a 5-point response scale. These questions were taken from other digital literacy questions [21], modified for the mobile app, and condensed to 10 questions. A higher score represents a higher level of digital health literacy, except in the case of two questions. The questionnaire ended with demographic characteristics (age, sex, and occupation). All 5-point questions were answered, with responses ranging from very negative to very positive (ranging between 1 and 5).

**Figure 2.** Flow diagram of study participants.

40 enrolled in Clinic A

30 enrolled in Clinic B

70 completed primary surveys

26 Excluded
11 logged in less than twice
15 had use durations of fewer than 28 days

44 completed secondary surveys
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Usage patterns of the app were measured by the number of logins, duration that indicated the difference in days between the first and the last logins, and an event log, which indicated how many items were changed and how important they were. These usage patterns were observed in participants who logged in more than once and for a duration of more than 28 days.

After 28 days of using the app, participants were invited via the app to take part in the secondary survey, which included a System Usability Scale (SUS) survey. For the evaluation of learnability and usability, we used the modified SUS, a reliable, low-cost usability scale that can be used for global assessments of systems usability (see Multimedia Appendix 2) [22,23]. Bangor et al [23] described the adjective ratings associated with SUS scores as follows: worst possible (mean SUS score 25), poor (39.17), satisfactory (52.01), good (72.75), excellent (85.58), and best possible (100).

**Statistical Analysis**

Categorical variables are presented as numbers and percentages and were compared using the Chi-square test and the Fisher exact test. Continuous variables are expressed as mean (SD) and were compared using the Student unpaired t-test, analysis of variance, Wilcoxon signed-rank test, or Mann-Whitney U test as appropriate. Surveys answered by a Likert-type scale and scores are expressed as the mode as well as numbers and percentages. All statistical analyses were performed using R version 3.6.1 (R Foundation for Statistical Computing, Vienna, Austria) and 2-tailed tests. Results with P<.05 were considered to be statistically significant.

**Results**

Before the proof-of-concept study was performed, metadata from the 5 original documents and the 4 changed documents were transacted into the blockchain. The simulation metadata and transaction metadata are described in Multimedia Appendix 3. App screenshots are provided in Multimedia Appendix 4.

A total of 70 patients were enrolled in this study. Patient characteristics are shown in Table 1. There were more female patients, and the majority of patients were in their thirties. Thirty-two participants were guardians of the patients, and the occupation of nearly half of the participants was housework or parenting (Table 1).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Hospital A (n=40)</th>
<th>Hospital B (n=30)</th>
<th>Total (N=70)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>9 (23)</td>
<td>3 (10)</td>
<td>12 (17)</td>
<td>.29</td>
</tr>
<tr>
<td>Female</td>
<td>31 (77)</td>
<td>27 (90)</td>
<td>58 (83)</td>
<td></td>
</tr>
<tr>
<td><strong>Occupation, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td>.24</td>
</tr>
<tr>
<td>Information technology</td>
<td>1 (3)</td>
<td>0 (0)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>Office job</td>
<td>5 (12)</td>
<td>5 (17)</td>
<td>10 (14)</td>
<td></td>
</tr>
<tr>
<td>Management</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>2 (3)</td>
<td></td>
</tr>
<tr>
<td>Professional</td>
<td>4 (10)</td>
<td>3 (10)</td>
<td>7 (10)</td>
<td></td>
</tr>
<tr>
<td>Housework/parenting</td>
<td>13 (32)</td>
<td>17 (57)</td>
<td>30 (43)</td>
<td></td>
</tr>
<tr>
<td>Sales</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>2 (3)</td>
<td></td>
</tr>
<tr>
<td>Student</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>1 (1)</td>
<td></td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (5)</td>
<td>1 (3)</td>
<td>3 (4)</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>11 (28)</td>
<td>3 (10)</td>
<td>14 (20)</td>
<td></td>
</tr>
</tbody>
</table>

Recognition of blockchain concepts differed depending on the type of question (ie, whether it refers to bitcoin or blockchain). The majority of participants stated that they were aware of bitcoin, whereas less than half were aware of blockchain.
Similarly, respondents were more familiar with bitcoin than with blockchain. However, respondents had less trust in bitcoin than in blockchain. In terms of the recognition of medical record changes, participants tended to not allow changes in their medical records. Subsequently, participants stated a need for a medical record monitoring system. There was only one participant who reported having experienced medical document changes in the first questionnaire. The medical records were changed to correct the wrong information entered previously. In terms of digital literacy, most of the questions were answered as “good” digital literacy (Table 2).

Table 2. Distribution, n (%), of primary survey responses and modes of Likert scale scores (N=70).

<table>
<thead>
<tr>
<th>Survey question</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>Mode</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Awareness of blockchain</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Have you heard of bitcoin?</td>
<td>63 (90)</td>
<td>7 (10)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>1</td>
</tr>
<tr>
<td>How familiar are you with bitcoin and how it works?</td>
<td>17 (24)</td>
<td>21 (30)</td>
<td>24 (34)</td>
<td>6 (8.6)</td>
<td>2 (2.9)</td>
<td>3</td>
</tr>
<tr>
<td>How much do you trust bitcoin?</td>
<td>10 (14)</td>
<td>29 (41)</td>
<td>26 (37)</td>
<td>3 (4.3)</td>
<td>2 (2.9)</td>
<td>2</td>
</tr>
<tr>
<td>Have you heard of blockchain?</td>
<td>32 (46)</td>
<td>38 (54)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>2</td>
</tr>
<tr>
<td>How familiar are you with blockchain and how it works?</td>
<td>37 (53)</td>
<td>14 (20)</td>
<td>10 (14)</td>
<td>7 (10.0)</td>
<td>2 (2.9)</td>
<td>1</td>
</tr>
<tr>
<td>How much do you trust blockchain?</td>
<td>19 (27)</td>
<td>11 (16)</td>
<td>29 (41)</td>
<td>7 (10.0)</td>
<td>4 (5.7)</td>
<td>3</td>
</tr>
</tbody>
</table>

| **Recognition of medical document changes** | | | | | | |
| Do you think changing medical records should be allowed? | 42 (60) | 7 (10) | 11 (16) | 9 (13) | 1 (1) | 1 |
| Do you think we need a medical records falsification monitoring system? | 1 (1) | 2 (3) | 6 (9) | 18 (26) | 43 (61) | 5 |

| **Digital literacy**a | | | | | | |
| Can you use the internet? | 1 (1) | 5 (7) | 18 (26) | 29 (41) | 17 (24) | 4 |
| Can you use digital technology? | 2 (3) | 8 (11) | 29 (41) | 20 (29) | 11 (16) | 3 |
| Can you use the app well on your phone? | 1 (1) | 3 (4) | 21 (30) | 22 (31) | 23 (33) | 5 |
| Can you use the camera well on your phone? | 1 (1) | 1 (1) | 6 (9) | 15 (21) | 47 (67) | 5 |
| Can you download and install apps from your phone? | 1 (1) | 1 (1) | 9 (13) | 16 (23) | 43 (61) | 5 |
| I feel comfortable using digital technology | 0 (0) | 3 (4) | 10 (14) | 30 (43) | 27 (39) | 4 |
| I am active in learning digital technology | 3 (4) | 13 (19) | 21 (30) | 24 (34) | 9 (13) | 4 |
| I feel threatened when others talk about digital technologyb | 18 (26) | 30 (43) | 16 (23) | 4 (6) | 2 (3) | 2 |
| I feel behind other people my age in terms of digital technologyb | 6 (9) | 23 (33) | 32 (46) | 7 (10) | 2 (3) | 3 |
| I believe that it is important for me to learn how to use digital technology | 0 (0) | 3 (4) | 17 (24) | 20 (29) | 30 (43) | 5 |

Note: a A high score represents a high level of digital literacy, unless otherwise indicated. b A low score represents a high level of digital health literacy.

Only 44 participants were included in the analysis of usage patterns and the secondary survey. During the study period, the app had been accessed a mean of approximately 5 times. The duration of app use, which was indicated by the difference
between the first login and the last login, was approximately 34 days. However, there were no medical document changes during this period. The mean SUS score indicated “satisfactory” usability. The number of logins and the duration were significantly higher in hospital A than in hospital B. Moreover, the duration was significantly different according to occupations. There were no document changes during the study period (Table 3).

Table 3. Usage patterns and System Usability Scale (SUS) scores of app users.

<table>
<thead>
<tr>
<th>Group</th>
<th>Participants, n (%)</th>
<th>Number of logins, mean (SD)</th>
<th>Duration (days), mean (SD)</th>
<th>SUS score, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>44 (100)</td>
<td>5.10 (2.60)</td>
<td>33.60 (10.00)</td>
<td>64.60 (16.00)</td>
</tr>
<tr>
<td><strong>Hospital</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hospital A</td>
<td>24 (55)</td>
<td>5.88 (2.71)</td>
<td>34.63 (11.14)</td>
<td>67.50 (16.32)</td>
</tr>
<tr>
<td>Hospital B</td>
<td>20 (45)</td>
<td>4.10 (2.07)</td>
<td>32.34 (8.55)</td>
<td>61.12 (15.36)</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.02</td>
<td>.05</td>
<td>.16</td>
<td></td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>7 (16)</td>
<td>4.57 (2.94)</td>
<td>31.12 (3.09)</td>
<td>68.21 (19.08)</td>
</tr>
<tr>
<td>Female</td>
<td>37 (84)</td>
<td>5.16 (2.53)</td>
<td>34.06 (10.8)</td>
<td>63.92 (15.6)</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.45</td>
<td>.98</td>
<td>.54</td>
<td></td>
</tr>
<tr>
<td><strong>Age group (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20-30</td>
<td>6 (14)</td>
<td>6.50 (2.88)</td>
<td>36.95 (13.98)</td>
<td>67.08 (15.61)</td>
</tr>
<tr>
<td>30-40</td>
<td>23 (52)</td>
<td>4.87 (2.85)</td>
<td>34.52 (11.21)</td>
<td>63.48 (17.4)</td>
</tr>
<tr>
<td>40-50</td>
<td>14 (32)</td>
<td>4.86 (1.96)</td>
<td>30.86 (5.2)</td>
<td>65.54 (15.42)</td>
</tr>
<tr>
<td><strong>50-60</strong></td>
<td>1 (2)</td>
<td>4.00</td>
<td>30.09</td>
<td>62.50</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.49</td>
<td>.38</td>
<td>.90</td>
<td></td>
</tr>
<tr>
<td><strong>Respondent</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Guardian</td>
<td>27 (61)</td>
<td>4.70 (2.61)</td>
<td>35.29 (12.33)</td>
<td>67.13 (17.29)</td>
</tr>
<tr>
<td>Patient</td>
<td>17 (39)</td>
<td>5.65 (2.47)</td>
<td>30.89 (3.03)</td>
<td>60.59 (13.3)</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.15</td>
<td>.57</td>
<td>.19</td>
<td></td>
</tr>
<tr>
<td><strong>Occupation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Housework/parenting</td>
<td>23(52)</td>
<td>4.96 (2.69)</td>
<td>31.44 (7.84)</td>
<td>63.15 (16.52)</td>
</tr>
<tr>
<td>Professional</td>
<td>4 (9)</td>
<td>4.25 (2.22)</td>
<td>29.44 (1.17)</td>
<td>54.38 (2.39)</td>
</tr>
<tr>
<td>Sales</td>
<td>2 (5)</td>
<td>3.00 (1.14)</td>
<td>33.46 (5.01)</td>
<td>57.50 (21.21)</td>
</tr>
<tr>
<td>Office job</td>
<td>7 (16)</td>
<td>5.57 (2.51)</td>
<td>41.30 (14.53)</td>
<td>74.29 (19.02)</td>
</tr>
<tr>
<td>Unemployed</td>
<td>2 (5)</td>
<td>6.00 (4.24)</td>
<td>30.04 (0.10)</td>
<td>72.50 (3.54)</td>
</tr>
<tr>
<td>Other</td>
<td>6 (14)</td>
<td>5.83 (2.64)</td>
<td>36.82 (13.95)</td>
<td>65.42 (14.44)</td>
</tr>
<tr>
<td><strong>P value</strong></td>
<td>.70</td>
<td>.03</td>
<td>.40</td>
<td></td>
</tr>
</tbody>
</table>

\(a\) Mann-Whitney \(U\) test and Kruskal-Wallis rank-sum test were used to calculate \(P\) values between two groups and three groups, respectively, unless otherwise indicated.

\(b\) SD not available since there is only one value.

\(c\) Calculated using the \(t\) test.

\(d\) Calculated using analysis of variance.

Discussion

Principal Findings

This proof-of-concept study applied a blockchain-based medical document monitoring system in two primary care clinics. Although there was a lack of recognition of the concept of blockchain (compared with bitcoin), participants’ trust level in blockchain was higher than that in bitcoin. Moreover, although there were few people who had experienced changes in their medical documents, the participants considered that medical records should not be changed, and therefore that this monitoring system is necessary.
There have been some blockchain-based implementations for managing medical records. Ariel C Ekblaw designed MedRec—a decentralized record management system for EHRs—and implemented the pilot system in the Beth Israel Deaconess Medical Center [24]. Zhang et al [9] designed the architecture of DApp, named FHIRCchain, based on 5 key requirements provided by the ONC interoperability roadmap and demonstrated the prototype. Roehrs et al [11,12] designed a distributed architecture model to integrate PHRs, which was called OmniPHR, and showed the performance of the prototypes. However, most of these models focus on data storage and sharing, whereas our study focused on monitoring changes in medical documents themselves.

There are some concerns about creating blockchain-based EHR systems because sensitive data—such as medical records—are protected by the General Data Protection Regulation legislation [25], which ensures that full control of data are given to data owners. Four rule-of-thumb principles that entrepreneurs and innovators can consider when designing blockchain-based apps have been proposed. Among these principles, the second states that personal data should be avoided on blockchain using data obfuscation, encryption, and aggregation techniques [26]. To comply with this principle, we used the hash value of the document using SHA-256—which is considered to be one of the most popular hashing algorithms in the world—to make it difficult to reverse the original.

Some blockchain systems ensure privacy and confidentiality using zero knowledge proofs (ZKPs) such as Zerocash [27]. ZKPs allow data to be verified without revealing the data. Although the app does not have access to the exact medical document contents, it can show whether the medical document has been changed or not. Our system therefore satisfies the concept of ZKPs because the app only identifies whether the item was changed or not, without knowledge of the item’s content.

Medical records may be often falsified to hide medical accidents [28] or to claim insurance by fraud [29]. In Korea, the Medical Service Act states that “Where any medical personnel or the founder of a medical institution makes an addition or revision to electronic medical records, he/she shall separately keep the access logs thereof, as prescribed by Ordinance of the Ministry of Health and Welfare” [30]. This act was implemented in September 2018 and the situation is likely to be similar in other countries. Most of the tertiary hospitals in Korea have well-integrated EHR systems that can manage changes in medical documents. However, primary care clinics use vendor-dependent EHR systems, which are not equipped to track changes in documents. Therefore, we chose a primary care clinic to trace changes in records.

Limitations
This study has several limitations that should be noted. All logs in the system indicate that there were no changes to medical documents during the study period owing to the short duration and small sample size. In fact, there were not many documents in primary clinics to work with compared with those available at tertiary hospitals; the fewer the documents in primary clinics, the fewer the changes in documents. Nevertheless, this study demonstrated that the app functions as designed when using simulation data. Additionally, the selection of the hospitals was biased toward pediatric clinics. Finally, the SUS scores in this study were low. Because there were no changes in medical documents, the participants barely had a chance to realize the value of the app.

Conclusions
This study introduced an app that notifies patients of changes in medical records using blockchain technology. Blockchain helps the app to inform patients of changes in their documents without uploading the medical record itself to the network. Therefore, blockchain can help ensure the transparency of medical records and advance patient empowerment.
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Abstract

Background: Blockchain technology is leveraging its innovative potential in various sectors and its transformation of business-related processes has drawn much attention. Topics of research interest have focused on medical and health care applications, while research implications have generally concluded in system design, literature reviews, and case studies. However, a general overview and knowledge about the impact on the health care ecosystem is limited.

Objective: This paper explores a potential paradigm shift and ecosystem evolution in health care utilizing blockchain technology.

Methods: A literature review with a case study on a pioneering initiative was conducted. With a systematic life cycle analysis, this study sheds light on the evolutionary development of blockchain in health care scenarios and its interactive relationship among stakeholders.

Results: Four stages—birth, expansion, leadership, and self-renewal or death—in the life cycle of the business ecosystem were explored to elucidate the evolving trajectories of blockchain-based health care implementation. Focused impacts on the traditional health care industry are highlighted within each stage to further support the potential health care paradigm shift in the future.

Conclusions: This paper enriches the existing body of literature in this field by illustrating the potential of blockchain in fulfilling stakeholders’ needs and elucidating the phenomenon of coevolution within the health care ecosystem. Blockchain not only catalyzes the interactions among players but also facilitates the formation of the ecosystem life cycle. The collaborative network linked by blockchain may play a critical role on value creation, transfer, and sharing among the health care community. Future efforts may focus on empirical or case studies to validate the proposed evolution of the health care ecosystem.

(J Med Internet Res 2020;22(8):e19480) doi:10.2196/19480
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Introduction

Background

In the last decade, blockchain technology has gained growing attention from both academia and practitioners in a range of industries, including banking, insurance, trade, and medicine. Blockchain has potential in various industries, including in financial applications, supply chains [1], the insurance industry [2], and even medical health care records [3-5]. Through maintaining an immutable, tamper-proof, consecutive list of transactional data in a distributed network, blockchain has created several disruptions in incumbent business processes with its unique features. Having a promising capability to improve information flow, sharing, and transmission among participating nodes (ie, partners in the real system), blockchain is expected to transform legacy operations with innovative service delivery and ownership transfer [6]. Blockchain adoption and pioneer pilots in different sectors have shown its power in transforming traditional working paradigms.
Blockchain, as a kind of distributed ledger technology, enables data storage, sharing, and verification under a distributed peer-to-peer network [7]. Participating nodes (ie, entities) may cooperatively maintain the common shared ledger by contributing efforts to data verification via cryptography. Blockchain can be viewed as a consecutive list of transactions that are chronologically appended to the previous ones. Updates of any part need to be verified and then recorded on the chain. This process is achieved by participating nodes’ contributions to solving the cryptographical puzzle, which in turn increases the difficulty of malicious tampering and alterations. In this sense, all transactions are visible and immutable for all parties, thus providing audit trails and data integrity. In addition, its affiliated technology, smart contracts, can be deployed on blockchain-based platforms to activate or enforce specific desired processes. Smart contracts are computer protocols that aim to execute terms of a contract or agreements [8]. In real practice, smart contracts can be coded with computer languages to interact with one another and be triggered by events in the real world [9]. These attributes, when deployed on blockchain system, may facilitate business logic and process automation.

Recent publications, including technical reports, research articles [10,11], and consulting papers [12], have addressed blockchain’s potential to reshape the complex operations in the field of health care. Blockchain applications in the realm of health care may be promising; however, the compositions and interactions among major health care stakeholders, such as patients, care service providers, pharmacies, funders and insurers, medical device suppliers, and research organizations, are rather complex (see Figure 1). Extant research topics on how these stakeholders may achieve benefits by the use of blockchain technology have been addressed from the perspective of a single industry. Comprehensive discussions on the development and potential evolution of blockchain-based health care have been discussed less. It is noted that activities and interactions among stakeholders may have crossed a variety of industries. As Moore [13] has suggested, a careful systematic approach to business strategy needs to consider firms in the scope of a larger ecosystem rather than a member of a single industry. To better elucidate the evolution of a health care ecosystem utilizing blockchain innovation, stakeholders must address cooperative and competitive issues when attempting to deliver tangible and intangible values to meet customer needs.

Figure 1. Typical health care ecosystem.

Through unique distributed schemes and immutable shared ledgers, blockchain allows better transparency, security, privacy, traceability, and trust-free environment among players [14]. This implies that blockchain connects not only individual siloed databases via decentralized governance but also the ecosystem surrounding health care stakeholders. However, this may lead to more complex supply-and-demand relationships and interactions among actors who operate their businesses in an original centralized manner. Therefore, this study attempts to shed light on driving inertia from a business ecosystem perspective rather than through a traditional supply chain vision. Moore [15] defined the business ecosystem as an economic community loosely connected by a group of interacting organizations and individuals who share common values and who coevolve with one another. Researchers also extended this argument by addressing cross-industry collaboration rather than disparate interactions among directly connected counterparties [16,17]. This concept provides broader visions when blockchain interplays, connects, and disintermediates the dynamic
relationships among connected medical communities, service providers, and end customers.

However, there is very limited research on blockchain-based health care ecosystems in the extant literature. Previous research efforts on blockchain mainly focused on technological potential [18], individual applications [19], medical record accessibility [20], and general influence. Others discussed the proof-of-concept of system design [21,22], adoption attitudes [23], governance, challenges, and opportunities in future research [24-26]. Few extant articles in the literature have addressed dynamic relationships among medical stakeholders with an overview of the blockchain ecosystem. Therefore, this research aims to investigate how blockchain can lead to a coevolving health care ecosystem by collating overviews of potential evolutions of blockchain-enabled health care applications from recent literature from a perspective of the business ecosystem. In this study, we address two research questions:

1. Research question 1: What kind of potential effects from recent innovations and applications make use of blockchain in the health care industry?
2. Research question 2: How do health care stakeholders participate, interact, and evolve in the blockchain-based ecosystem and how do they collaboratively contribute to a potential paradigm shift?

To shed light on blockchain’s influence on value creation and capture of medical stakeholders, we examine and address these research questions from a perspective of the business ecosystem, with an aim to contribute to the body of knowledge in health care.

Existing Service Process and Blockchain Roles

Traditionally, medical information is located at disconnected databases in clinics, labs, or medical institutions. Aggregating health data from disparate sources and gaining a holistic view of patient treatment history have been difficult and costly. As blockchain can store transaction logs among participants, better transparency and completeness of treatment history could be achieved. Blockchain may drive the digital transformation of legacy information sharing [27]. Traditional paper-based processes and manual processing could be reduced and better interoperability among disconnected health systems is feasible. In addition, traditional medical supply chains have suffered from poor traceability and invisible provenance. Blockchain may provide solutions to improve transparency and real-time monitoring from manufacturing to delivery. Other focused areas also include secure identity management [28], audit and governance, and facilitation for medical research (see Figure 2).

Methods

Literature Review

To answer research question 1, we conducted a literature survey to find the current state and potential of blockchain applications in the health care field. Other than using a systematic approach, we focused on specific applications that may be enabled by blockchain to transform the interaction and manipulation of a health care ecosystem. Some review articles in the recently published literature were also selected to help understand the potential evolution among health care stakeholders.

Figure 3 illustrates the search and review process of the focused literature. We searched for blockchain studies in medical and health care fields and conducted subsequent article screening and identification; abstract and text reviewing were conducted to select focused literature. The numbers in the flowchart boxes in Figure 3 denote articles that were available after the respective procedural steps. From the ecosystem perspective, the literature selection and extraction criteria paid attention to the capabilities that relevant studies highlight and that elucidate essential ingredients for constructing blockchain-based ecosystem partnerships. Some review articles were added to give a general overview of blockchain-based health care studies. Sampled articles were extracted from the filtered corpus to highlight focused topics, such as data management, information sharing, access control, security, and privacy.
Case Study

In this study, recent blockchain-based health care projects were examined to shed light on the disruption to health care practice. The case study, a qualitative method, refers to a systematic analysis of a specific target from a wide perspective and enables comprehension throughout the exploration process [29]. Applying this approach, researchers suggested that consideration of research objectives, contexts, and representativeness needs to be stressed [30,31], followed by inclusion of selection protocols suggested by previous literature articles, secondary resources from news archives, consulting reports, company websites, and academic articles [32]. Case study results were then collated to answer research question 2 and to elucidate the understanding of cooperative and competitive strategies and operational business schemes in the health care context. We selected the IBM blockchain–health care initiative [33] as the body of the target case and combined the concept of the business ecosystem with the health care context to analyze the interactions, cooperative or competitive, among species (ie, ecosystem members). Furthermore, major players’ roles and influences in the blockchain-based health care ecosystem were analyzed to give research implications.

Business Ecosystem Perspective

Overview

This study analyzed the potential evolutionary path of blockchain-based health care innovation from a business ecosystem perspective. Moore [13] proposed the life cycle of a business ecosystem and divided it into four stages: birth, expansion, leadership, and self-renewal or death. We identified four major development stages within which health care stakeholders interact with each other and evolve chronologically with their roles and cooperative and competitive challenges. Iansiti and Levien [34,35] extended Moore’s concepts by defining the roles of actors and argued that these roles were formed by large, loosely connected networks of entities. They further classified three categories of the actors’ roles as keystone, dominator, and niche player. The business ecosystem is comprised of diverse participants across various industries. The overall health of the ecosystem depends on the positive interactions and operations among stakeholders.

Birth: Pioneering

During this stage, entrepreneurs focus on the value creation or proposition that meets customers’ needs. The product or service needs to be presented in its best form to draw potential customers’ attention and effectively deliver its value. Leaders in the ecosystem aggregate suitable suppliers to take part in the
environment and attempt to incorporate business partners’ capabilities to optimize the value package to customers.

**Expansion**

The ecosystem grows and expands its territories. The business ecosystem faces competition to increase market share against its rivals. Firms may devote a large number of endeavors to marketing activities for increasing sales. Meanwhile, to improve overall performance, issues regarding large-scale adoption and distribution are stressed. In this stage, while incomplete ecosystems are likely to be expelled from competition, superior ones may integrate community members to complete sound supply chains, thus achieving ecosystem stability. Required conditions in the expansion stage include value-oriented business concepts and the corresponding potential to broaden scalability.

**Leadership: Authority**

Following the expansion, the leader or integrator needs to guide the direction of investment and technology standards. As innovation is a crucial factor for evolving ecosystems, stakeholders may find their positions and revenue models through the leader’s guidance. While the bargaining power of suppliers increases during this stage, the system integrator needs to enhance the supply chain management with alternative options to assure the stability of production and distribution. How firms constantly create values to maintain their importance in the ecosystem is critical to the overall health and continued improvement of the ecosystem.

**Self-Renewal or Death**

This stage occurs when firms face external threats, for example, changes in regulations or the rise of new ecosystems and innovations such as emerging technologies. Original business communities may undergo different levels of change and fluctuation. The altered environment may challenge the survival of original members. How leaders detect the potential changes and new incoming elements and threats, thereby corresponding to these alterations, may decide the future outcome of the ecosystem. When facing obsolescence, either self-renewal by incorporating new innovative ideas or stepping toward death depends on the capabilities to enable system transformations.

**Results**

**Reviewed Literature**

**Overview**

The pursuit of building a sustainable and healthy ecosystem is essential for participating stakeholders. When the requirements for building a health care ecosystem are considered, we found issues that are being addressed by extant research studies. We selected a number of articles to elucidate the recent research foci. Table 1 summarizes several related articles regarding blockchain in health care; these articles were published in academically rigorous peer-reviewed scientific journals. Focused topics in the blockchain–health care ecosystem are briefly collated in the following sections.

**Decentralized Storage and Medical Data Management**

Centralization of health data from disparate sources has long been a major pain point for further medical usage. Generally, disconnected data sources could be utilized to increase the integration and aggregation of medical data. Based on the distributed nature of blockchain, researchers have stressed that there are data storage and management issues in clinical trials [22], insurance [2], and personal health scenarios [36].

**Information Sharing and Identity Management**

Based on the immutable and distributed features of blockchain, a common shared ledger may facilitate health information exchange (HIE). Some proof-of-concept studies have covered the potential and major contributions to these topics; for example, Ali et al [37] focused on remote health monitoring, Hau et al [23] surveyed stakeholders’ attitudes, and Esmaeilzadeh and Mirzaei [18] conducted an experimental study to understand patients’ perceptions of various exchange mechanisms. In addition, while several researchers conducted literature reviews to shed light on potential strengths and limitations of blockchain applications [38,39], others reviewed potential identity management solutions [28] and developed evaluation frameworks for assessing performance of blockchain initiatives [40].

**Access Control, Security, and Privacy**

As access control and authentication are major security requirements for managing health care and medical data, researchers have proposed some blockchain-based prototypes to provide solutions to current health systems [41,42]. Digitization of electronic medical records (EMRs) may introduce cyberattacks on data security and privacy when stakeholders, such as providers, payers, and researchers, attempt to interact with patient data. Blockchain-enabled solutions may maintain patient-sensitive data through a friendly approach [43-45].
Table 1. Overview of blockchain-based health care applications in the research literature.

<table>
<thead>
<tr>
<th>Article, author (year)</th>
<th>Research method</th>
<th>Focus</th>
<th>Key findings</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maslove et al (2018) [22]</td>
<td>Proof-of-concept</td>
<td>Clinical trials data management</td>
<td>A web-based interface, BlockTrial, allowed patients to grant researchers access to their data and allowed researchers to submit queries for data that are stored off-chain. The proposed system increased the trustworthiness of data collected during clinical research, with benefits to researchers, regulators, and drug companies alike.</td>
</tr>
<tr>
<td>Zhou et al (2018) [2]</td>
<td>Proof-of-concept</td>
<td>Medical insurance storage system</td>
<td>A blockchain-based medical insurance system, MIStore, deployed on Ethereum was proposed to serve as a medium for accountable record keeping. Medical insurance data were better managed in a distributed way.</td>
</tr>
<tr>
<td>Chen et al (2018) [36]</td>
<td>System design</td>
<td>Secure medical data storage and service framework</td>
<td>A storage scheme to manage personal medical data based on blockchain and cloud storage was proposed without third parties. No single party would have absolute power to affect the processing; better and more secure medical storage could be achieved.</td>
</tr>
<tr>
<td>Ali et al (2020) [37]</td>
<td>Proof-of-concept</td>
<td>Remote health monitoring and data sharing</td>
<td>A solution for patients to share biomedical data with their doctors was proposed without manipulation by trusted third parties. In various health monitoring scenarios, three use cases—cardiac monitoring, sleep apnea testing, and electroencephalogram following epileptic seizures—were tested for system feasibility.</td>
</tr>
<tr>
<td>Hau et al (2019) [23]</td>
<td>Survey</td>
<td>Attitudes on information sharing</td>
<td>Medical doctors reported significantly more negative attitudes than patients. Furthermore, self-employed doctors reported more negative attitudes than employed doctors and university professors.</td>
</tr>
<tr>
<td>Esmaeilzadeh and Mirzaei (2019) [18]</td>
<td>Experimental study</td>
<td>Medical information exchange</td>
<td>Significant differences existed in patients’ perceptions of various exchange mechanisms with regard to patient privacy concern, trust in competency and integrity, opt-in intention, and willingness to share information. Participants held a favorable attitude toward the implementation of blockchain-based exchange mechanisms for privacy protection, coordination, and information exchange purposes. This study proposed the potential strengths and limitations of a blockchain-based attempt within a health information exchange context.</td>
</tr>
<tr>
<td>McGhin et al (2019) [38]</td>
<td>Literature survey and case study</td>
<td>Research challenges and opportunities</td>
<td>The survey presented a careful examination of specific blockchain issues and how they affect the health care industry. Health care industry requirements and blockchain potential effects in supporting these requirements were discussed.</td>
</tr>
<tr>
<td>Vazirani et al (2019) [39]</td>
<td>Systematic review</td>
<td>Blockchain implementation</td>
<td>Of the 71 included studies, the majority discussed potential benefits and limitations without evaluation of their effectiveness, although some systems were tested on live data.</td>
</tr>
<tr>
<td>Bouras et al (2020) [28]</td>
<td>Literature review</td>
<td>Identity management</td>
<td>This study presented state-of-art decentralized identity management using blockchain and highlighted the possible opportunities for future adoption. Decentralized models and pilot projects were presented to give implications.</td>
</tr>
<tr>
<td>Zhang et al (2019) [40]</td>
<td>Framework construction</td>
<td>Development of balanced scorecard evaluation framework</td>
<td>A framework was proposed to holistically assess the performance of blockchain initiatives in providing value-based care. By extending the concept of existing balanced scorecard evaluation, both the financial and nonfinancial benefits of blockchain initiatives were evaluated.</td>
</tr>
<tr>
<td>Shuaib et al (2019) [41]</td>
<td>Literature review</td>
<td>Blockchain potential in improving secured digitized medicine</td>
<td>The digital ledger technology could be used to improve current systems. Data are distributed and decentralized, preventing loss and allowing recovery in the event of an attack. Audit trails keep track of what transactions and modifications are made to patient records, while notifying all users on the network. Patients will be given more control over who has access to their data by selecting who carries the cryptographic keys required to decrypt and view them. In addition, issues such as scalability need more research efforts.</td>
</tr>
<tr>
<td>Guo et al (2018) [42]</td>
<td>System design</td>
<td>Secure signature authentication</td>
<td>An attribute-based signature scheme with multiple authorities, in which a patient endorses a message according to the attribute while disclosing no information other than the attested evidence, was proposed. By sharing the secret pseudorandom function seeds among authorities, this protocol resists collusion attack out of N from N–1 corrupt authorities.</td>
</tr>
<tr>
<td>Kadam et al (2019) [43]</td>
<td>System design</td>
<td>Patient data privacy</td>
<td>Patient data were secured by applying the Secure Hash Algorithm for the generation of hash values and the Paillier algorithm to re-encrypt the same information regarding patient data that is divided among a number of different servers. This approach increases the difficulty of hacker access and attack and maintains the security principles (ie, availability, integrity, and confidentiality).</td>
</tr>
</tbody>
</table>
Case Study of the IBM Blockchain–Health Care Initiative

On January 24, 2019, IBM announced its collaborative blockchain initiative with major health care players, including Aetna (acquired by pharmacy and health plan provider CVS Health), Anthem (health plan provider), Health Care Service Corporation (the largest customer-owned health insurance provider in the United States), and PNC Bank [46]. IBM has been searching for new opportunities by leveraging the potential of blockchain and attempting to build up a special networked health care ecosystem. In the last few months, health organizations, health care providers, start-ups, and technology companies joined in this initiative to grow the Health Utility Network, of which Cigna and Sentara Healthcare are participants. The aim is to drive digital transformation by providing better transparency and interoperability. Participants may reap benefits from building, sharing, and deploying solutions to incumbent challenges in the health care context. Major issues and potential blockchain use cases are enumerated as follows:

1. Provenance and traceability of pharmaceutical supply chain: fake and counterfeit drugs could be troublesome and dangerous issues as drug provenance is difficult to track in a cross-border setting. A large number of handovers from manufacturers, shippers, distributors, retailers, and pharmacies may cause inaccuracies and disputes in medical delivery operations. Counterfeit drugs with improper ingredients and dosages may jeopardize the health of patients and even cause legal disputes among manufacturers, suppliers, and customers. With immutable, tamper-proof, and trackable characteristics, blockchain may provide solutions to authenticity and traceability of transferred assets along with auditable and secure transaction records among stakeholders. For example, in a private drug blockchain, drug registration by pharmaceutical companies may grant a higher level of trustworthiness and authentic proof. Also, these companies, acting as dominators, could assign the roles of the actors; some of them may have the rights for registration while others may conduct verification of transactions. The provenance of drugs can be assured via verification processes with related manufacturing or identity information when appended on-chain, making it easy to be tracked.

2. Data management during clinical trials: when clinical trials are implemented, numerous data are produced by different devices via the operation of medical staff. How these data are stored, transmitted, shared, and utilized for medical therapy or operations is critical to existing manual systems. Errors and fraud during clinical trials operations could be generated via malicious alterations or unintentional mistakes. Typical flaws could occur when trial procedures are inaccurately designed by biased intentions from actors or inconsistent records and responses from patients’ evolutionary medical reports. Blockchain in this case could provide proof-of-existence for any form of documentation. The information needs to be verified via the consent of the participating nodes and not under a single entity’s control. Modifying or changing information would be cryptographically difficult to conduct among a majority of network players, thus making documentation highly trusted. EMR and electronic health record (EHR) management: where patient or medical records are concerned, a challenge is that individual medical data are not easily accessed by different medical institutions or clinics. While the medical information is stored disparately in various databases or systems, it is difficult to deliver proper medication and care service in a personalized context. Sensitive data can also hinder the transmission efficiency among medical organizations. How to access, share, and utilize a holistic medical treatment history in a secure way remains a challenging issue in centralized EMR systems. However, with the help of distributed ledger technology, blockchain may have potential regarding the manipulation and access control of such EHR and EMR systems. Blockchain platforms can be combined with existing EHR and EMR systems, either in the cloud computing environment or otherwise, through the use of Oracle and data gateways. Patients can share their medical records, with or without permission, to registered users or stakeholders on a medical blockchain. Patients may decide the level of information disclosure through smart contract settings to specific users, thus receiving rewards from the blockchain system, accordingly. As described above, blockchain could facilitate the sharing and management of EHRs and EMRs among supply and demand entities. Related data analysis and rewards from sharing could potentially promote the participation of the medical community and, consequently, leverage a network effect.

In health care, major inefficiencies can arise from clinical operations, administrative processing, and frictions among disparate systems. These pain points have decreased the overall performance and have led to poor customer experiences in regard to incumbent medical and health care systems and
services. The act of incorporating major players through blockchain-based systems and services in health care may help to develop a healthy, open-networked, and collaborative ecosystem. The blockchain-enabled collaboration aims to address the aforementioned challenges by pursuing reduced administrative error, mitigated system frictions, streamlined claims and payment transactions, and efficient information exchange. Iansiti and Levien expanded Moore’s ecosystem view and proposed the strategies that firms might adopt to position themselves in the business ecosystem. The strategic roles include keystone, niche player, and physical dominator. The keystone in the business ecosystem provides a platform to which niche players add value and build offerings. Niche players account for the bulk proportion of the ecosystem and are responsible for value creation and innovation. The physical dominator directly controls the majority of a network via horizontal or vertical integration. In an IBM blockchain ecosystem, the major players’ roles and corresponding functions are shown in Table 2 and are summarized as follows:

1. IBM: keystone—blockchain platform provider and coordinator.
2. Aetna of CVS: niche player—improves data accuracy and optimization of health care system operation.
3. Anthem: niche player—medical information exchange.
4. Health Care Service Corporation: physical dominator—reduces information fragmentation and improves claims procedures and health care system connection.
5. PNC Bank: niche player—facilitates payment transactions and supports medical finance.

Table 2. Major players’ roles and influences in a blockchain-based health care ecosystem.

<table>
<thead>
<tr>
<th>Major player type</th>
<th>Major players</th>
<th>Roles</th>
<th>Influences on the ecosystem</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keystone</td>
<td>IBM</td>
<td>Platform provider in the ecosystem</td>
<td>Enable the establishment of a healthy environment, which leads to an organization’s survival and prosperity</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Aim to create opportunities for niche players and support the operation of the whole system</td>
<td>Convene followers to achieve diversity</td>
</tr>
<tr>
<td>Physical dominator</td>
<td>Health Care Service Corporation or other health care service providers</td>
<td>Integrators in the ecosystem</td>
<td>Provide most products and services to meet customers’ needs</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Integrators directly own and manage a large proportion of a network by using vertical or horizontal measures</td>
<td>Exploit their positions to take over the network and extract the created value</td>
</tr>
<tr>
<td>Niche player</td>
<td>Aetna of CVS, Anthem, or PNC Bank</td>
<td>Value creators and innovators in the ecosystem</td>
<td>Leverage complementary resources from others to create differentiated value</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Focus all potential endeavors on enhancing their narrow domain of expertise</td>
<td>Competition and cooperation of niche players support the coevolution of the ecosystem</td>
</tr>
</tbody>
</table>

Embracing of blockchain technology is not the privilege of this initiative only. Competitors making similar efforts, such as Change Healthcare, Hashed Health, Guardtime, Gem, and SimplyVital Health, have also teamed up to launch a blockchain pilot—Intelligent Healthcare Network with Blockchain Processes—in the realm of health care. Other competing projects with a more-or-less different focus have also led to consortia competition. Prominent examples include Synaptic Health Alliance, targeting provider directories and data reconciliation, and ProCredEx, focusing on storage and sharing of medical credentials. PNC Bank, acting as a partner of interdisciplinary alliance, stands in a public position and contributes its edge to facilitate transactions among patients, payers, and providers in both domestic and cross-border contexts.

Business Ecosystem With Evolutionary Life Cycle

Blockchain, as an emerging technological innovation, has provided opportunities for incumbent health care stakeholders. As for the IBM case, a collaboration of health care partners has resulted in a new ecosystem. Its potential evolutionary stages have formed a business ecosystem lens; these stages are summarized in Table 3.

At the birth stage, the IBM blockchain–health care pilot faces consortia competitions from other allies. Even though the focused markets might be slightly different from pilot to pilot, similar efforts and common objectives for driving digital transformation in the health care industry are the same. IBM, as a recognized leading enterprise blockchain provider, possesses an advantageous edge against competitors. When entering into the expansion stage, the key focus is to bring new innovations to market to increase the market share. This could be carried out by optimizing platform functionality, absorbing complementary health care members, and addressing the changing demands for customers. In addition, to outperform rival ecosystems, it is essential to build up technical or industrial standards in terms of competitive strategy [47]. During the leadership stage, the leading ecosystem may focus on future prospects for followers. This could be implemented by compelling suppliers and customers to complete sound visions; for example, integration with other disruptive technologies, such as machine learning, artificial intelligence, mobile and ubiquitous health, wearables, and internet of things (IoT). Conversely, to prevent pressure from increased bargaining power, actions such as using backward integration, searching multiple suppliers, increasing profile, and conducting market education are needed. At the last stage, the blockchain–health care ecosystem may step toward self-renewal or death. This may depend highly on capabilities that the existing ecosystem may possess; it can either innovate or be replaced with alternative ecosystems or paradigms.
Table 3. The evolutionary path of a blockchain–health care ecosystem: the IBM case.

<table>
<thead>
<tr>
<th>Stage</th>
<th>Cooperative challenges</th>
<th>Competitive challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Birth</td>
<td>Stakeholders create new value propositions of blockchain-based ecosystems and define their roles when working with suppliers and customers. Players seize opportunities. Example: IBM blockchain–health care ecosystem</td>
<td>Protect ideas against competitors with similar offerings. Pilot cases with similar features. Examples: Change Healthcare’s Intelligent Healthcare Network with blockchain processes, Synaptic Health Alliance, and ProCredEx.</td>
</tr>
<tr>
<td>Expansion</td>
<td>Bring new innovations (ie, products or services) to market to increase the market share or coverage. Strategy: optimize platform functionality, absorb complementary health care members, and identify and address changing demands from customers. Players seize opportunities. Example: IBM blockchain–health care ecosystem</td>
<td>Compete with and defeat rival implementations. Expand market share by establishing market or technical standards. Strategy: build up technical or industrial standards and expand the adoption of blockchain-based applications.</td>
</tr>
<tr>
<td>Leadership</td>
<td>Make future prospects and encourage partners to step forward. Measure: integrate with other disrupting technologies (eg, machine learning, artificial intelligence, mobile and ubiquitous health, wearables, and internet of things).</td>
<td>Maintain bargaining power against ecosystem players. Measures: keep customers satisfied and strengthen the customer relationship management; use backward integration, search multiple suppliers, increase profile, and conduct market education.</td>
</tr>
<tr>
<td>Self-renewal or death</td>
<td>Cope with innovators to generate or seize new opportunities or be replaced by alternative paradigms.</td>
<td>Build high levels of entry barriers and customer switching costs to prevent being replaced by alternative ecosystems.</td>
</tr>
</tbody>
</table>

Discussion

Comparative Analysis of the Existing System and the Future Ecosystem

Blockchain applications in the health sector have been receiving increased attention and prospects. We have summarized the current health care service pain points and highlighted the potential of blockchain in reshaping traditional practice and operations. Researchers have conducted literature reviews to report on the current challenges [48,49]. The major issues with the corresponding potential effects of blockchain are listed in Table 4.

Table 4. Health care service pain points and the potential effects of blockchain in the health care ecosystem.

<table>
<thead>
<tr>
<th>Issue</th>
<th>Health care service pain points</th>
<th>Potential effects of blockchain leverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medical data storage</td>
<td>Highly disparate data sources across individual clinics or health care–related institutions.</td>
<td>Decentralized data storage allows duplicate and immutable health records in the health network.</td>
</tr>
<tr>
<td>Fraud and authenticity</td>
<td>Malicious attempts or human processing errors may cause fraud, alterations, or medical disputes. Authorities are required for trust building among stakeholders. Major issues include drug counterfeiting and provenance.</td>
<td>Keeping critical items (ie, medical transactions or records) on blocks and permanently recording operations on-chain. Mitigating the tampering issue via the verification and consensus architecture.</td>
</tr>
<tr>
<td>Interoperability</td>
<td>Siloed data structures hinder interoperations across different databases.</td>
<td>Blockchain-based networks enable interactions among health care stakeholders.</td>
</tr>
<tr>
<td>Health claims and transactions</td>
<td>Inefficiencies that exist in clinical and administrative procedures and frictions among respective health systems have caused poor operations.</td>
<td>Process automation facilitated by blockchain-based smart contracts enables streamlined claims and transaction procedures.</td>
</tr>
<tr>
<td>Research data access and monetization</td>
<td>Challenges in aggregating, recruiting, and retaining data among medical parties and difficulties in monetization.</td>
<td>Enabling of clinical trial data sharing and value-added analysis to create data use and monetization.</td>
</tr>
<tr>
<td>Information sharing and transmission</td>
<td>Manual processing increases operational costs and expenditures. Vulnerability and uncertainties from cyberattacks or system malfunction.</td>
<td>Blockchain’s distributed attributes allow shared information in the health care network. Consensus mechanism with tamper-proof features could reduce security and privacy concerns.</td>
</tr>
<tr>
<td>Medical supply chain traceability</td>
<td>Uncertainties during handovers among participating parties. Poor control in tracking user identities, ownership, and delivery status.</td>
<td>Common shared ledger system allows for better transparency and monitoring on supply chain traceability. Smart contracts can facilitate notifications of state changes.</td>
</tr>
</tbody>
</table>
Blockchain Impacts and the Changing Paradigm on the Health Care Ecosystem

Overview

This study collated blockchain-related literature in the health care industry. While many research efforts highlighted the potential effects of blockchain from a viewpoint of a single firm or industry, we attempted to shed light on its power from a more holistic manner, which focuses on the inclusive health care ecosystem. This changing and evolving paradigm may go through complicated cooperative and competitive challenges with the participating stakeholders. Therefore, from the illustrative case—the IBM blockchain–health care initiative—we elucidated and discussed the potential impacts and complex interactions during the lifecycle of component species or players. Five critical issues, when coevolving with blockchain adoption, are discussed to provide implications for researchers and practitioners.

Health Information Exchange With Interoperability and Integrity

HIE has long been a critical issue when data interoperability is considered; only with an effective information exchange scheme could the true value of health care information be unleashed [50]. Recently, a proliferation of publications and pilots have addressed the issue of medical records and health records. A decentralized scheme using a commonly shared ledger for information sharing offers innovators opportunities to disrupt traditional practice [51]. Health care data has granted blockchain-enabled applications great penetration points into the health care industry. Blockchain-enabled health care information exchange may unleash the power of blockchain to reduce frictions among siloed databases as well the costs from intermediaries [12]. To facilitate information exchange among disparate data systems across individual organizations, the transmission protocols or standards need to be addressed to provide data integrity. In so doing, an important part is the integration of transmission protocols, which mitigates effects of potential missing information and avoids incompatible situations. In addition, blockchain’s distributed framework may support cross-system health information usage. However, due to current technological limitations in designing blockchain applications, limited block size could become an issue for extended scalability. Therefore, only critical transactions will be appended on-chain and supporting data access schemes will be necessary for data manipulation. While blockchain could allow interoperability among health systems, incentives for individual stakeholders may become essential when creating beneficial models and supporting sustainable ecosystems are considered. In this regard, blockchain may unlock the true value of interoperability and achieve a higher level of disintermediation.

Digital Identity Management

Traditional identity management has been subject to the limitations of a centralized mechanism, such as security, privacy, and scalability. Centralized identity management is vulnerable to malicious attacks and alterations, thus being prone to theft, counterfeit, and fraud risks [28]. In addition, credentials required to request registration or access to health care services are also prone to misuse or to causing privacy disclosure. Distributed identity management may provide solutions to these limitations with its capabilities of ensuring data integrity and information sharing across different health care systems if deployed on an immutable and distributed network. The distributed model may also solve the duplicate and multi-version identity issues in health care use cases. Due to these features, identity owners may have full control of their unique digital identities and, in turn, enjoy benefits as the stakeholders in a valuable health care ecosystem. This implies that users have become the owners of their health data without the intermediation supported by traditional identity management systems. A higher degree of freedom to access, release, or share medical records has become possible. The blockchain-enabled digital identity is also useful for managing health care supply chain activities, such as the ownership transfer of specific assets. After all, as health care data are normally sensitive and confidential in nature, blockchain identity may leverage its characteristics to grant better security and privacy by reducing manual intervention and operational failures.

Health Care Supply Chain Management

Blockchain’s immutable and tamper-proof attributes have granted disruptive innovation to supply chain management. In a health care ecosystem, records of goods, such as drugs, and service flows could be recorded on-chain to provide better logistics visibility and timeliness. The integration of blockchain and medical IoT devices may be the next evolution of blockchain technology in the realm of supply chain management. A large amount of medical data generated by medical devices may be stored across different stakeholder systems. With the aid of blockchain, patient-generated data can be stored off-chain but accessed with permissions preset by blockchain-based smart contracts. In this regard, HIE can become more streamlined without intermediation. Another blockchain use case is for the drug or pharmaceutical supply chain. Typical pain points may occur during handovers across stakeholders. Blockchain provides better transparency on supply chain activities and players may have better control over product and service flows. Moreover, primary concerns also come from the provenance of drug supply. Serious fake and counterfeit drugs have prevailed due to poor authentication and traceability from manufacturing and shipping to delivery. The movement of drugs could be recorded on blockchain to provide better real-time monitoring as well as to cease the distribution of fake drugs. This implies that trackable footprints verified by participating players can help secure drug supply chains.

Medical Research and Data Exploitation

Medical records have long been managed with a centralized approach. However, the disconnected health systems that exist across different clinics or health organizations may hinder further usage of EHRs and EMRs for medical researchers [51]. A considerable number of medical records are stored in paper-based documents or in electronic health systems with poor interoperability. Poor efficiency in health care information exchange and rising costs of administrative processing have locked the true value of medical information. In traditional
circumstances, researchers may have difficulties in acquiring patient data and medical records. This phenomenon may result from where and how questions. To address data sharing and exploitation among parties and research institutes, researchers have proposed a privacy-preserving model [52,53] and an incentive mechanism [54] during the course of data collection, sharing, and collaborative exploitation. With a shared health care ledger system, researchers may reap benefits from the blockchain-changing paradigm. They may access related data by checking smart contract conditions if the use is permitted by patients. Patients could get rewards or credits from the contributions or payments from researchers by granting different levels of permission, which are coded and stored by smart contracts on blockchain, to release specific data. In sum, blockchain may give control of data access to patients, and researchers could pay for access. In this regard, the traditional pain points for collecting patient data could be resolved in order to facilitate research conduct. Data reconciliation during research design and clinical trials may become easier with a shared medical ledger, thus improving health care and medical treatment.

**Automation of Financial Transactions and Insurance Procedures**

A lack of trust between health care stakeholders may affect the overall performance of financial transactions in the health care industry, for example, impedance in promoting alternative payment models between payers and providers. When the current reimbursement models and claim procedures were examined, we found hindrances on processing efficiency, transparency, and visibility among ecosystem members. For example, in current insurance fields, multiple middlemen and intermediaries exist throughout the procedures of health insurance policies. In addition, shared information could help insurers seek out better providers and provide verification on the fact if providers meet obligations and contractual terms. Smart contracts may replace efforts on drafting complex and value-based paper contracts and may automate the process of execution of terms or agreements. Through the aid of smart contracts, entities may set up logical process flows when preset conditions regarding health care activities are met. The deployment of smart contracts on decentralized immutable ledger systems could also make payment and claims records visible and render postaudit and review. In this sense, the paramount manipulation on data exchanges and payment transfer between insurers and their stakeholders could become easier and less expensive.

**Limitations**

In this study, we conducted a literature review to investigate the potential impacts of blockchain-based health care innovations. Along with selected pilot cases, we discussed the positions and promises that blockchain may bring to the health care ecosystem. While researchers and practitioners have high hopes, challenges will be faced before the large-scale adoption of blockchain due to limitations from technical health care service operations and regulatory concerns. Confined by the level of blockchain maturity in various health care subsectors, different use cases and clinical trials need more support from empirical work to report on its real performance. We collated extant research efforts and attempted to shed light on a potential paradigm shift in the future health care ecosystem. Such an endeavor may be subject to uncertainties from the changing environment, technology limitations, or emerging innovations.

**Conclusions**

This study aims to answer questions on the evolution and development of blockchain technology in health care research and on how stakeholders coevolve in this environment. From the perspective of the business ecosystem, we identified research articles about blockchain-enabled health care and we covered prototype designs and leading pilot cases in recent years. The evolutionary trajectory and interactions among major health care stakeholders may potentially formulate the blockchain-based health care ecosystem. Key players have presented their roles and interacted with one another to go through the life cycle of the business ecosystem. We illustrated their potential and the phenomenon of coevolution within the health care ecosystem. It is noted that while the literature in this field has proliferated recently, mostly regarding proof-of-concept studies, framework propositions, and trial pilots, a careful consideration on embracing such technology still needs to address technical limitations, privacy, mindset, and legal concerns. Our perspective and analysis show that large-scale adoption would need long-term support from health care stakeholders. Future research may devote more efforts to building up evaluation models to provide practical implications for practitioners. Whether feasible business models may sustainably survive in such an ecosystem needs attention from scholars. With a better understanding of how stakeholders coevolve within the ecosystem, players may reap their benefits in a more efficient manner to propel a potential blockchain–health care paradigm shift.
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Abstract

Background: Hospitals worldwide are developing ambitious digital transformation programs as part of broader efforts to create digitally advanced health care systems. However, there is as yet no consensus on how best to characterize and assess digital excellence in hospitals.

Objective: Our aim was to develop an international agreement on a defined set of technological capabilities to assess digital excellence in hospitals.

Methods: We conducted a two-stage international modified electronic Delphi (eDelphi) consensus-building exercise, which included a qualitative analysis of free-text responses. In total, 31 international health informatics experts participated, representing clinical, academic, public, and vendor organizations.

Results: We identified 35 technological capabilities that indicate digital excellence in hospitals. These are divided into two categories: (a) capabilities within a hospital (n=20) and (b) capabilities enabling communication with other parts of the health and social care system, and with patients and carers (n=15). The analysis of free-text responses pointed to the importance of nontechnological aspects of digitally enabled change, including social and organizational factors. Examples included an institutional culture characterized by a willingness to transform established ways of working and openness to risk-taking. The availability of a range of skills within digitization teams, including technological, project management and business expertise, and availability of resources to support hospital staff, were also highlighted.

Conclusions: We have identified a set of criteria for assessing digital excellence in hospitals. Our findings highlight the need to broaden the focus from technical functionalities to wider digital transformation capabilities.

(J Med Internet Res 2020;22(8):e17022) doi:10.2196/17022)
KEYWORDS
digital excellence; digital maturity; Delphi technique; hospitals, eHealth

Introduction

It is now widely recognized that health information technology (HIT) has significant potential to transform health care systems and support continuous quality improvement efforts [1]. With growing recognition of this potential has come a strong international drive towards creating digitally advanced health care organizations. To this end, hospitals worldwide are now implementing ambitious digital transformation programs [2,3].

There are various ways to conceptualize and measure digital excellence in health care [4,5]. These approaches vary in scope from highly specialized models, focusing on a specific technological subsystem [6] to those assessing digital transformation across an entire hospital, and others encompassing the wider integrated health and care ecosystem [7]. The origin of these models is also diverse, including international health care industry organizations such as the Healthcare Information and Management System Society (HIMSS) Analytics [8], national health care providers [9], and academic groups [10]. Common to all existing frameworks is the concept of digital transformation progressing towards advanced levels of digital maturity through a defined set of stages associated with different technological capabilities. Perhaps the best known of these is the HIMSS Analytics Electronic Medical Record Adoption Model (HIMSS EMRAM; Textbox 1). Policymakers and health care organizations commonly use these frameworks for baseline assessments of current levels of digital maturity and as a roadmap for a desired future state of maturity. As such, these frameworks actively shape the direction of digital transformation [11].

Despite substantive worldwide efforts to promote digital excellence, there is no consensus on how to conceptualize it, what capabilities characterize a digitally excellent hospital, and how to best measure progress in a changing environment [12]. New models are beginning to emerge that acknowledge the importance of locally formed priorities and the changing nature of what constitutes digital excellence over time. In this study, we sought to identify and reach consensus on a defined set of internationally relevant technological capabilities for hospitals in order to address current gaps in approaches to conceptualizing and assessing digital excellence.

Textbox 1. HIMSS Analytics Electronic Medical Record Adoption Model (EMRAM).

The HIMSS EMRAM classification evaluates the extent to which electronic medical records (EMRs) have been adopted within a hospital over eight progressive stages (Levels 0-7).

A hospital’s digital transformation begins at Level 0, in which no electronic laboratory, pharmacy, or radiology systems are installed. The hospital then moves through Levels 1-7 by progressive adoption of various aspects of EMRs. These include limited ancillary departmental systems (Level 1), and adoption across an increasing number of hospital departments (Levels 1-6), culminating in a virtually paperless environment with complex EMRs implemented in over 90% of the hospital’s departments (Level 7).

A hospital can be assessed against the HIMSS classification to establish its current HIMSS Level, which in turn highlights what further technological capabilities the hospital needs to reach the next level of the HIMSS classification. HIMSS Level 7 is often considered a ‘gold standard’ for the digitization of hospitals and an aspirational endpoint guiding the design of a hospital’s digital strategy.

Methods

Study background

This work was conducted as part of a national evaluation of the National Health Service (NHS) Global Digital Exemplar (GDE) Programme in England [13]. The GDE Programme aims to create a cohort of digitally excellent hospitals (“Exemplars”), which are expected to share their experiences and learning with other health care providers and contribute toward creating a national learning health care ecosystem [3]. We followed the reporting recommendations for Delphi studies outlined by Boulkedid and colleagues [14].

Overview of the Delphi Method

The Delphi technique is a structured process that involves presenting a series of surveys to a group of experts to seek their agreement on statements relating to a particular issue [15]. An initial survey informs the development of a second survey, which is returned to the experts, who are asked to reconsider their initial judgment in light of feedback from the first round. Consecutive rounds are carried out until consensus is reached [16]. The key strength of the Delphi method is that it supports consensus development in an area of uncertainty or limited empirical evidence [17]. The method allows drawing on a wide range of experts’ knowledge and experiences. The feedback offered to participating experts between rounds has the potential to widen participants’ outlooks and stimulate new ideas that can be expressed in subsequent rounds [17]. The anonymity offered by the method (the identity of experts and their contributions are not known to other experts taking part in the Delphi exercise or the public) also has potential to facilitate disclosing opinions that may be underrepresented or not expressed in other forms of consensus-building approaches where participants are aware of each other’s identity. The potential risks associated with the Delphi approach include lack of accountability for anonymously presented views, and risks generally associated with consensus-building approaches such as group-think and lack of diversity of views represented in the outcomes [17]. After considering its strengths and weaknesses, we decided that the Delphi method would be an appropriate approach for addressing our aim of developing international agreement on a defined set of technological capabilities to assess digital excellence in hospitals in high performing health care systems.
To ensure a reasonable geographical spread of experts and relatively prompt completion of the Delphi exercise, we used a modified Delphi approach utilizing electronic communication with experts [18]. The modified electronic Delphi (eDelphi) technique has been widely used in health care and medical informatics, for example, to establish a set of readiness criteria for HIT innovations [19], to define key performance indicators to benchmark hospital information systems [20], and to identify ways to improve the delivery of medication alerts within computerized physician order entry (CPOE) systems [21].

The study took place between July 2018 and January 2019. Ethics approval was obtained from an Institutional Review Board at the School of Social and Political Science at The University of Edinburgh, United Kingdom. The Qualtrics platform was used to develop an online survey and collect data. SPSS Version 24 was used to conduct quantitative analyses, and NVivo Version 12 was used to analyze free-text responses.

The eDelphi Process

Identification of Experts

We identified a diverse group of international experts in the field of health informatics from leading clinical, academic, public, and vendor organizations, aiming for maximum variation in terms of geographical location, background (eg, academic, clinical, vendors), and gender. Our eligibility criteria included providing senior-level leadership in the field of health informatics and affiliation with a leading clinical, academic, public, or vendor organization. Experts were identified through the research team’s international academic and professional networks.

Development and Piloting of Candidate Capabilities

Our focus was to ensure that the proposed list of candidate technological capabilities forming the basis of the eDelphi exercise drew on ongoing work relating to digital excellence in hospitals. We used NHS England’s Digital Maturity Index as a basis for constructing the initial list [9]. The index was developed in 2013 based on HIMSS EMRAM but included additional dimensions of interoperability, technological readiness, and infrastructure. We then piloted this initial list with three clinical academics, which resulted in some changes to the wording to improve clarity.

Round 1 of the eDelphi

Identified experts received an invitation email explaining the rationale for and aim of the study, the reason they were invited, what taking part would involve, and a personalized link to the Round 1 online survey. Experts were asked to follow the link if they wished to participate. We sent up to three follow-up emails at 2-3 week intervals to those who did not complete the survey following the initial invitation.

The opening page of the online survey for Round 1 contained further details of the study and a link to a participant information sheet. We obtained informed consent from each participant before the start of the survey. Participants were given the option to receive a summary of the findings once the study was completed. The main body of the online survey consisted of the list of proposed technological capabilities identified in the piloting stage. Participants were asked to rate how much they agreed that each proposed capability could be used to assess the level of digital excellence in hospitals, using a scale ranging from 1 (strongly agree) to 9 (strongly disagree). Experts were also encouraged to comment on each capability to suggest more appropriate wording, merge, split, or remove the capability, or to add other comments. Finally, we asked experts for suggestions of any additional capabilities they wished to add to the list.

Analysis of Data From Round 1

The purpose of analysis at this stage was to produce material for Round 2 of the eDelphi exercise. First, we revised the list of proposed capabilities based on participants’ comments from Round 1, changing the wording and dividing some capabilities into two or more capabilities to improve precision and clarity. We also added capabilities proposed in Round 1 to the revised list. As the majority of candidate capabilities were revised following insights from Round 1, we decided not to remove any capabilities at this stage. We further produced a feedback document that contained a summary of experts’ comments and descriptive statistics from Round 1 for each capability.

Round 2 of the eDelphi

Experts who completed Round 1 were invited to take part in Round 2 via an invitation email as before. Again, we sent up to three reminders at 2-3 week intervals to those who did not complete Round 2 following the initial email. An online version of the feedback document from Round 1 was also provided. Experts were given their score for each revised capability and asked if they wished to reconsider given the feedback from Round 1. If they replied “Yes,” they were given an option to amend their assessment using the same scale as in Round 1. Experts were asked to rate how much they agreed that each proposed new capability could be used to assess the level of digital excellence in hospitals on the same scale as for other capabilities. Experts were also able to comment on each capability, as above.

Analysis of Data From Round 2 and Definition of Consensus

Analysis following Round 2 aimed to identify any consensus on the capabilities and determine whether an additional round was needed. We defined consensus a priori as 70% agreement among experts that a specific capability should be included [17]. In other words, to be included, at least 70% of experts needed to “agree” or “strongly agree” to the appropriateness of the capability to define digital excellence in hospitals. After calculating the percentage of experts agreeing or strongly agreeing that the capability should be included, we removed all capabilities for which fewer than 70% agreed (see Multimedia Appendix 1), to produce the final list of capabilities.

Qualitative Data Collection and Analysis

To supplement the consensus-building exercise with additional insights, we incorporated several open-ended questions into the surveys, for which experts were able to provide free-text responses. In Round 1, we gave one current definition of digital maturity proposed by the MIT Sloan Management Review and asked experts to comment on this definition in the health care context [22]. We also asked experts to comment on the role of...
nontechnological factors (eg, strategy, workforce, culture) in the context of digital excellence in hospitals. Some feedback from Round 1 suggested that the initial list of capabilities focused too narrowly on the internal operations of hospitals. In Round 2, we therefore asked experts to comment on (a) conceptualization of digital excellence in hospitals in the context of the broader health care ecosystem; and (b) digital excellence in the context of a patient-centered health care perspective. We analyzed data from all free-text entries using thematic analysis to identify key themes of digital excellence in health care [23]. The qualitative data were initially analyzed by one researcher (MK). The resulting coding framework and the analyses were then reviewed and expanded by the wider team (KC, RW, AS).

Table 1. Expert characteristics.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Experts approached to take part (n=77), n (%)</th>
<th>Experts who took part in both rounds (n=31), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sector</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Clinical</td>
<td>17 (22)</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Academia</td>
<td>35 (45)</td>
<td>17 (55)</td>
</tr>
<tr>
<td>Policy</td>
<td>5 (6)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Vendor</td>
<td>20 (26)</td>
<td>7 (23)</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North America</td>
<td>21 (27)</td>
<td>12 (39)</td>
</tr>
<tr>
<td>United States</td>
<td>21 (27)</td>
<td>12 (39)</td>
</tr>
<tr>
<td>South America</td>
<td>2 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Brazil</td>
<td>2 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Europe</td>
<td>46 (60)</td>
<td>15 (48)</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>23 (30)</td>
<td>6 (19)</td>
</tr>
<tr>
<td>Spain</td>
<td>6 (8)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Norway</td>
<td>4 (5)</td>
<td>2 (7)</td>
</tr>
<tr>
<td>Denmark</td>
<td>3 (4)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Sweden</td>
<td>2 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Slovenia</td>
<td>2 (3)</td>
<td>1 (3)</td>
</tr>
<tr>
<td>Belgium</td>
<td>1 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Estonia</td>
<td>1 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Finland</td>
<td>1 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Russia</td>
<td>1 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Austria</td>
<td>1 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Germany</td>
<td>1 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Australasia</td>
<td>6 (8)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Australia</td>
<td>6 (8)</td>
<td>3 (10)</td>
</tr>
<tr>
<td>Middle East</td>
<td>2 (3)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Saudi Arabia</td>
<td>1 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td>Israel</td>
<td>1 (1.5)</td>
<td>0 (0)</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>11 (14)</td>
<td>4 (13)</td>
</tr>
<tr>
<td>Male</td>
<td>66 (86)</td>
<td>27 (87)</td>
</tr>
</tbody>
</table>

Researchers from a variety of backgrounds (eg, social sciences, public health, informatics) were involved in the analysis of the qualitative data, and diverging findings and viewpoints were discussed in detail in order to minimize the risk of bias.

Results

eDelphi Process and Expert Characteristics

In total, 77 experts were invited. Of these, 34 agreed to take part and completed Round 1 (44% response rate), and 31 of the 34 completed Round 2 (91% response rate). Table 1 describes the characteristics of the 31 experts who took part in both rounds; Figure 1 outlines the steps involved.
Figure 1. Flow diagram for the eDelphi exercise.

Digital Excellence in Hospitals

Experts identified 35 technological capabilities that were judged to characterize digital excellence in hospitals (Tables 2-4). The technological capabilities fell into two categories: (a) capabilities within a hospital, and (b) communication with other parts of the health care system, and with patients and carers. The need to distinguish between capabilities within hospitals and those relating to the broader context of the health care ecosystem was emphasized in free-text comments, for example:

There is an important assessment on where enterprises (eg, hospitals) are, versus where those enterprises sit in an ecosystem and how they interact with those wider ecosystems. [Vendor]

Technological Capabilities Within a Hospital

The largest category, technological capabilities within a hospital, included 20 items (Table 2), including technologies to promote the appropriate use and administration of medication, capabilities to capture structured and unstructured data, and the ability to integrate new advanced technologies (eg, natural language processing) within existing systems.

The most substantial proportion of capabilities within this category (five of 20) related to medicines management. The highest level of agreement was applied to a capability related to closed-loop electronic medicines management stating that it should be included as a marker of digital excellence (90% agreement), this was closely followed by capabilities relating to the effective capture of clinical data.

Experts proposed four new capabilities in Round 1 (Capabilities 10, 12, 13, and 15; Table 2). These were concerned with advancements in electronic medical records, electronic prescribing and medicines administration systems to improve user experience (for example Capability 10 ‘A single list of all medication for one patient is available’), and integration of new technologies and analytical approaches into existing systems (for example Capability 15 ‘Use of machine learning and adding third party programs through Application Programming Interfaces’).
Table 2. Technological capabilities within hospitals.

<table>
<thead>
<tr>
<th>Agreed list of capabilities</th>
<th>“Strongly agreed” and “agreed”a (%)</th>
<th>Number of experts who agreed (n=31)</th>
<th>Median</th>
<th>IQRb</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Closed-loop electronic medicines management and optimization (electronic prescribing with technology-assisted identification of both patient and medication, eg, bar codes or RFIDc tags)</td>
<td>90</td>
<td>28</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>2. Effective mechanisms to collect and record complete, accurate and high-quality patient/clinical data</td>
<td>87</td>
<td>27</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>3. Structured data (records, assessments, and plans) captured digitally at the point of care</td>
<td>87</td>
<td>27</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>4. Orders (eg, lab tests) are ordered, and results reported in a coded form (ie, using standard compendiums and international vocabulary standards, including dm+d, and acknowledged electronically in the system)</td>
<td>84</td>
<td>26</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>5. Effective mechanisms to review and improve the quality of patient/clinical data</td>
<td>84</td>
<td>25</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>6. Flexible digital systems guiding clinicians along evidence-based, person-specific, clinical pathways</td>
<td>81</td>
<td>26</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>7. Unstructured data (eg, notes, free text) captured at the point of care when appropriate</td>
<td>81</td>
<td>25</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>8. Person reading/acting on the results acknowledges this electronically in the system</td>
<td>81</td>
<td>25</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>9. Cybersecurity strategy and continuity processes in place and implemented effectively</td>
<td>81</td>
<td>25</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>10. A single list of all medication for one patient is availablee</td>
<td>81</td>
<td>25</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>11. Management intelligence through digital health data</td>
<td>81</td>
<td>25</td>
<td>1.5</td>
<td>1-2</td>
</tr>
<tr>
<td>12. Reducing the need for duplicate entry of patient data to near-zeroe</td>
<td>81</td>
<td>25</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>13. Third-party tools can be added through Application Programming Interfacese</td>
<td>81</td>
<td>25</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>14. Advanced clinical decision support (eg, integrated with lab data, diagnosis codes) with alerts that are both sensitive and specific and therefore less likely to result in alert fatigue</td>
<td>77</td>
<td>24</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>15. Use of machine learning and automation when appropriate (eg, analysis of radiology images)e</td>
<td>77</td>
<td>24</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>16. Clinical intelligence through digital health data</td>
<td>77</td>
<td>24</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>17. The ability to monitor outcome data for modifying clinical pathways based on digital tools and services</td>
<td>77</td>
<td>24</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>18. Open Application Programming Interfaces allowing different software components to interact</td>
<td>74</td>
<td>23</td>
<td>1</td>
<td>1-3</td>
</tr>
<tr>
<td>19. Supporting end-to-end redesign and improvement of clinical pathways based on digital tools and services</td>
<td>74</td>
<td>23</td>
<td>2</td>
<td>1-3</td>
</tr>
<tr>
<td>20. Advanced analytics capability to support the move from reactive to proactive/predictive models of care</td>
<td>74</td>
<td>23</td>
<td>2</td>
<td>1-3</td>
</tr>
</tbody>
</table>

aExperts scored each capability using a scale ranging from “1” (strongly agree) to “9” (strongly disagree).

bIQR: Interquartile range.

cRFID: Radio Frequency Identification.

ddm+d: Dictionary of Medicines and Devices.

eNew capabilities suggested by experts in Round 1 of the eDelphi.

Communication With Other Parts of the Health Care System, Patients, and Carers

This category was related to enabling the exchange of information and communication beyond an individual hospital setting, including communication with other parts of health and social care systems (Table 3), and communication with patients and carers (Table 4). In total, this category comprised 15 capabilities, of which ten related to communication with other parts of health care systems and five to communication with patients and carers. Experts proposed two new capabilities, including the use of a unique patient identifier (Capability 23, Table 3), and the ability to exchange information with other systems based on shared standards (Capability 6, Table 3).
Table 3. Technological capabilities related to communication with other parts of the health and social care system.

<table>
<thead>
<tr>
<th>Agreed list of capabilities</th>
<th>“Strongly agreed” and “agreed” (%)</th>
<th>Number of experts who agreed, (n=31)</th>
<th>Median</th>
<th>IQR^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Exchange of prescription information in a structured way within and between organizations and sectors</td>
<td>87</td>
<td>27</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>2. Local sharing of relevant data across the local health care ecosystem facilitated by interfacing or interoperability of electronic systems</td>
<td>84</td>
<td>26</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>3. A unique patient identifier used across the health care system^c</td>
<td>84</td>
<td>26</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>4. Data analysis at scale and use of insights to deliver targeted care for high-risk and high-use groups of patients (eg, diabetes, chronic obstructive pulmonary disease, asthma) across a population or area</td>
<td>84</td>
<td>26</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>5. Using digital systems to enable the seamless (through interfaces/integration) flow and use of information/data across organizational boundaries within a local health care ecosystem</td>
<td>81</td>
<td>25</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>6. Ability to interoperate with other standard-based external systems^c</td>
<td>81</td>
<td>25</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>7. Referrals within and between hospitals are always managed electronically</td>
<td>77</td>
<td>24</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>8. Ability to send communications to primary care and social care through a variety of media</td>
<td>77</td>
<td>24</td>
<td>2</td>
<td>1-2</td>
</tr>
<tr>
<td>9. Ability to produce data for audits and other reports based on the routine collection of complete, accurate, and quality data</td>
<td>74</td>
<td>23</td>
<td>2</td>
<td>1-3</td>
</tr>
<tr>
<td>10. Discharge to primary care and community is always managed electronically</td>
<td>71</td>
<td>22</td>
<td>1</td>
<td>1-2</td>
</tr>
</tbody>
</table>

^a Experts rated how much they agree that the capability can be used to assess the level of digital excellence in hospitals on a scale from “1” (strongly agree) to “9” (strongly disagree).

^b IQR: Interquartile range.

^c New capabilities suggested by experts in Round 1 of the eDelphi.

Table 4. Technological capabilities related to communication with patients and carers.

<table>
<thead>
<tr>
<th>Agreed list of capabilities</th>
<th>“Strongly agreed” and “agreed” (%)</th>
<th>Number of experts who agreed, (n=31)</th>
<th>Median</th>
<th>IQR^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Records, assessments, and plans shared digitally and easily accessible to patients and carers to enter and amend the data securely and confidentially</td>
<td>90</td>
<td>28</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>2. Records, assessments, and plans shared digitally and easily accessible to patients and carers to view the data securely and confidentially</td>
<td>87</td>
<td>27</td>
<td>1</td>
<td>1-2</td>
</tr>
<tr>
<td>3. Ability to receive communications from patients and carers through a variety of media</td>
<td>74</td>
<td>23</td>
<td>2</td>
<td>1-3</td>
</tr>
<tr>
<td>4. Ability to send communications to patients and carers through a variety of media</td>
<td>74</td>
<td>23</td>
<td>2</td>
<td>1-3</td>
</tr>
<tr>
<td>5. Using mobile technologies to support the delivery of care outside traditional settings and closer to home</td>
<td>71</td>
<td>22</td>
<td>2</td>
<td>1-3</td>
</tr>
</tbody>
</table>

^a Experts rated how much they agree that the capability can be used to assess the level of digital excellence in hospitals on a scale from “1” (strongly agree) to “9” (strongly disagree).

^b IQR: Interquartile range.

Broader Aspects of Digitally Enabled Change: Culture, Skills, and Strategy

Free text responses emphasized that technologies should not be viewed in isolation and that social and organizational factors were crucial for digital transformation (Table 5).

Organizational culture, characterized by a willingness to transform established ways of working and an openness to risk-taking, was frequently mentioned as key to promoting digital transformation:

*It is important to have a culture where individuals are prepared to change their ways of working and take some risks with an understanding of the overall good that will be achieved.* [Policy expert]

Experts also frequently mentioned the need for a diverse set of interdisciplinary skills supporting these transformations. Here, participants called for a range of technological, project management, and business expertise:

*Digital health is a diverse, interdisciplinary sector, something that is reflected in the skills required in*
the field, ranging from higher-level computing, such as software development and software engineering to project management and business-related skills. [Vendor]

Experts further highlighted the need for sufficient resources for the existing staff base, and their emerging training needs to support digital transformation:

_A digital agenda cannot be delivered without sufficient staff, who are experienced and well trained within the digital team._ [Clinician]

**Table 5.** Social and organizational factors contributing to digital maturity.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Organizational culture</td>
<td>• Willingness to face the new, change the way of thinking, and to take risks</td>
</tr>
<tr>
<td></td>
<td>• Culture of allowing innovations</td>
</tr>
<tr>
<td></td>
<td>• Understanding of change management</td>
</tr>
<tr>
<td></td>
<td>• Culture free of bullying and harassment</td>
</tr>
<tr>
<td></td>
<td>• Leadership to support digital transformation</td>
</tr>
<tr>
<td>Workforce</td>
<td>• Skills within the digital team: software development, software engineering, project management, business-related skills</td>
</tr>
<tr>
<td></td>
<td>• Skills across the hospital’s workforce: the ability to perform one’s role using digital tools</td>
</tr>
<tr>
<td></td>
<td>• Professionalization of health informatics</td>
</tr>
<tr>
<td>Strategy</td>
<td>• Putting clinical benefits at the center of clinical strategy</td>
</tr>
<tr>
<td></td>
<td>• Aligning digital strategy with the overall strategy of the hospital</td>
</tr>
<tr>
<td></td>
<td>• Support of the digital agenda from the hospital’s board</td>
</tr>
</tbody>
</table>

**Discussion**

**Summary of Findings**

We have established consensus on a discrete set of internationally relevant technological capabilities to indicate digital excellence in hospitals. Engaging international experts in a transparent process represented by the Delphi technique, allowed us to develop a detailed, multi-axial mapping of digital excellence, which may be used by decision-makers to inform digital transformation strategy and evaluation. The outcomes of this eDelphi process mark a significant departure from existing tools such as HIMSS EMRAM and the NHS Digital Maturity Index [8,9]. First, our results point to a shift away from the description of purely technological functionalities towards digital transformation capabilities and highlight a need to be cognizant of cultural and strategic factors, such as skills and resources, to support the digitally enabled transformation of health care. Second, our findings indicate that the concept of digital excellence is moving beyond the physical boundaries of acute hospitals. Thus, once a certain level of digitization and data sharing is achieved within hospitals, strategic direction needs to shift towards sharing data and integration across local/regional/national ecosystems that encompass primary and social care providers and enable patient self-management.

**Strengths and Limitations**

This study is the first attempt to achieve international consensus on a defined set of technological capabilities to indicate digital excellence in hospital settings. We recruited a relatively large sample of international experts from a variety of countries and achieved a good overall response rate. There is considerable variation in the number of experts involved in Delphi studies, and no consensus exists as to what constitutes an optimal number of experts [24,25]. However, the available evidence indicates that the Delphi technique produces reliable outcomes for sample sizes of 20 or above, and that increasing the number of experts above that number does not significantly change the outcomes [25]. We do, however, acknowledge that including a larger number of experts in this eDelphi could have provided valuable additional insights. Our participants reached consensus after two rounds, and we decided not to conduct further rounds. Evidence in the literature indicates that Delphi studies consisting of two to three rounds are preferred [17]. Additionally, in the case of busy experts and clinicians (as was the case for this work), response exhaustion occurs after two rounds resulting in limited new insights occurring in consequent rounds [26].

Our identified criteria have the potential to be used internationally, although our sampling reflects a certain subset of predominantly English-speaking economically developed countries and, therefore, high-performing health care systems. Our sample also exhibits a strong gender bias, with 27 of 31 Round 2 participants being men. This bias may mirror a broader gender bias present across the digital health leadership community but is likely to affect our findings and conclusions. A more general concern is that the eDelphi process itself has some limitations. It may, to some extent, force consensus and reinforce dominant views (although controlled anonymized feedback should minimize normative pressure to align views) [16,27]. The addition of a qualitative component may have helped mitigate against this risk by allowing dissenting voices to be heard and by allowing discussion of the complexity of the context in which attempts to measure excellence are taking place. While we originally intended to examine differences between groups of experts (eg, experts from different regions and commercial and public sector) with regards to ratings of different capabilities, we have not been able to conduct those analyses meaningfully given the sample size and the small overall variance in our data.
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Integration of Findings With the Current Literature

Most existing models seeking to define digital excellence in health care settings are hospital-focused and stage-based [28]. Our findings question the appropriateness of such one-directional models, which assume that organizations and people within them progress towards increasingly advanced levels of maturity through a predefined set of consecutive stages associated with certain characteristics. Indeed, numerous accounts of organizations leapfrogging undermine the tacit idea of stage-based models going through a fixed sequence of stages [29]. Stage-based models are popular, perhaps because they promise a simple way to measure progress, but give little scope for health systems and individual organizations to articulate their local priorities [12]. Furthermore, ‘one size fits all’ assessment criteria enforce a common standard even under circumstances where achieving this may not be appropriate or impose disproportionate costs. Maturity models from outside the health sector can offer insights into possible ways of addressing some of the limitations of the currently dominant, linear, one-directional approaches in health care. For example, the Deloitte Maturity Model [30] developed primarily to meet the needs of the telecommunications industry, proposes to assess digital maturity using 179 digital capabilities grouped into five categories representing the core dimensions for the functioning of an organization (eg, ‘customers’, ‘operations’). An organization can choose which capabilities from which dimension to develop and in what order, based on its local priorities. This flexibility, in turn, allows for articulating local needs and following specific digital journey appropriate for the local context. Our findings support the increasing recognition that particular organizational and cultural environments of health systems are important factors when considering digital excellence [10,31].

The existing literature predominantly places large acute hospitals at the center of discussions of digital excellence [32]. Our study highlights how the entrenched focus on acute hospitals can draw attention away from integration across the health care ecosystem—even though integrated, patient-centered care has become a key component of current health policies internationally [33]. In line with this, HIMSS Analytics recently developed the Continuity of Care Maturity Model (CCMM) [34]. CCMM, like EMRAM, comprises seven stages and includes dimensions such as interoperability, exchange of information, coordination of care, patient involvement, and use of HIT to optimize clinical and financial outcomes. However, this extended HIMSS classification focuses on the individual health care provider rather than considering the entire health care system, and it remains a stage-based approach. It also remains mainly relevant to the hospital-centric United States context.

There is only limited evidence that meeting all criteria in any index of digital excellence leads to improved quality, safety, or efficiency outcomes, although some functionalities such as clinical decision support systems have been shown to improve practitioner performance [35,36]. At the same time, renewing digital infrastructure to meet the ever-expanding requirements for each progressive stage of digital maturity indexes such as HIMSS EMRAM is costly. Many hospitals might choose not to pursue the route of advancing across stages of digital maturity due to high costs combined with insufficient evidence of desired return on investment. Thus, although digital excellence indices are commonly viewed as a proxy measure for improvement in efficiency and safety, there is limited evidence that adoption of these models will per se deliver such improvements [37].

Implications for Research, Policy, and Practice

The identified technological capabilities have the potential to serve as a practical means to baseline and measure digital progress within acute hospital settings and their wider health care context. They can also promote international comparisons. Future work should focus on developing an assessment tool based on these identified capabilities. This needs to include establishing a scoring mechanism and weighting criteria for the capabilities comprising the tool and demonstrating the tool’s reliability and validity, including responsiveness to change and discriminatory properties. This work could be facilitated by using the set of capabilities to assess digital excellence in selected hospitals worldwide. It might also be valuable to investigate whether our set of capabilities could be further divided into more detailed categories to provide a better understanding of dimensions constituting digital excellence in hospitals. Additionally, there is a need for further efforts aiming to develop an agreement on what constitutes digital excellence for health care providers that includes views of additional stakeholders such as politicians, decision makers, and authorities.

Conclusions

We have identified an internationally agreed defined set of technological capabilities that constitute digital excellence in hospitals. Our study also foregrounds the managerial and cultural skills necessary for successful, digitally enabled change. Finally, it highlights the need to address integrating digital capabilities across the wider health and care ecosystem to deliver safe, high-quality, and patient-centered care. Digital implementation strategies and indicators need to be positioned within this wider health system landscape to enable and foster transformational change in health care internationally.
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Abstract

Background: Online pharmacies have grown significantly in recent years, from US $29.35 billion in 2014 to an expected US $128 billion in 2023 worldwide. Although legitimate online pharmacies (LOPs) provide a channel of convenience and potentially lower costs for patients, illicit online pharmacies (IOPs) open the doors to unfettered access to prescription drugs, controlled substances (eg, opioids), and potentially counterfeits, posing a dramatic risk to the drug supply chain and the health of the patient. Unfortunately, we know little about IOPs, and even identifying and monitoring IOPs is challenging because of the large number of online pharmacies (at least 30,000-35,000) and the dynamic nature of the online channel (online pharmacies open and shut down easily).

Objective: This study aims to increase our understanding of IOPs through web data traffic analysis and propose a novel framework using referral links to predict and identify IOPs, the first step in fighting IOPs.

Methods: We first collected web traffic and engagement data to study and compare how consumers access and engage with LOPs and IOPs. We then proposed a simple but novel framework for predicting the status of online pharmacies (legitimate or illicit) through the referral links between websites. Under this framework, we developed 2 prediction models, the reference rating prediction method (RRPM) and the reference-based K-nearest neighbor.

Results: We found that direct (typing URL), search, and referral are the 3 major traffic sources, representing more than 95% traffic to both LOPs and IOPs. It is alarming to see that direct represents the second-highest traffic source (34.32%) to IOPs. When tested on a data set with 763 online pharmacies, both RRPM and R2NN performed well, achieving an accuracy above 95% in their predictions of the status for the online pharmacies. R2NN outperformed RRPM in full performance metrics (accuracy, kappa, specificity, and sensitivity). On implementing the 2 models on Google search results for popular drugs (Xanax [alprazolam], OxyContin, and opioids), they produced an error rate of only 7.96% (R2NN) and 6.20% (RRPM).

Conclusions: Our prediction models use what we know (referral links) to tackle the many unknown aspects of IOPs. They have many potential applications for patients, search engines, social media, payment companies, policy makers or government agencies, and drug manufacturers to help fight IOPs. With scarce work in this area, we hope to help address the current opioid crisis from this perspective and inspire future research in the critical area of drug safety.

(J Med Internet Res 2020;22(8):e17239) doi:10.2196/17239
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Introduction

Online pharmacies (OPs) have grown tremendously in recent years, from US $29.35 billion in 2014 to an expected US $128 billion in 2023 globally, at an annual growth rate of 17.7% [1]. Most consumers pursue OPs for lower prices [2,3], convenience, and access to otherwise unavailable drugs, for example, recalled or on shortage [4,5]. However, there is insufficient awareness of the prevalent illicit online pharmacies (IOPs), which are estimated to represent 67%-75% web-based drug merchants [6]. Although much work has been carried out to restrict prescription for the recent opioid crisis, many IOPs provide access without prescription. IOPs provide unfettered access to prescription drugs and even controlled substances, leading to great concerns about substandard drugs, counterfeits, and supply chain integrity [7,8].

Fighting IOPs is critical in protecting patient safety as well as integrity of the drug supply chain. However, this is very challenging. First, there is low awareness of how to differentiate the legitimacy of OPs among consumers [9], and we still have much to learn about IOPs [6]. IOPs may look very similar to LOPs, and, unlike other consumer products, most consumers have no expertise in differentiating potentially substandard drugs even upon receiving them. Second, even identifying and tracking IOPs, the first step in fighting IOPs, can be challenging because of the sheer scale and the dynamic nature of the problem. According to Legitscript [6], there are 30,000-35,000 online pharmacies, and about 20 new IOPs are created when many die on a daily basis. Even if IOPs can be closed down (more difficult than we think as many IOPs have their servers outside of the United States), they can easily pop up using different URLs (eg, 30,000-35,000 known OPs represent only 2000-3500 merchants [6]).

A few checking systems of OP status (legitimate or illicit) do exist but with limitations. Some of them are not recommended [10], including the Canadian International Pharmacy Association and Pharmacychecker, which have been criticized for not always classifying the OPs correctly. The 2 sources recommended by the Food and Drug Administration are the National Association Board of Pharmacies (NABP) and Legitscript. However, both sources require consumers to take the initiative to look up the status of the pharmacies. According to a survey of 500 consumers from the United States, conducted by the Alliance for Safe Online Pharmacies, 95% do not know about the certification programs [9], let alone where to check the status of the OPs. Furthermore, there is no exhaustive database because of the aforementioned scale and the dynamic nature of OPs.

This study aims to use web analytics to better understand IOPs and to predict, identify and monitor IOPs using known information. We do this in 2 steps. First, we conducted a traffic analysis based on web-collected data, which assesses the means through which LOPs and IOPs are accessed and how engaged the customers are with them. On the basis of the information from the first step, especially through the analysis of referrals data, in the second step, we proposed a novel framework to predict the status (legitimate or illicit) of OPs based on the referral websites to them. Under this framework, we developed 2 easy-to-understand prediction models, the referral-based K-nearest neighbor (RKNN) and the referral rating prediction method (RRPM), and tested them using a data set with 763 OPs. We then implemented the 2 methods on Google search results for 3 popular drugs: Xanax (alprazolam), OxyContin, and opioids. These methods have many potential applications for consumers when shopping on the web and for other stakeholders to help fight IOPs, as presented in detail in the Applications and Conclusions subsection of the Discussion section.

Methods

Data Sources

We obtained the ground truth list of LOPs and IOPs from the NABP (Legitscript was not available for the size of our sample). NABP provided a list of approximately 1000 IOPs and 50 LOPs. We filtered out many IOPs that stopped operations at the time of data collection. We then collected usage data (ie, traffic and engagement data) for the remaining OPs from Similarweb and obtained the structure data (ie, referrals and backlink data, detailed later) from SEMrush. As Similarweb does not have data for websites not in its database or whose traffic is too low to monitor, this led us to the final sample sizes for each of the databases in Table 1. The first 5 rows in the table are the usage data, and the last row is the structure data. We collected data from Similarweb through web scraping using R. For SEMrush, we tried to collect the data manually (no crawling allowed for SEMrush). When that was impossible, we purchased the function from SEMrush (it sells different levels of functions through various priced accounts).
Table 1. Data sets and sample size.

<table>
<thead>
<tr>
<th>Data set names</th>
<th>Legitimate pharmacies, n</th>
<th>Illicit pharmacies, n</th>
<th>Total samples, n</th>
<th>Data collection period</th>
</tr>
</thead>
<tbody>
<tr>
<td>Traffic sources data</td>
<td>30</td>
<td>127</td>
<td>157</td>
<td>Average over 4 months (October 2015-February 2016)</td>
</tr>
<tr>
<td>Engagement data</td>
<td>30</td>
<td>127</td>
<td>157</td>
<td>Average over 4 months (October 2015-February 2016)</td>
</tr>
<tr>
<td>Country data</td>
<td>30</td>
<td>139</td>
<td>169</td>
<td>Average over 4 months (October 2015-February 2016)</td>
</tr>
<tr>
<td>Social media data</td>
<td>24</td>
<td>41</td>
<td>65</td>
<td>Average over 4 months (October 2015-February 2016)</td>
</tr>
<tr>
<td>Search data</td>
<td>30</td>
<td>60</td>
<td>90</td>
<td>Average over 4 months (October 2015-February 2016)</td>
</tr>
<tr>
<td>Referral data</td>
<td>50</td>
<td>713</td>
<td>763</td>
<td>September 2016</td>
</tr>
</tbody>
</table>

In Table 1, traffic sources provide the percentage of the sources through which consumers access the OPs, that is, direct, search, referral, social media, display, and email (details later). Engagement data show the extent of users’ involvement with the website (eg, the number of pages viewed and time spent on the website). Country data provide the percentage of traffic to OPs from different countries. Social media data refer to the proportion of traffic from 26 social media websites, such as Facebook, YouTube, and Google Plus. Search data provide the percentages of traffic resulting from organic or paid searches for OPs. An organic search, also called natural search, provides results by the search engine based on its relevance to the user’s query. Paid search results are like advertisements, where the websites pay search engines to promote their web pages for particular keywords. Referral data provide the different referring websites to online pharmacies, their internet protocol addresses, and countries of origin.

**OP Status Prediction Model**

One of the difficulties in predicting the status of an OP is that the proposed method and the data it uses need to be something that cannot be easily manipulated by IOPs to affect future prediction results. To overcome this challenge, we propose a novel structure-based framework that predicts the status based on the relationship among the referral websites. Basically, we expect that if a pharmacy is mainly reached from referral websites that mostly link/refer to illicit pharmacies, then this pharmacy is more likely to be illicit. Figure 1 depicts an oversimplified demonstration of this idea and the links between referral websites.

**Figure 1.** Simple Demonstration of Links Between Referral Websites and online pharmacies.

To execute this idea, based on the ground truth list of LOPs and IOPs from NABP, we identified all the websites referring to the OPs in the data set and collected the structure data, that is, referrals and information of the number of backlinks to each OP, where a backlink is a link from a website to another website (eg, the OP here). These data, listed in Table 1 as the referral data, were then used to train the prediction model. Table 2 provides a snapshot of these data (the entries are the number of backlinks from a referral site j to a pharmacy i).
Table 2. Demonstration of our data set for the prediction model.

<table>
<thead>
<tr>
<th>Pharmacy site, i</th>
<th>Referral site, j</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>9</td>
</tr>
<tr>
<td>i</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Figure 2 plots all our referral data. In the figure, the pink nodes are the IOPs, the green nodes are the LOPs, and the blue nodes are their referral websites. This figure shows 2 interesting phenomena: (1) LOPs and IOPs are clearly separated by the referral websites directing to them (although some referral websites refer to both IOPs and LOPs), that is, IOPs tend to be referred to by referring websites referring to other IOPs, and vice versa and (2) good referral websites tend to cluster in groups referring to each other’s referred pharmacies, whereas bad referral websites scatter around (they refer to all kinds of pharmacies far and between). These 2 phenomena, especially the first one, confirms our basic idea of using the quality of the referral websites (ie, how much the referring websites refer to LOPs) to predict the status of the OPs.

Figure 2. Relationship among referral websites and LOPs and IOPs based on real data. The pink nodes are the IOPs, the green nodes are the LOPs and the blue nodes are their referral websites. LOPs: legitimate online pharmacies; IOPs: illicit online pharmacies.
Then, we described in detail 2 prediction models that we developed based on this idea, that is, the RRPM and the RKNN.

**RRPM**

Let \( P \) represent the set of pharmacies, \( O \) represent the set of referring websites, \( l_{ij} \) represent the number of backlinks to pharmacy \( i \) from referring website \( j \), and \( y_i = 1 \) (illicit) or 0 (licit) represent the status of pharmacy \( i \). We are now ready to present the model.

**Step 1:** First define the quality of a referral website \( j \) (\( M_j \)) based on its backlinks to legitimate and illicit pharmacies as

\[
M_j = \frac{r}{s} - 1
\]

where \( \square \) represents the set of safe or legitimate pharmacies and \( \square \) represents the set of rogue or illicit pharmacies.

Therefore, \( \square \) represents the number of LOPs, IOPs, and any OPs website \( j \) refers to, respectively. It is easy to see that \( M_j \) is between \(-1\) and \(1\) with \( M_j = -1 \) indicating that website \( j \) only refers to IOPs and \( M_j = 1 \) indicating that website \( j \) only refers to LOPs.

**Step 2:** For pharmacy \( i \) whose status is to be predicted, calculate the reliability score (\( R_i \)) as

\[
R_i = \frac{1}{1 + e^{-D_i}}
\]

where \( D_i \) is the total number of backlinks (referral websites) to pharmacy \( i \). Note that it is possible that a given pharmacy to be predicted does not have any referral website from the training set. In this case, its \( R_i \) will be indeterminate \( \square \) and \( R_i \) is set to 0.

On the basis of our framework, we expect that the higher the \( R_i \) is, the more likely it is legitimate. For our prediction model, we set a threshold \( T \) for the reliability score above which we predicted the pharmacy to be legitimate. In determining \( T \), we considered a crucial factor, the sensitivity of the model, which measured the proportion of IOPs that were correctly identified as such. Although predicting a pharmacy wrong in either way is risky, for safety reasons, from the consumers’ perspective, classifying an illicit pharmacy as legitimate may be more detrimental than classifying a legitimate pharmacy as illicit. Taking this into consideration, we have the following:

**Step 3:** Set the threshold \( T \) from the training set as

\[
T = \text{such that we will classify pharmacy } i \text{ as illicit if } R_i < T\text{ and legitimate otherwise.}
\]

Notice that this is a very conservative threshold, meaning that a pharmacy is highly unlikely to be an illicit one when it is predicted legitimate. This could hurt the average accuracy of the model. Therefore, considering the average accuracy, one could select a different threshold. Another way we tried is to test different threshold levels with the training set and choose the one with the highest accuracy. Later, we reported the accuracy for both thresholds.

**RKNN**

In addition to RRPM, we next adapted one of the established classification methods, K-nearest neighbor (KNN), to our framework based on the referral links to develop another prediction model. KNN is a supervised learning model that classifies the samples in the test set based on their proximity to the samples of different classes in the training set [11,12]. The key to this method is defining proximity (similarity). We now incorporated our idea of the proposed framework into this definition.

**Step 1:** Compute the Euclidean distance between the pharmacy \( x \) (the one whose status is to be predicted) and all the online pharmacies \( i \) with known status \( i = 1, 2, \ldots, n \), as

\[
D_{ix} = \sqrt{\sum (R_i - x)^2}
\]

Note that the smaller the \( D_i \) is, the more similar pharmacy \( x \) is to pharmacy \( i \) in terms of the referring websites directing to them.

**Step 2:** Order the online pharmacies in decreasing order with respect to \( D \). Note down the status of the top \( K \) pharmacies. According to the traditional KNN, the status/class of \( x \) is assigned to the more frequent status among the \( K \) pharmacies. Formally, let the number of legitimate pharmacies among the top \( K \) be \( K_l \) and illicit ones be \( K_i \). We know that \( K_l + K_i = K \). Let \( x \) will be predicted to be legitimate if \( R_x > 0.5 \). \( R_x \) is similar to the reliability score of \( x \), indicating the strength of the prediction, with a higher \( R_x \), signifying a stronger prediction.

Similar to KNN, the performance of the RKNN model varies for different values of \( K \). Obviously, a too high or too low value of \( K \) may reduce the accuracy of the model. We tested \( K = 1, 2, \ldots, 9 \) and reported the performance of the model for each value of \( K \).

**Results**

**Traffic and Use Analysis of the Online Pharmacies**

Traffic sources of all websites are classified as direct, search, referral, social media, display, and email. Specifically, traffic obtained by users’ directly typing in the URL of the website is classified as direct; search refers to the traffic coming from search engines such as Google, Bing, and Yahoo; traffic from links on other websites are accounted for as referral; social indicates the traffic from social media such as Facebook and Twitter; display indicates the traffic from banner advertising; and Email indicates the traffic coming from links in email messages.

Table 3 shows the mean percentage of traffic from each source to the IOPs and LOPs in our traffic data set (the standard deviation is shown in Multimedia Appendix 1). According to Table 3, direct, search, and referral are the 3 major traffic sources, representing more than 95% traffic to both LOPs and IOPs. A high percentage of direct traffic indicates that the specific OP website is a powerful brand and users visiting the website know what they want. Although LOPs are most accessed...
through direct traffic (42.48%), it is alarming to see that direct traffic also represents the second highest traffic source for IOPs (34.32%). This indicates that consumers who have previous experiences with IOPs (eg, from search, referrals) may become returning customers without knowing the aforementioned potential danger. Therefore, it is imperative to educate and alert patients, and curb people from using IOPs for the first time.

Table 3. Mean percentages of different traffic sources to online pharmacies.

<table>
<thead>
<tr>
<th>Traffic source</th>
<th>Legitimate online pharmacy (n=30), %</th>
<th>Illicit online pharmacy (n=127), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct</td>
<td>42.5</td>
<td>34.3</td>
</tr>
<tr>
<td>Search</td>
<td>36.3</td>
<td>39.3</td>
</tr>
<tr>
<td>Referral</td>
<td>17.7</td>
<td>21.7</td>
</tr>
<tr>
<td>Social</td>
<td>1.3</td>
<td>0.9</td>
</tr>
<tr>
<td>Email</td>
<td>2.2</td>
<td>0.6</td>
</tr>
<tr>
<td>Display</td>
<td>0</td>
<td>2.5</td>
</tr>
</tbody>
</table>

Previous research has indicated the presence of IOP contents on various social media sites [3]. Our data show that the average percentages of traffic through social media are less than 5% for both IOPs and LOPs, possibly because many OPs in our sample do not have traffic from social media. When we focused on the 24 LOPs and 41 IOPs from our sample that have substantial traffic from the 26 social media sites to conduct further analysis, we found that 92% (24/26) of the studied social media websites direct traffic to IOPs and only 50% (13/26) of them direct traffic to LOPs. Although 42% (11/26) of these social media websites direct traffic to both LOPs and IOPs, 50% (13/26) of the sites direct traffic to only IOPs and only 8% (2/26) of the sites direct traffic to only LOPs. Among the various social media (Table 4), we found that Facebook directs the highest traffic to both IOPs (58%) and LOPs (42%), far exceeding the second highest (Reddit), which directs 20% traffic to IOPs and 15% to LOPs.

Table 4. Traffic from social media websites to online pharmacies.

<table>
<thead>
<tr>
<th>Social media</th>
<th>Proportion of traffic to legitimate pharmacies (n=24), %</th>
<th>Proportion of traffic to illicit pharmacies (n=42), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>Facebook</td>
<td>58</td>
<td>42</td>
</tr>
<tr>
<td>Reddit</td>
<td>15</td>
<td>20</td>
</tr>
<tr>
<td>YouTube</td>
<td>14</td>
<td>11</td>
</tr>
<tr>
<td>Twitter</td>
<td>4</td>
<td>a</td>
</tr>
<tr>
<td>LinkedIn</td>
<td>2</td>
<td>—</td>
</tr>
<tr>
<td>Askville</td>
<td>—</td>
<td>7</td>
</tr>
<tr>
<td>Pinterest</td>
<td>—</td>
<td>4</td>
</tr>
<tr>
<td>Others</td>
<td>7</td>
<td>16</td>
</tr>
</tbody>
</table>

aData negligibly small.

Furthermore, our country data (Table 5) show traffic from 52 countries for the 155 online pharmacies for which we were able to collect country data. Traffic from 27 (52%) countries points to only IOPs, and only 3 (6%) countries have traffic only to LOPs. In addition, the United States is the main consumer for online pharmacies, representing the highest proportion of traffic to both LOPs (97%) and IOPs (60%), among all countries.

Table 5. Traffic from different countries to online pharmacies.

<table>
<thead>
<tr>
<th>Countries</th>
<th>Proportion of traffic to legitimate online pharmacies (n=30), %</th>
<th>Proportion of traffic to illicit online pharmacies (n=139), %</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>97</td>
<td>71.1</td>
</tr>
<tr>
<td>Canada</td>
<td>1</td>
<td>a</td>
</tr>
<tr>
<td>India</td>
<td>1</td>
<td>6.7</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>—</td>
<td>7.6</td>
</tr>
<tr>
<td>Others</td>
<td>1</td>
<td>14.6</td>
</tr>
</tbody>
</table>

aData negligibly small.

Table 6 shows the average engagement metrics across the LOPs and IOPs. This shows that the average monthly views (in millions), the number of pages viewed, and time spent on the sites of LOPs are all higher than those of IOPs, whereas the
bounce rate (the percentage of visitors leaving the website after viewing only one page) is lower for LOPs than that for IOPs. This indicates that when consumers enter the OP websites, they seem to be more engaged with LOPs than IOPs. However, there are large variances in the monthly views of the websites, reflecting the huge differences among the websites in IOP as well as in LOP. For example, among the licit ones, cvs.com and walgreens.com are definitely the giants, whereas many others only attract a small number of views. In addition, although the average time spent on LOP sites (5 min) was significantly higher than that of IOPs (3.3 min) with \( P<.001 \), the maximum time spent on the sites of IOPs (17.4 min) was much higher than that on LOPs (10.6 min). This indicates that when consumers are interested, they may become very engaged with an IOP, leading to potential transactions. Hence, it is imperative to warn the patients before they enter a potential IOP, using the prediction method proposed by us.

### Table 6. Consumers’ engagement with online pharmacies.

<table>
<thead>
<tr>
<th>Types of the online pharmacies</th>
<th>monthly views in millions, mean (SD)</th>
<th>Number of page views, mean (SD)</th>
<th>Bounce rate, mean (SD)</th>
<th>Time on site in minutes, mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Legitimate online pharmacy</td>
<td>1.48 (3.05)</td>
<td>7.2 (3.5)</td>
<td>32.2 (16.1)</td>
<td>5.0 (2.7)</td>
</tr>
<tr>
<td>Illicit online pharmacy</td>
<td>0.02 (0.05)</td>
<td>4.0 (2.1)</td>
<td>49.4 (17.9)</td>
<td>3.3 (2.2)</td>
</tr>
</tbody>
</table>

### OP Status Prediction Models

We now report the performance of the RRPM and RKNN models in their prediction. We consider 4 performance measures: accuracy, kappa, sensitivity, and specificity. Although sensitivity describes the percentage of IOPs correctly identified, specificity describes the percentage of LOPs correctly identified. We can see that Type I error=1−specificity and Type II error=1−sensitivity. As discussed, we chose the threshold \( T \) to pursue a minimum type II error, that is, a maximum sensitivity. In addition, the developed model should have good accuracy and reasonable kappa values, where kappa measures the agreement between observed and predicted classes considering to some extent the possibility of agreement by chance [13].

### Table 7. Performance of the classification models.

<table>
<thead>
<tr>
<th>Model</th>
<th>Accuracy</th>
<th>Kappa</th>
<th>Specificity</th>
<th>Sensitivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>R1NN(^a)</td>
<td>0.984</td>
<td>0.844</td>
<td>0.76</td>
<td>1</td>
</tr>
<tr>
<td>R2NN(^b)</td>
<td>0.986</td>
<td>0.859</td>
<td>0.78</td>
<td>1</td>
</tr>
<tr>
<td>R3NN(^a)</td>
<td>0.979</td>
<td>0.789</td>
<td>0.68</td>
<td>1</td>
</tr>
<tr>
<td>R4NN(^a)</td>
<td>0.975</td>
<td>0.729</td>
<td>0.62</td>
<td>1</td>
</tr>
<tr>
<td>R5NN(^a)</td>
<td>0.975</td>
<td>0.729</td>
<td>0.62</td>
<td>1</td>
</tr>
<tr>
<td>R6NN(^a)</td>
<td>0.972</td>
<td>0.711</td>
<td>0.58</td>
<td>1</td>
</tr>
<tr>
<td>R7NN(^a)</td>
<td>0.965</td>
<td>0.600</td>
<td>0.46</td>
<td>1</td>
</tr>
<tr>
<td>R8NN(^a)</td>
<td>0.954</td>
<td>0.431</td>
<td>0.30</td>
<td>1</td>
</tr>
<tr>
<td>R9NN(^a)</td>
<td>0.949</td>
<td>0.321</td>
<td>0.22</td>
<td>1</td>
</tr>
<tr>
<td>RRPM(^c)</td>
<td>0.950</td>
<td>0.434</td>
<td>0.36</td>
<td>0.992</td>
</tr>
<tr>
<td>RRPM (alternative threshold)</td>
<td>0.968</td>
<td>0.648</td>
<td>0.78</td>
<td>0.977</td>
</tr>
</tbody>
</table>

\(^a\)RKNN: reference-based K-nearest neighbor, where K=1-9.

\(^b\)Indicates the best performing model.

\(^c\)RRPM: reference rating prediction method.

With 10-fold cross-validation [14], the performance metrics of RKNN (with K=1-9) and RRPM are shown in Table 7. It can be observed that all the RKNN models achieved 100% sensitivity. However, the specificity, accuracy, and kappa first increase and then decrease as K increases with R2NN performing the best, showing excellent metrics. RRPM also performs reasonably well, achieving a sensitivity of 99.2%, with relatively lower values for kappa and specificity. When changing the threshold \( T \) for RRPM from the current relatively conservative value to be the reliability score maximizing the model accuracy in the training data set, model accuracy, kappa, and specificity all we improve much. But sensitivity slightly dropped, as expected (Table 7).
Implementing RRPM and RKNN on Google Search Results

Our traffic analysis showed that search accounts for the highest traffic to IOPs (39.27%). Our prediction model can be used in a couple of ways for search engines: (1) it can be incorporated on top of search results to filter/flag search results that are likely IOPs and (2) the reliability scores of the OPs can be used to rank the results such that more reliable OPs would appear first. Therefore, we tested our model on Google search results for 3 popular drugs.

Xanax (alprazolam) is a type of benzodiazepine. More than 30 percent of overdoses involving opioids also involve benzodiazepines [15]. Anecdotal evidence indicates that such drugs are typically the target of IOPs. We monitored the top keywords that direct traffic to OPs and identified that keywords with the drugs’ names contributed to more traffic than keywords without drug names. Hence, we chose buy Xanax online as the keyword and collected the top 100 search results for the keyword search on September 9, 2016. Almost all the search results were pharmacies selling Xanax on the web. As a result of the opioid crisis, along with buy Xanax online, we also studied the search results of the keywords buy opioids online and buy OxyContin online on April 22, 2017. OxyContin carries a boxed warning and contains oxycodone, a Schedule II controlled substance with an abuse potential similar to other Schedule II opioids.

To test our results, we hand collected the status of the OPs obtained through the top 100 search results from the NABP and Legitscript. Table 8 provides the status from both sources. Results demonstrate that neither source has an exhaustive database, although Legitscript (which only allows checking 10 pharmacies daily without a fee) has a bigger database, confirming what was found by Mackey et al [16]—that hand or automated search of opioid-related sites results in websites not covered by the Legitscript database. It is alarming to note that none of the pharmacies from the top 100 search results are legitimate by definition of either NABP or Legitscript. We then used RRPM and RKNN to predict the status of these pharmacies and compared our prediction results with the OP status according to Legitscript and NABP (Table 8).

Table 8. Status of the search results according to Legitscript and National Association Board of Pharmacies.

<table>
<thead>
<tr>
<th>Keywords searched</th>
<th>IOP by NABP</th>
<th>LOP by NABP</th>
<th>Unknown from NABP</th>
<th>IOP/rogue by Legitscript</th>
<th>LOP/safe by Legitscript</th>
<th>Unknown from Legitscript</th>
</tr>
</thead>
<tbody>
<tr>
<td>Buy Xanax online</td>
<td>11</td>
<td>0</td>
<td>89</td>
<td>48</td>
<td>0</td>
<td>52</td>
</tr>
<tr>
<td>Buy Opioids online</td>
<td>6</td>
<td>0</td>
<td>94</td>
<td>34</td>
<td>0</td>
<td>66</td>
</tr>
<tr>
<td>Buy OxyContin online</td>
<td>10</td>
<td>0</td>
<td>90</td>
<td>25</td>
<td>0</td>
<td>75</td>
</tr>
</tbody>
</table>

aIOP: illicit online pharmacy.
bNABP: National Association Board of Pharmacies.
cLOP: legitimate online pharmacy.

As our model relies on the referral data, when the referral data for a particular online pharmacy is not available, its status is defined as unknown by our model. Table 9 compares the prediction results from RRPM and R2NN, respectively, with those from the Legitscript and NABP databases (NABP numbers are shown in parentheses) for the pharmacies obtained from the top 100 search results for the 3 keyword searches (hence, 300 overall). For instance, according to Table 9, 104 (27) pharmacies are correctly predicted illicit and 2 (0) are incorrectly predicted as legitimate pharmacies by RRPM when compared with the status defined by Legitscript (NABP). In addition, the status of 7 (0) IOPs according to the Legitscript (NABP) database cannot be identified by RRPM because of the lack of referral data.
Excluding those that are unknown from the corresponding databases, the tables show that RRPM and R2NN produced an error rate of 7.96% (0%) and 6.20% (0%), respectively, based on the Legitscript (NABP) database. The above results provide evidence that the proposed prediction models can predict online pharmacies with reasonably good accuracy.

**Discussion**

**Comparison With Previous Work**

In this study, we conducted a web traffic and engagement analysis of IOPs and LOPs, developed simple prediction models of the status of the OPs based on referral links, and tested the prediction models with data for 763 online pharmacies. Although the previous literature shows evidence of drug selling through IOPs, there has been very limited work on the traffic to these websites. One exception is the study by Mackey et al [5], which estimated traffic to an IOP through fictitious advertisements for selling drugs without prescription that they created on social media. In contrast, we collected true data on the traffic analysis and the prediction models.

Similarly, very limited research is related to identifying and predicting the status of OPs. The study by Fittler et al [10] aimed at building a database of OPs using textual content analysis in general, achieving an accuracy of 86.4% [19] and 88% [21]. Our approach can potentially be applied to more general products than just drugs.

Research on the prediction/classification of LOPs and IOPs is very scarce. The only other work is the study by Corona et al [18] used structural information to classify 8 classes of websites (e.g., corporate sites, search engines, and e-store), with the precision of certain classes exceeding 85%. Our prediction model is structure based, and it is easy to see what we try to classify as IOP and LOP is much more subtle.

Finally, when searching the literature for general prediction and classification of websites selling counterfeit products (not limited to drugs), only 2 studies were found [20, 21]. Both used content analysis in general, achieving an accuracy of 86.4% [20] and 88% [21]. Our approach can potentially be applied to more general products than just drugs.

**Limitations**

As we propose a new methodology, we face many limitations. First, because of the limited source of the available ground truth of the status of online pharmacies and the data related to traffic analysis, we have a relatively small sample size (for some of the traffic analysis). We expect that a larger sample size when available will improve the accuracy of the results and allow more detailed analysis. When using Google search results, we also face many websites whose true status is unknown; hence, evaluation of our methods using the Google search results presented in our paper is limited. Second, the current website information sources (SEMrush and Similarweb) do not provide reliable (or any) information for small websites lacking sufficient data for traffic overview. Accordingly, the findings...
of this research are mostly applicable to larger legitimate and illicit web-based players. Third, our proposed method relies on referral website data. Our current referral database from the data we collected seemingly works well. However, obviously, the bigger the referral link database, the better. Although outdated links do not hurt the performance (they will not be used), updating these links as more ground truth data becomes available would be desired. Finally, we focus on proposing a novel structure-based prediction framework and developing simple models to help resolve an important and practical problem. More advanced models, such as a hybrid of structure based and contexture based, can be developed in the future to further improve performance.

Applications and Conclusions

Previous research shows that illicit online pharmacies are present and widely accessed, posting dramatic risks to the drug supply chain integrity and patient health. However, because of the sheer scale of this problem (>30,000 OPs) and the dynamic nature of online channels, even identifying and monitoring IOPs, the first step to curb IOPs, is a difficult task. In this study, we aimed to fill this gap by conducting a traffic analysis to increase our understanding of IOPs and proposed a new idea to predict the OP status based on referral data and developed 2 specific prediction models (RRPM and RKNN) using this idea. Testing these models on a data set with 763 online pharmacies showed that both models performed well, with an accuracy of 95.0% (RRPM) and 98.6% (RKNN). R2NN outperformed RRPM in more comprehensive metrics (sensitivity, kappa, and specificity). When implementing both models on the Google search results for 3 drugs, we only incurred an error rate of 6.20% for the pharmacies whose true status was known according to the Legitscript database when using the R2NN model and an error rate of 7.96% when using RRPM for the prediction. Although further testing with a larger data set is being pursued (the difficulty is the limited ground truth data), we believe our traffic analysis and the approach to use web analytics of referral websites to predict the status of OPs is among the first in the drug field and proposes a viable and evidently effective way to monitor OPs.

The developed framework/models have numerous exciting application areas. For example, they can be implemented by search engines, social media, web-based markets (eg, Amazon), and payment companies (eg, Visa and Master cards) to filter IOPs or take the status of the online pharmacies into consideration when ranking search results, deciding advertising allocations, making payments, disqualifying vendors, or at least warning consumers of potential IOPs. They can also be used with search engines and social media to develop a warning system to help consumers make informed decisions. The timeliness of this work could help address the current opioid crisis. Policy makers, government agencies, patient advocacy groups, and drug manufacturers may also use such a system to identify, monitor, curb IOPs, and educate consumers.

Given that this is a critical area of concern to patients’ health and the integrity of the drug supply chain, we hope this study will inspire additional efficient and effective prediction models or additional applications for the prediction models developed. On a larger scale, we hope to inspire more research in other aspects to fight IOPs. Finally, our literature review also reveals that literature on automatic prediction/identification of websites selling counterfeit products (not limited to drugs) is also very scarce, although selling counterfeit products on the web is a prevalent problem. Our framework and prediction models can be applied to other products, and we hope to inspire research in this general area as well.
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Abstract

Background: Internet-administered cognitive behavioral therapy (ICBT) has been demonstrated to be an effective intervention for adults with depression and/or anxiety and is recommended in national guidelines for provision within Swedish primary care. However, the number and type of organizations that have implemented ICBT within primary care in Sweden is currently unclear. Further, there is a lack of knowledge concerning barriers and facilitators to ICBT implementation.

Objective: The two primary objectives were to identify and describe primary care organizations providing ICBT in Sweden and compare decision makers' (ie, directors of primary care organizations) views on barriers and facilitators to implementation of ICBT among ICBT implementers (ie, organizations that offered ICBT) and nonimplementers (ie, organizations that did not offer ICBT).

Methods: An online survey based on a checklist for identifying barriers and facilitators to implementation was developed and made accessible to decision makers from all primary care organizations in Sweden. The survey consisted of background questions (eg, provision of ICBT and number of persons working with ICBT) and barriers and facilitators relating to the following categories: users, therapists, ICBT programs, organizations, and wider society.

Results: The participation rate was 35.75% (404/1130). The majority (250/404, 61.8%) of participants were health care center directors and had backgrounds in nursing. Altogether, 89.8% (363/404) of the participating organizations provided CBT. A minority (83/404, 20.5%) of organizations offered ICBT. Most professionals delivering ICBT were psychologists (67/83, 80%) and social workers (31/83, 37%). The majority (61/83, 73%) of organizations had 1 to 2 persons delivering ICBT interventions. The number of patients treated with ICBT during the last 12 months was 1 to 10 in 65% (54/83) of the organizations, ranging between 1 and 400 treated patients across the whole sample. There were 9 significant (P<.05) differences out of 37 possible between implementers and nonimplementers. For example, more implementers (48/51, 94%) than nonimplementers (107/139, 76.9%) perceived few technical problems (P<.001), and more implementers (53/77, 68%) than nonimplementers (103/215, 47.9%) considered that their organization has resources to offer ICBT programs (P<.001).

Conclusions: Despite research demonstrating the effectiveness of ICBT for depression and anxiety and national guidelines recommending its use, ICBT is implemented in few primary care organizations in Sweden. Several interesting differences between implementers and nonimplementers were identified, which may help inform interventions focusing on facilitating the implementation of ICBT.

(J Med Internet Res 2020;22(8):e18033) doi:10.2196/18033
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Introduction

Background

According to the World Health Organization, over 300 million people suffer from depression worldwide [1]. Further, over 260 million people suffer from anxiety disorders (eg, generalized anxiety disorder, panic disorder, and social anxiety disorder) [1]. Both depression and anxiety result in individual suffering and are associated with increased costs for both individuals and wider society [2-5]. One evidence-based intervention for depression and anxiety disorders (hereafter anxiety) is cognitive behavioral therapy (CBT), traditionally delivered face to face by a therapist [6-9]. However, despite the evidence base for CBT, a mental health treatment gap remains globally [10,11]. Some reasons for this treatment gap concern the fact that therapy is resource-intensive (eg, needing facilities to meet patients, requiring patients to travel to clinics, and needing trained, competent, and expensive therapists) [12]. One potential solution to overcome this treatment gap is the provision of psychological interventions via information technology and new media, referred to as e-mental health [13,14]. Internet-administered CBT (ICBT) [15-18] is a form of e-mental health that has been demonstrated to be as effective as face-to-face CBT [19] and may represent a cost-effective solution, which may increase the availability of evidence-based psychological interventions [20,21].

Sweden was among the first countries to conduct research on the efficacy of ICBT [16,22-25], leading to the introduction of national guidelines regarding the treatment of depression and anxiety [26]. These national guidelines are directed to decision makers at the level of primary care and offer health care providers with evidence-based intervention recommendations, including the provision of CBT and ICBT [26]. Specifically, national guidelines recommend ICBT to be offered to adults with mild to moderate symptoms of depression and anxiety at the primary care level [26]. The guidelines were recently revised to state health care providers should be able to choose the mode of CBT delivery by themselves, with recommended modes of delivery being individual, group, or internet-administered [27].

However, guideline introduction and uptake is difficult, and guidelines are not implemented into routine care automatically [28-32]. While barriers and facilitators to implementation in health care more generally have been identified and related to patients, informal caregivers, practitioners, health care organizations, and wider society [33], few studies have focused on barriers and facilitators to ICBT implementation more specifically [34-36]. Indeed, studies on ICBT implementation into clinical practice focus mostly on effectiveness and clinical feasibility [20,37-41]. Despite the current literature on ICBT implementation being in its infancy, recent studies have begun to identify barriers and facilitators. For example, evidence supporting ICBT programs is reported to be a key facilitator to implementation [34,35], whereas lack of resources [34] and lack of integration with the mental health care system [36] are reported to be important barriers to ICBT implementation. Implementation of e-mental health has received some interest, and studies have identified barriers such as lack of therapists’ knowledge on e-mental health [42] and lack of evidence-based programs [43]. Further, a recent systematic review of barriers and facilitators to implementation included 47 studies and identified factors such as patient and professional acceptance of e-mental health and fit with existing technologies [44]. In addition, while implementation of e-health interventions more generally is well covered in existing research [45-51], there have been recent calls to place more focus on implementation of e-health [52] to enable health care organizations to benefit from the promises of e-health solutions [53].

Studies examining the implementation of ICBT in clinical practice generally focus on the perspectives of patients and practitioners [20,37,39,41]. More recent studies have also included health care managers [34,36]. Although these three groups are important for successful implementation, these studies do not consider the formal decision to implement, which is usually made by primary care and specialized care directors. Consequently, research considering important stakeholders (ie, decision makers directly affecting the implementation of ICBT and their corresponding health care organizations) is lacking. More precisely, at present there is a lack of knowledge about the opinions of key decision makers regarding barriers and facilitators to implementation and which organizations have implemented ICBT in Sweden. Further, while some research has focused on decision makers operating at systems and national level (ie, policy makers and academic researchers) [43], there is a lack of research on decision makers closer to the implementation context and the health care setting such as primary care organization directors.

Aims and Objectives

This study has two main objectives: (1) identify and describe the primary care organizations providing ICBT in Sweden and (2) compare decision makers’ (ie, directors of primary care organizations) views on barriers and facilitators for the implementation of ICBT in organizations that have implemented ICBT (ie, are offering ICBT [implementers]) and have not implemented ICBT (ie, are not offering ICBT [nonimplementers]). In implementation research, it is common to distinguish between diffusion (ie, passive spread of innovations), dissemination (ie, active efforts to convince an organization to adopt and innovation), implementation (ie, active efforts to offer an innovation and integrate it within the organization), and sustainability (ie, making an innovation part of routine care) [54]. The Swedish guidelines recommending ICBT are relatively new and thus it is unlikely ICBT would be part of routine care in organizations; the assumption is that those who offer ICBT are in the process of integrating ICBT. To this end, the term implementation is used to describe organizations that offer ICBT.
Methods

Study Design
An online self-report survey was conducted between February and May 2016 with decision makers in primary care organizations in Sweden. The Checklist for Reporting Results of Internet e-Surveys [55] was followed.

Setting
Sweden has 290 municipalities situated across 21 administrative units called regions, which are responsible for health care provision. Each region has several primary care organizations forming the basis of the Swedish health care system. According to the Swedish law on health care (Chapter 2, §8), primary care is part of the open care system and should provide basic medical treatment, ongoing care, preventive measures, and rehabilitation in cases that do not require medical and technical resources or other specialized competence accessible at hospitals [56]. Primary care is thus the first point of care and from here patients can be referred to specialized care. A typical primary care organization employs medical doctors, nurses, physiotherapists, and psychologists and can thus treat many patients. The number of health care professionals employed at primary care organizations is related to the number of listed patients, which ranges from approximately 3000 to 30,000 per organization. Consequently, some primary care organizations have relatively few listed patients whereas others have very many.

Both private and public primary care organizations receive funding from regions and operate under the same conditions in terms of personnel competence, financial resources, opening hours, patient access, and adherence to national guidelines regarding care provision. For primary care organizations willing to implement ICBT, there are three main options available: (1) buying a license from a company for proprietary ICBT programs and delivering the support by themselves, (2) hiring a company to deliver ICBT including support, or (3) connecting to the Platform for Support and Care. The Platform for Support and Care is owned and run by a company (Inera) owned by the Swedish Association of Local Authorities and Regions (SALAR). The Platform for Support and Care offers ICBT programs developed by companies and/or research groups who in turn receive financial compensation when their programs are used. All programs delivered via the Platform for Support and Care undergo a careful procedure to ensure effectiveness and safety. When connecting to this platform, regions can hire companies to support ICBT or use their own therapists to support ICBT. Connecting to the Platform for Support and Care and gaining access to ICBT programs results in financial costs for the regions, such as costs for connecting to the platform and purchasing treatment programs either with or without therapist support. As such, access to ICBT programs and therapist support may differ depending on the financial resources of the health care organization. Further, access to ICBT comes at a financial cost, often per treatment contact with a therapist. For instance, in Stockholm each contact costs around €10 (US $11.22) per session.

Recruitment and Study Procedures
Decision makers were heads of Swedish primary care organizations identified via SALAR, which supports development and provision of health care, and the Inspectorate for Treatment and Care, responsible for monitoring Swedish health care. We compiled a list of 1156 primary care organizations and mailing addresses and sent invitations to the decision makers via regular mail (see Multimedia Appendix 1 for an English translation of the invitation). Invitations were sent to the organizations because we did not have a complete list of decision makers’ email addresses. Invitations included a link to the online survey administered using the web-based tool, SurveyMonkey, full study information, and participation number and password allowing potential participants to reach the survey. Informed consent was provided online via SurveyMonkey, after which potential participants could access the survey. No incentives were offered for survey completion.

To maximize response rates, reminders were used [57]. Decision makers not completing the survey within two weeks received up to two telephone reminders and an email (except those whose email addresses were not available). The reminder email consisted of study information, the online link to the survey, participation number and password, and a reminder that the survey should be answered within two weeks. The reminder email was also accompanied by the letter previously sent through regular mail. After two weeks, nonrespondent decision makers were reminded once more following the same procedure.

To avoid duplicate responses from decision makers, the SurveyMonkey function allowing only one answer per computer was selected. Respondents who did not complete the survey at one occasion were able to return to the survey at a later time. The survey could be submitted even if all items were not answered. Approval was granted by the ethical review board that reviews applications from Uppsala University, Sweden (application number 2015/461).

Measures
The study team developed an online survey consisting of 21 background questions and 37 items about 5 factors: (1) user, (2) therapist, (3) program, (4) organization, and (5) society, with a 7-point Likert scale (1 = strongly disagree, 7 = strongly agree) and options for “do not know” and “do not wish to answer.” The survey also included two open-ended questions about barriers and facilitators to implementation and space for additional comments. This qualitative data will be reported elsewhere. The survey was informed by the checklist of barriers and facilitators for improvement of health care practice by Flottorp et al [33] and modified based on knowledge of barriers and facilitators specific to ICBT implementation originating from studies on effectiveness and clinical feasibility available when the study was designed [20,21,38,58-60]. The survey was piloted by a panel of 8 persons with knowledge of ICBT who were not part of the study population, including former primary care directors and persons responsible for information technology and health care in certain Swedish regions. The SALAR database was used to recruit the panel. Panel members were asked to indicate whether the questions were easy to understand and to provide suggestions for improvements.
Overall, panel members were positive toward survey content but had some suggestions for improvements (see Multimedia Appendix 2 for a detailed description of the development and a summary of the changes). Figure 1 displays the final overall survey structure, and Multimedia Appendix 3 provides an English translation of the survey.

Figure 1. Survey structure.

Statistical Analysis
All calculations were performed in R version 3.5.2 (R Foundation for Statistical Computing).

Responders, Survey Reminders, and Reasons for Not Answering
Descriptive statistics were used to describe numbers and proportions concerning survey completeness, reminders, and reasons for not answering.

Characteristics of Study Sample and Organizational Characteristics
Study sample and organizational characteristics are described using descriptive statistics.

Representativeness of the Study Sample
As noncoverage (ie, the survey fails to include some parts of the population [61]) is common in survey research, the coverage of the obtained sample was examined. Data from three known background variables for the entire population were used (ie, organizational form, city size, and health care region) and described through descriptive statistics. A chi-square test for equality of proportions was used to examine the representativeness of the sample in terms of the entire population.

Barriers and Facilitators to Implementation of Internet-Administered Cognitive Behavioral Therapy
The potential difference regarding the number of agree answers between implementers and nonimplementers was examined using the chi-square test for equality of proportions. The chi-square tests included both the number of nonagree (Likert scale options 1, 2, 3, and 4) and agree (Likert scale options 5, 6, and 7) answers. It was assumed that if a decision maker answered that the organization did not offer CBT (Q6), they did not offer ICBT (Q12), and the respondent was therefore transferred directly from Q6 to Q22. To this end, nonimplementation was imputed for Q12 for the decision makers who answered that they did not offer CBT (Q6).

Results
Responders
A total of 1156 survey invitations were sent, of which 97.75% (1130/1156) were shown to be eligible. Noneligible answers that were excluded were duplicate answers (n=13),
bankruptcy/closed down (n=10), and not a primary care organization (n=3). A total of 426 decision makers answered at least the first survey question, providing an indication of interest to participate rate of 37.69% (426/1130). Participation [43] was defined as answering questions 1 to 22 (ie, background questions). The participation rate was 35.75% (404/1130). Completeness [55] was defined as completion of the last item (Q58). The completeness rate was 31.94% (361/1130).

Reminders
A total of 5.4% (22/404) of participants (based on participation rate) responded without a reminder, 47.5% (192/404) responded after being reminded via phone and email, 46.5% (188/404) responded after being reminded via email, and 0.4% (2/404) could not be reminded.

Reasons for Not Responding
Of the decision makers who did not answer the survey, 17.6% (128/726) provided reasons for not responding. The most frequent reason was no time (n=67), followed by not relevant for us (n=17) and decision maker employment ending (n=14).

Characteristics of the Study Sample and Organizational Characteristics
The majority (250/404, 61.8%) of decision makers were health care center directors with a background in nursing. A total of 89.8% (363/404) of organizations provided CBT, and 30.1% (122/404) had tried ICBT. Only 20.5% (83/404) reported that they currently offered ICBT and were accordingly categorized as ICBT implementers. Among the professionals delivering ICBT, 80% (67/83) were psychologists (including intern psychologists and psychotherapists) and 37% (31/83) were social workers. The majority (61/83, 73%) of organizations had 1 to 2 persons delivering ICBT. ICBT was offered to 1 to 10 patients during the last 12 months in 65% (54/83) of the organizations. Only 2% (2/83) of organizations had offered ICBT to over 100 persons during the last 12 months. Access to ICBT seemed to depend upon referral by a CBT therapist (36/83, 43%) or general practitioner (25/83, 30%) within the organization (for details on all collected characteristics see Multimedia Appendix 4).

Representativeness of the Sample
To evaluate the coverage of the sample, data on three known demographic variables for the entire population of primary care organizations in Sweden were used: organizational type (public/private), localization in cities of different sizes (city size), and health care regions. Table 1 displays the distribution of these variables in the study sample and entire population. Data indicates the study sample includes different organizational forms, city sizes, and health care regions. There was a significant difference between distribution of respondents and nonrespondent in terms organizational form (P<.001) and health care region (P<.001). There was no significant difference between distribution of respondents and nonrespondents regarding city size (P=.24). Consequently, the sample was representative in terms of city size but not concerning organizational form and health care region.

Table 1. Distribution of respondents in study sample and population.

<table>
<thead>
<tr>
<th>Demographic</th>
<th>Sample (n=404), n (%)</th>
<th>Population, n/N (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Organizational form</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Private</td>
<td>131 (32.4)</td>
<td>131/465 (28.1)</td>
</tr>
<tr>
<td>Public</td>
<td>273 (67.5)</td>
<td>273/665 (41.0)</td>
</tr>
<tr>
<td><strong>City size</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Small (&lt;30,000)</td>
<td>148 (36.6)</td>
<td>148/382 (38.7)</td>
</tr>
<tr>
<td>Medium (30,000-100,000)</td>
<td>148 (36.6)</td>
<td>148/418 (35.4)</td>
</tr>
<tr>
<td>Large (&gt;100,000)</td>
<td>108 (26.7)</td>
<td>108/330 (32.7)</td>
</tr>
<tr>
<td><strong>Health care region</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North</td>
<td>61 (15.0)</td>
<td>61/123 (49.5)</td>
</tr>
<tr>
<td>Uppsala-Örebro</td>
<td>85 (21.0)</td>
<td>85/231 (36.7)</td>
</tr>
<tr>
<td>Stockholm</td>
<td>64 (15.8)</td>
<td>64/208 (30.7)</td>
</tr>
<tr>
<td>West-East</td>
<td>57 (14.1)</td>
<td>57/130 (43.8)</td>
</tr>
<tr>
<td>South</td>
<td>68 (16.8)</td>
<td>68/222 (30.6)</td>
</tr>
<tr>
<td>West</td>
<td>69 (17.0)</td>
<td>69/216 (31.9)</td>
</tr>
</tbody>
</table>

*a In Sweden, 21 regions are organized into 6 health care regions that facilitate cooperation and strategic work between the 21 regions.
Barriers and Facilitators to Implementation of Internet-Administered Cognitive Behavioral Therapy

Likert Scale Options and Item Nonresponse

Tables 2 to 6 display the numbers and percentages of decision makers, both implementers and nonimplementers, who agreed (Likert scale options 5, 6, and 7) with items Q22 through Q58. The survey options “do not know” and “do not wish to answer” are treated as item nonresponse and also shown in Tables 2 to 6 [61]. Item nonresponse varied from 22% to 66%.

Table 2. Implementers and nonimplementers agreeing to user-related items.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Item agreement and nonresponse</th>
<th>P value</th>
<th>Item nonresponseb (n=403)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No ICBTa agree n/sample size (%)</td>
<td>ICBT agree n/sample size (%)</td>
<td></td>
</tr>
<tr>
<td>Q22. Adults with depression and/or anxiety have the computer skills needed to use ICBT programs.</td>
<td>177/236 (75.0)</td>
<td>42/62 (67.7)</td>
<td>.32</td>
</tr>
<tr>
<td>Q23. Adults with depression and/or anxiety are capable of working on their own with ICBT programs.</td>
<td>151/217 (69.5)</td>
<td>39/59 (66.1)</td>
<td>.72</td>
</tr>
<tr>
<td>Q24. Adults with depression and/or anxiety have interest in ICBT programs.</td>
<td>71/156 (45.5)</td>
<td>29/60 (48.3)</td>
<td>.86</td>
</tr>
<tr>
<td>Q25. Adherence increases when treatment is delivered online to adults with depression and/or anxiety.</td>
<td>46/113 (40.7)</td>
<td>16/36 (44.4)</td>
<td>.84</td>
</tr>
<tr>
<td>Q26. The barrier to seek help for adults with depression and/or anxiety is decreased when care is online.</td>
<td>123/183 (67.2)</td>
<td>19/37 (51.3)</td>
<td>.10</td>
</tr>
<tr>
<td>Q27. Adults with depression and/or anxiety prefer to give confidential information to a computer.</td>
<td>51/144 (35.4)</td>
<td>7/35 (2.0)</td>
<td>.12</td>
</tr>
<tr>
<td>Q28. Adults with depression and/or anxiety in rural areas can be reached with ICBT programs.</td>
<td>208/243 (85.5)</td>
<td>53/64 (82.8)</td>
<td>.72</td>
</tr>
</tbody>
</table>

aICBT: internet-administered cognitive behavioral therapy.
bItem nonresponse (do not know, do not wish to answer) of the entire sample (n=403).

Table 3. Implementers and nonimplementers agreeing to therapist-related items.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Item agreement and nonresponse</th>
<th>P value</th>
<th>Item nonresponseb (n=396)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>No ICBTa agree n/sample size (%)</td>
<td>ICBT agree n/sample size (%)</td>
<td></td>
</tr>
<tr>
<td>Q29. Therapists treating adults with depression and/or anxiety are positive toward the ICBT programs.</td>
<td>108/166 (65.0)</td>
<td>57/71 (80.2)</td>
<td>.03</td>
</tr>
<tr>
<td>Q30. Therapists treating adults with depression and/or anxiety have knowledge of the ICBT programs.</td>
<td>125/192 (65.1)</td>
<td>68/76 (89.4)</td>
<td>.001</td>
</tr>
<tr>
<td>Q31. Therapists treating adults with depression and/or anxiety only need a little training in ICBT programs.</td>
<td>94/140 (67.1)</td>
<td>31/52 (59.6)</td>
<td>.42</td>
</tr>
<tr>
<td>Q32. Therapists treating adults with depression and/or anxiety have the computer skills needed for ICBT.</td>
<td>195/227 (85.9)</td>
<td>66/72 (91.6)</td>
<td>.28</td>
</tr>
<tr>
<td>Q33. Therapists treating adults with depression and/or anxiety have confidence in the guidelines recommending ICBT programs.</td>
<td>103/148 (69.5)</td>
<td>55/62 (88.7)</td>
<td>.001</td>
</tr>
<tr>
<td>Q34. Therapists treating adults with depression and/or anxiety can motivate patients to participate.</td>
<td>159/199 (79.8)</td>
<td>54/66 (81.8)</td>
<td>.87</td>
</tr>
<tr>
<td>Q35. More therapists support the introduction of ICBT programs than oppose it.</td>
<td>89/119 (74.7)</td>
<td>40/49 (81.6)</td>
<td>.45</td>
</tr>
</tbody>
</table>

aICBT: internet-administered cognitive behavioral therapy.
bItem nonresponse (do not know, do not wish to answer) of the entire sample (n=396).
<table>
<thead>
<tr>
<th>Variable</th>
<th>No ICBT(^a) agree n/sample size (%)</th>
<th>ICBT agree n/sample size (%)</th>
<th>P value</th>
<th>Item nonresponse(^b) (n=389)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q36. ICBT programs for adults with depression and/or anxiety should come with a help desk for therapists.</td>
<td>164/198 (82.8)</td>
<td>41/45 (91.1)</td>
<td>.25</td>
<td>146 (37.5)</td>
</tr>
<tr>
<td>Q37. ICBT programs are well suited for adults with depression and/or anxiety.</td>
<td>142/184 (77.1)</td>
<td>52/62 (83.8)</td>
<td>.37</td>
<td>143 (36.7)</td>
</tr>
<tr>
<td>Q38. ICBT programs for adults with depression and/or anxiety offer alternative learning formats.</td>
<td>77/101 (76.2)</td>
<td>15/32 (46.8)</td>
<td>.001</td>
<td>256 (65.8)</td>
</tr>
<tr>
<td>Q39. ICBT programs for adults with depression and/or anxiety are not plagued with big technical problems.</td>
<td>107/139 (76.9)</td>
<td>48/51 (94.1)</td>
<td>.001</td>
<td>199 (51.1)</td>
</tr>
<tr>
<td>Q40. It should be possible to trial the ICBT programs.</td>
<td>222/247 (89.8)</td>
<td>45/55 (81.8)</td>
<td>.15</td>
<td>87 (22.3)</td>
</tr>
<tr>
<td>Q41. It is possible to measure the effect on depression and/or anxiety when providing ICBT programs.</td>
<td>122/137 (89.0)</td>
<td>36/42 (85.7)</td>
<td>.75</td>
<td>210 (53.9)</td>
</tr>
<tr>
<td>Q42. ICBT programs for adults with depression and/or anxiety are easy to use.</td>
<td>78/95 (82.1)</td>
<td>46/52 (88.4)</td>
<td>.44</td>
<td>242 (62.2)</td>
</tr>
<tr>
<td>Q43. ICBT programs for adults with depression and/or anxiety can be integrated with the care structure.</td>
<td>161/208 (77.4)</td>
<td>63/73 (86.3)</td>
<td>.15</td>
<td>108 (27.7)</td>
</tr>
<tr>
<td>Q44. ICBT programs for adults with depression and/or anxiety can replace face-to-face CBT.</td>
<td>58/202 (28.7)</td>
<td>18/62 (29.0)</td>
<td>.99</td>
<td>125 (32.1)</td>
</tr>
<tr>
<td>Q45. It is easy to get access to ICBT programs for adults with depression and/or anxiety.</td>
<td>59/111 (53.1)</td>
<td>39/57 (68.4)</td>
<td>.08</td>
<td>221 (56.8)</td>
</tr>
<tr>
<td>Q46. ICBT programs for adults with depression and/or anxiety are well grounded on research evidence.</td>
<td>95/117 (81.1)</td>
<td>39/49 (79.5)</td>
<td>.98</td>
<td>223 (57.3)</td>
</tr>
<tr>
<td>Q47. GPs(^c) referring adults with depression and/or anxiety to ICBT are positive toward ICBT programs.</td>
<td>88/130 (67.6)</td>
<td>30/46 (65.2)</td>
<td>.90</td>
<td>213 (54.7)</td>
</tr>
</tbody>
</table>

\(^a\)ICBT: internet-administered cognitive behavioral therapy.  
\(^b\)Item nonresponse (do not know, do not wish to answer) of the entire sample (n=389).  
\(^c\)GPs: general practitioners.
Table 5. Implementers and nonimplementers agreeing to organization-related items.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Item agreement and nonresponse</th>
<th>Item nonresponse&lt;sup&gt;b&lt;/sup&gt; (n=381)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q48. Our organization has resources to offer ICBT programs to adults with depression and/or anxiety.</td>
<td>No ICBT&lt;sup&gt;a&lt;/sup&gt; agree n/sample size (%)</td>
<td>ICBT agree n/sample size (%)</td>
</tr>
<tr>
<td></td>
<td>103/215 (47.9)</td>
<td>53/77 (68.8)</td>
</tr>
<tr>
<td>Q49. ICBT programs can decrease care costs in treatment of adults with depression and/or anxiety.</td>
<td>157/196 (80.1)</td>
<td>42/57 (73.6)</td>
</tr>
<tr>
<td>Q50. Existing information management systems allows administration of patients enrolled in ICBT.</td>
<td>57/105 (54.2)</td>
<td>34/54 (62.9)</td>
</tr>
<tr>
<td>Q51. Existing quality assurance and patient safety systems are compatible with the requirements to offer ICBT to adults with depression and/or anxiety.</td>
<td>5685 (65.8)</td>
<td>3544 (79.5)</td>
</tr>
<tr>
<td>Q52. Existing continuing education systems of therapists are compatible with the training to introduce ICBT to adults with depression and/or anxiety.</td>
<td>5891 (63.7)</td>
<td>3144 (70.4)</td>
</tr>
<tr>
<td>Q53. Internal regulations allow introduction of ICBT for adults with depression and/or anxiety.</td>
<td>123152 (80.9)</td>
<td>6471 (90.1)</td>
</tr>
<tr>
<td>Q54. Contracts with service providers allow introduction of ICBT for adults with depression and/or anxiety.</td>
<td>5989 (66.2)</td>
<td>4147 (87.2)</td>
</tr>
<tr>
<td>Q55. The concept of online treatment to adults with depression and/or anxiety is well established at our organization.</td>
<td>35226 (15.4)</td>
<td>3672 (50.0)</td>
</tr>
<tr>
<td>Q56. The patient referral process allows introduction of ICBT for adults with depression and/or anxiety.</td>
<td>87164 (53.0)</td>
<td>5866 (87.8)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICBT: internet-administered cognitive behavioral therapy.

<sup>b</sup>Item nonresponse (do not know, do not wish to answer) of the entire sample (n=381).

Table 6. Implementers and nonimplementers agreeing to society-related items.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Item agreement and nonresponse</th>
<th>Item nonresponse&lt;sup&gt;b&lt;/sup&gt; (n=361)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q57. Legislation does not hinder the introduction of ICBT for adults with depression and/or anxiety.</td>
<td>No ICBT&lt;sup&gt;a&lt;/sup&gt; agree n/sample size (%)</td>
<td>ICBT agree n/sample size (%)</td>
</tr>
<tr>
<td></td>
<td>128143 (89.5)</td>
<td>4853 (90.5)</td>
</tr>
<tr>
<td>Q58. Public opinion supports the introduction of online treatments for adults with depression and/or anxiety.</td>
<td>91123 (73.9)</td>
<td>2637 (70.2)</td>
</tr>
</tbody>
</table>

<sup>a</sup>ICBT: internet-administered cognitive behavioral therapy.

<sup>b</sup>Item nonresponse (do not know, do not wish to answer) of the entire sample (n=361).

**Users**

There were no significant differences (P<.05) between implementers and nonimplementers in terms of agreeing to user-related items (Table 2).

**Therapists**

Three therapist-related items were significant (P<.05; Table 3). More implementers (57/71, 80%) than nonimplementers (108/166, 65.0%) believed that therapists treating adults with depression and/or anxiety are positive toward the ICBT programs (P=.03; Q29). More implementers (68/76, 89%) than nonimplementers (125/192, 65.1%) believed therapists treating adults with depression and/or anxiety have knowledge of the ICBT programs (P<.001; Q30). More implementers (55/62, 88%) than nonimplementers (103/148, 69.5%) also believed therapists treating adults with depression and/or anxiety have confidence in the guidelines recommending ICBT programs (P<.001; Q33).

**Program**

Two program-related items were significant (P<.05; Table 4). More nonimplementers (77/101, 76.2%) than implementers (15/32, 46%) believed that ICBT programs for adults with depression and/or anxiety offer alternative learning formats (P<.001; Q38). More implementers (48/51, 94%) than nonimplementers (107/139, 76.9%) in turn believed that ICBT programs for adults with depression and/or anxiety are not plagued with big technical problems (P<.001; Q39).

**Organization**

Four organization-related items were significant (P<.05; Table 5). More implementers (53/77, 68%) than nonimplementers (103/215, 47.9%) considered that they have resources to offer...
ICBT programs ($P<.001$; Q48). More implementers (41/47, 87%) than nonimplementers (59/89, 66%) believed that contracts with service providers allow introduction of ICBT ($P=.02$; Q54). More implementers (36/72, 50%) than nonimplementers (35/226, 15.4%) considered that the concept of online treatment is well established at their organization ($P<.001$; Q55). More implementers (58/66, 87%) than nonimplementers (87/164, 53.0%) believed the patient referral process allows for the introduction of ICBT ($P<.001$; Q56).

**Society**

There were no significant differences ($P<.05$) between implementers and nonimplementers in terms of society-related items (Table 6).

**Discussion**

**Principal Findings**

The participation rate was 35.75% (404/1130). The majority (250/404, 61.8%) of participants were health care center directors with a background in nursing. A total of 89.9% (363/404) of the participating organizations provided CBT. A minority (83/404, 20.5%) provided ICBT and thus were implementers. In general, psychologists (67/83, 80%) and social workers (31/83, 37%) delivered ICBT to patients, and the majority (61/83, 73%) of the organizations had 1 to 2 persons delivering ICBT. There were 9 significant ($P<.05$) differences out of 37 possible between implementers and nonimplementers. For example, more implementers (68/76, 89%) than nonimplementers (125/192, 65.1%) considered that therapists treating adults with depression and/or anxiety have knowledge of the ICBT programs ($P<.001$), and more implementers (58/66, 87%) than nonimplementers (87/164, 53.0%) believed the patient referral process allows the introduction of ICBT ($P<.001$).

Although e-mental health initiatives are encouraged, and the Swedish national guidelines include provision of ICBT in Swedish primary care among their recommendations, few organizations in our sample provided ICBT. Moreover, in a majority of cases only 1 to 10 patients had been treated with ICBT during the last 12 months, and the majority of organizations only had 1 to 2 CBT therapists working with ICBT. The number of ICBT implementers is not as high as one would expect based on the strong recommendations and claimed benefits of ICBT, such as increased patient access and lower costs [21,22]. Previous research indicates the implementation rate of guidelines across various treatment areas has been between 50% and 70% [62-65]. However, implementation research does not provide detailed guidance concerning whether a 20% implementation rate could be considered low or high. Further, the implementation of a complex health care intervention, such as ICBT, is more demanding than implementing clinical guidelines in general. Indeed, our findings are in line with a recent study examining ICBT implementation among psychologists in the Netherlands where the implementation rate was around 16% [66].

One reason for the low implementation rate may pertain to not having a workforce who can support the provision of ICBT. Indeed, the majority of implementing organizations had only 1 to 2 therapists working with ICBT and CBT. Moreover, all organizations providing ICBT also provided CBT, and in cases ICBT and CBT rely on the same workforce, this workforce could be inadequate to support ICBT implementation. Further, CBT therapists may not represent the best solution, given they are a highly trained and expensive workforce, with a demand exceeding supply [67]. A possible solution could be to train mental health workers to support ICBT, as done by the Improving Access to Psychological Therapies program in England, whereby a workforce of psychological well-being practitioners was established to deliver low-intensity CBT [67]. Future research could explore the workforce aspect in Sweden, and current findings could be helpful for policymakers trying to promote the implementation of ICBT.

Our findings show that 94% (48/51) of implementers consider that ICBT is not plagued with technical problems, whereas only 76.9% (107/139) of nonimplementers share this opinion (Q39). Existing research on implementation is clear regarding technical problems, showing innovations low in complexity to be more easily adopted [68-70]. Another interesting finding is that 50% (36/72) of implementers believed that the concept of online treatment regarding depression and/or anxiety is well established at their organization compared with 15.4% (35/226) of nonimplementers who believed this be the case (Q55). The survey did not define the word concept, and thus this could have been interpreted differently by decision makers. However, as relatively many implementers compared with nonimplementers perceived the concept to be well established there seems to be a clear pattern in how this item is perceived by the decision makers. One possible reason for this finding could be that implementation of ICBT may increase understanding of online treatments and thus strengthen the concept.

Another interesting finding is that the majority of implementers (53/77, 68%) consider that they have resources to offer ICBT programs compared with a minority among nonimplementers (103/215, 47.9%; Q48), which indicates lack of resources may be an important barrier to implementation of ICBT in Swedish primary care. This factor is identified as central in existing ICBT implementation research [34] and in research concerning implementation of eHealth [45,71]. Findings also show that 80% (57/71) of implementers consider therapists treating adults with depression and/or anxiety are positive toward the ICBT programs compared with 65.0% (108/166) of nonimplementers (Q29). This finding implies therapist acceptance could be an important facilitator to implementation, in line with existing ICBT implementation research [21,60] and research concerning e-mental health [42,44]. Findings also demonstrate that 87% (41/47) of implementers believe contracts with service providers allow for the introduction of ICBT compared with 66% (59/89) of nonimplementers (Q54). Indeed, contracts with service providers are included in the framework regarding barriers and facilitators to implementation by Flottorp et al [33]. As such, our findings may imply lack of contracts with service providers could be a sizeable barrier to implementation of ICBT in Sweden.

While 28 barriers and facilitators to implementation did not show significant differences between implementers and...
nonimplementers, they still provide important findings. The majority (219/298, 73.4%) of decision makers considered users to possess the computer skills needed to use ICBT programs. Further, the majority (261/299, 87.2%) considered therapists to have the computer skills required to offer ICBT. Lack of computer skills among patients and therapists was found to be a barrier to implementation in wider research concerning implementation of e-mental health [43]. Further, therapists’ computer skills is reported to be a facilitator to implementation of eHealth [45]. Findings also show that the majority (134/166, 80.7%) of decision makers considered ICBT programs to be evidence-based. This factor is a key facilitator in ICBT implementation [34,35] and an important barrier, if absent, in e-mental health [43] and eHealth implementation [47,48]. Further, the majority (199/253, 78.6%) of decision makers considered that ICBT can decrease costs related to providing care, which is also suggested in existing studies concerning eHealth programs [46,47].

Limitations
First, this study aimed to cover all primary care organizations in Sweden. However, recruitment of decision makers was difficult and thus the study only includes a limited sample of primary care organizations. However, participation rate was 35.75% (404/1130), which is in line with a recent study examining the implementation of ICBT from therapists’ point of view [66] and the sample was representative of the population on city size. Second, we cannot exclude the possibility that people who were interested in ICBT were more inclined to respond and thus our sample may include a larger proportion of implementers than nonimplementers compared with the entire population. Third, we focused on decision makers in Swedish primary care, who are often not experts in ICBT. However, decision makers decide whether or not to implement and thus their perceptions of barriers and facilitators are key for understanding the chances of successful implementation. Future studies may also include the views of Swedish primary care therapists representing implementing organizations and could compare the views of therapists with those of decision makers. Fourth, this study presents results of a survey focusing on a set of factors and whether respondents agreed on their importance on a quantitative scale but not to what extent each factor represented a barrier or facilitator to the implementation process. Future studies combining both survey and semistructured interview data may provide a more detailed exploration of barriers and facilitators to implementation and aid interpretation of survey findings.

Fifth, the survey did not explore whether implementing organizations used specific implementation strategies associated with improved changes to existing practice [29]—for example, opinion leaders or audit and feedback to facilitate implementation [72]. Nor did the survey explore to what extent decision makers considered ICBT implementation a success (eg, in terms of increased ICBT use, costs, and resources). Future research into barriers and facilitators of ICBT implementation may examine ICBT implementation strategies used and the perceived success of these strategies. Sixth, our results are influenced by multiple testing: with alpha .05 and 37 tests, 2 of the 9 differences are likely to be produced by chance alone. Seventh, nonresponse per item was relatively high (varied between 22% and 66%), which could impact the validity of the results. However, we observe that nonresponse is relatively evenly distributed between items and thus a reasonable assumption is that nonresponse does not impact validity.

Despite the aforementioned limitations, to our knowledge, this is the first study to provide data on the implementation of ICBT in one of the countries that pioneered ICBT research and treatment, elucidating the views of decision makers on the implementation of ICBT in primary care.

Conclusions
Despite existing scientific evidence supporting implementation of ICBT in primary care and guidelines recommending implementation, most primary care organizations in Sweden still only offer traditional CBT. This study provides an overview of the characteristics of implementers in one of the countries that pioneered research in ICBT, identifying interesting differences in terms of perceived barriers and facilitators between implementers and nonimplementers that may inform future implementation interventions to improve the routine uptake of ICBT in Swedish primary care but also in other countries introducing ICBT.
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Abstract

Background: To implement standardized machine-processable clinical sequencing reports in an electronic health record (EHR) system, the International Organization for Standardization Technical Specification (ISO/TS) 20428 international standard was proposed for a structured template. However, there are no standard implementation guidelines for data items from the proposed standard at the clinical site and no guidelines or references for implementing gene sequencing data results for clinical use. This is a significant challenge for implementation and application of these standards at individual sites.

Objective: This study examines the field utilization of genetic test reports by designing the Health Level 7 (HL7) Fast Healthcare Interoperability Resources (FHIR) for genomic data elements based on the ISO/TS 20428 standard published as the standard for genomic test reports. The goal of this pilot is to facilitate the reporting and viewing of genomic data for clinical applications.

FHIR Genomics resources predominantly focus on transmitting or representing sequencing data, which is of less clinical value.

Methods: In this study, we describe the practical implementation of ISO/TS 20428 using HL7 FHIR Genomics implementation guidance to efficiently deliver the required genomic sequencing results to clinicians through an EHR system.

Results: We successfully administered a structured genomic sequencing report in a tertiary hospital in Korea based on international standards. In total, 90 FHIR resources were used. Among 41 resources for the required fields, 26 were reused and 15 were extended. For the optional fields, 28 were reused and 21 were extended.

Conclusions: To share and apply genomic sequencing data in both clinical practice and translational research, it is essential to identify the applicability of the standard-based information system in a practical setting. This prototyping work shows that reporting data from clinical genomics sequencing can be effectively implemented into an EHR system using the existing ISO/TS 20428 standard and FHIR resources.

(J Med Internet Res 2020;22(8):e15040) doi:10.2196/15040
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**Introduction**

In order to realize the potential of personalized precision medicine through genetic testing, the results of genetic testing must be integrated with other clinical information to improve patient care. Because the electronic health records (EHRs) of today seem ill suited for managing genomic data, other solutions are required, including universal data standards and applications that use application programming interfaces (APIs), along with a commitment on the part of sequencing laboratories to consistently provide structured genomic data for clinical use [1]. In addition, a clinical interface is needed for genetic test reporting that provides genetic evidence as support for clinical decision making. Many standards for genetic test reporting have been presented so far, but they often lack guidance for specific data items and realistic implementation guidelines. Tarczy-Hornoch et al reported that the parallel efforts across clinical sequencing exploratory research sites in the creation of systems for report generation and integration of reports into the EHR system, as well as the lack of standardized approaches to interfacing with variant databases to create active clinical decision support, create opportunities for cross-site and vendor collaborations [2-4]. This has prevented clinical implementation of these standards. Nonetheless, these standards offer a potential foundation for the creation of clinically relevant standards. ISO/TC 215 is the International Organization for Standardization’s (ISO) Technical Committee (TC) on health informatics. TC 215 works on the standardization of health information and communications technology (ICT) to ensure compatibility and interoperability between independent systems. ISO also published two genomics standards [5,6] to exchange genomic sequence variation information and to incorporate a structured clinical sequencing report into EHRs. In addition, many other genomics standards for whole genome sequencing, gene fusion reports, and omics data are now under development [7-11]. ISO 25720:2009 is a standard that defines how gene sequence variation information is presented in an XML-based data exchange format [5,12]. This standard enables the transmission and reception of genetic variation information around the world. The scope of ISO 25720:2009 is the data exchange format, but notably it does not include a database schema. From a biological point of view, single nucleotide polymorphisms are the main target of this standard. ISO/TS (Technical Specification) 22220:2011 defines data elements and structures in the medical sector to ensure accurate personal identification through calculation [13]. This standard also defines statistical and other identification data elements to facilitate the improved identification of patients at medical institutions. Finally, ISO/TS 20428 is a standard for defining structured techniques so that genetic screening reports can be effectively communicated and utilized by the clinical workforce [6]. The standard is called Health informatics—Data elements and their metadata for describing structured clinical genomic sequence information in electronic health records, which proposes standard formatting for the results of next generation sequencing (NGS) genetic testing of patient samples in electronic medical records. These standards are being employed by various domestic companies and hospitals. For example, a recent study by Park et al showed the implementation of ISO/TS 20428 standard and developed a clinical research information system to integrate patient NGS data with clinical data [14].

Despite these standards, most hospitals in Korea produce genetic test reports in text or PDF format and provide them to medical staff. Furthermore, detailed examination results are managed in different formats by different agencies. To overcome these discrepancies, standards for utilizing genetic information at medical sites should be developed, and an analysis pipeline should be created where data can be freely processed in the form that meets the needs of the site. Of note, it is difficult to apply the current standards to actual sites because the previously proposed ISO/TS 20428 standard contains only definitions and concepts of data items. Significantly, it does not provide the practical guidance needed for actual development and implementation, nor does it provide guidelines for integrating this data with clinical records. As such, it is beneficial to investigate existing data from hospital systems that have implemented these standards. This study examined the field utilization of genetic test report data by designing the Fast Healthcare Interoperability Resources (FHIR) Genomics for Health Level 7 (HL7) for data elements based on the ISO/TS 20428 standard for genomic test reports. This study aims to verify the actual implementation of the ISO/TS 20428 standard in clinical settings and to report an approach for the implementation of a structured clinical sequencing report in EHRs according to international standards. We demonstrated the feasibility of implementing the ISO/TS 20428 standard by studying its application at various sites and integrating the clinical sequencing reports into the EHR system of a tertiary university hospital according to the HL7 FHIR standard.

**Methods**

**International Standards for Clinical Sequencing Reports in EHRs**

ISO/TS 20428:2017, entitled *Health informatics – Data elements and their metadata for describing structured clinical genomic sequence information in electronic health records*, defines the data elements and their metadata required for a structured clinical genomic sequencing report [6]. ISO/TS 20428 focuses on genomic data generated using NGS technologies from only human samples. The data elements are divided into data fields required for clinical applications and optional data fields for clinical research, such as clinical trials and translational research. The metadata explains how and where particular appropriate terminological systems, which describe the genomes and/or diseases, can be applied. Thus, this standard attempts to integrate clinical and genomic information for a structured clinical genomic sequencing report template into an EHR system.

HL7 FHIR is an emerging standard that is rapidly gaining attention and being adopted by the health information technology industry and health care organizations [15]. This standard implements various types of information generated in the clinical environment in the form of a resource for exchanging clinical data and, thus, it ensures interoperability. Resources are an instance-level representation of a certain type of health care entity. Tailoring the FHIR specification to a specific use case is an important aspect of implementing the
FHIR standard. This process, also called profiling, enables FHIR to be adjusted to the needs of users and defines how exchanging organizations use the FHIR specification. FHIR profiles, as conformance resources, are an important aspect of the FHIR standard. Among the diverse FHIR profiles, FHIR Genomics has also been developed. FHIR Genomics comprises the MolecularSequence resource and several profiles built on top of existing FHIR resources, including a DiagnosticReport-genetics profile on DiagnosticReport, a ServiceRequest-genetics profile on ServiceRequest, an Observation-genetics profile on Observation, and a human leukocyte antigen (HLA)-genotyping-results profile on DiagnosticReport [16]. The MolecularSequence resource is designed for NGS data. The observed sequences of patients should be represented by recording reference sequence IDs and strings as well as detected variants. Extensions of the MolecularSequence resource address complex cases, and they can associate these with repositories for retrieving a patient’s full sequence data. Other modifications include a set of genetics profiles for other FHIR resources. In addition, the Observation-genetics profile adds new references such that the Observation can report the genetics test results to be integrated into the EHR. The Observation-genetics profile is used to interpret variants from the sequence resource. Clinical usage may need more specific representation of variants at the locus or structural variants in the entire genome. This DiagnosticReport-genetics is designed based on the DiagnosticReport. The new profile is then used to describe the genetics test report. The resulting element in the DiagnosticReport refers to the Observation resource that can lead to a bundle of genetic observations. The elements of code, effective[x], issued, performer, request, and specimen are used to describe the details of the genetic test. Extensions of AssessedCondition and FamilyMemberHistory are also added. Overall, this profile extends the DiagnosticReport resource to enable the reporting of structured genetic test results. In addition, it denotes the condition context for genetic testing, which may influence the reported variants and interpretations for large genomic testing panels. Further, there are new genetics-extension profiles for extending DiagnosticReport, ServiceRequest, and FamilyMemberHistory for reporting genetics results. We have provided the suffix “-genetics” to all the aforementioned FHIR genetics profiles (eg, “DiagnosticReport-genetics profile”). New profiles built upon the DiagnosticReport have been created for reporting HLA genotyping results. FHIR Genomics focuses on clinical genetic data reporting and covers many aspects of genetic reporting, which includes bacterial and viral specimens, representations of simple discrete variants and structural variants, and full or partial DNA sequencing. In this study, existing FHIR Genomics resources were used, and additional extensions were further defined to expose gene variant data for presentation to the end user.

ISO/TS 20428 Standard Implementation Using FHIR

FHIR is a standard that focuses on providing a secure interoperability environment for health service providers to exchange data using the Representational State Transfer (REST) API [15,17,18]. We built a repository with the FHIR server that applied the STU3 (Standard Trial Use 3) version of FHIR to provide create, read, and delete operations for resources (Observation, Sequence) containing genome analysis result information. The build environment consisted of C# (.NET 4.5), Windows Server 2012, Oracle Database, etc. The Seoul National University Bundang Hospital (SNUBH) FHIR server supported the receiving and processing of the following sequence resource and genetics profiles operations: create, history, read, search, and update. To apply the ISO/TS 20428 standard to clinical sequencing reports within the FHIR infrastructure and to investigate its clinical applicability, profile tooling is an essential process. Therefore, we conducted a series of five collaborative workshops to compare the ISO/TS 20428 reporting standard and FHIR Genomics resources to better understand the comprehensive data requirements to define a mapping and create additional extensions. A total of 10 researchers participated in these workshops: one clinician, one nurse, five bioinformatics specialists, and three FHIR developers. The clinician—an otolaryngologist—reviewed the data items required for a clinician interface as the project supervisor. The nurse had 10 years of experience working in the medical informatics field and helped to identify the location, type, and structure of the data stored in EHRs and provided guidance. The bioinformatics specialists in this workshop had a variety of backgrounds: licensed HL7 standard professional, ISO/TS 20428 standard author, experts in medical informatics with biological backgrounds, and a PhD in genomics and systems biology. These experts were familiar with the content of ISO/TS 20428 and HL7 FHIR standards. They examined how real genomic data can be expressed and transmitted for the data elements presented in each standard. The three FHIR developers worked to implement the new standards in compliance with the security requirements for HL7 FHIR, facilitated further development for scalability, and enabled interagency data transmission.

The aim of these workshops was to develop a method for implementing the ISO/TS 20428 standard using HL7 FHIR. The opinions of all participants were collected for internal discussions; subsequently, a mapping table between the ISO/TS 20428 standard and the FHIR Genomics resources for implementing the ISO/TS 20428 standard using HL7 FHIR was constructed. All members of the workshop reviewed the ISO/TS 20428 standard and FHIR resources; they chose suitable FHIR profiles to implement the standard in the form of ISO/TS 20428 elements and a specification spreadsheet was derived (see Multimedia Appendix 1). Both the required and optional fields in ISO/TS 20428 were considered. In the case of inadequate or undefined resources in FHIR Genomics, new extension definitions were suggested, including datatypes, when there was a need for supplementation. We used the Forge program tool (Firely), the official HL7 FHIR profile editor, for FHIR profiling [19]. It allows the modelers to easily create, edit, and validate the FHIR profiles, extensions, and implementation guides. The users can fetch and publish FHIR resources and profiles. Forge enables users to create their own FHIR profiles, based on the FHIR base resources [19]. When using these extensions, the extension registry at the HL7 website [20] or Simplifier.net has to be examined to identify the already-defined extensions that may be suitable for appropriate needs. For example, a patient profile can be extended with the place of

https://www.jmir.org/2020/8/e15040
birth with an already-existing extension from the HL7 extension registry. Based on the FHIR server infrastructure, SNUBH EHRs used the REST API of the FHIR server to obtain the genome analysis results of a specific patient and provided a service that shows the genome analysis results to a clinician through a web interface.

Regarding data security and privacy, we applied Transport Layer Security (TLS) and OAuth 2.0, which is an industry-standard protocol for the authorization process [21]. The TLS was used for encryption of transmission data and authentication for trusted servers. OAuth 2.0 was used to allow only authorized users to have limited access to FHIR resources. Access tokens were used for security credentials for applications to make API requests on behalf of a user. These tokens represent the authorization of a specific application to access specific parts of a user’s data [21].

Results

Mapping Table for Resource and Extension Definitions of ISO/TS 20428 to FHIR

A total of 32 data elements were included in the required fields of ISO/TS 20428 for patient information, type of sample, variant information, and recommended treatments. In the nomenclature of optional data, 29 items were defined to deliver more detailed information for biomedical and translational research. Five existing FHIR resources—ProcedureRequest, DiagnosticReport, Observation, Medication, and Patient—were used to represent the required fields of ISO/TS 20428. ProcedureRequest-genetics is a record of a request for a service such as diagnostic investigations, treatments, or operations to be performed; its name is changed to ServiceRequest-genetics. The DiagnosticReport-genetics profile contains the findings and interpretation of diagnostic tests performed on patients or groups of patients and on devices, locations, and/or specimens derived from these. The report includes the clinical context, such as request and provider information, and a combination of analysis results, images, textual and coded interpretations, and formatted representations of diagnostic reports. The required fields in ISO/TS20428 include clinical sequencing order information; information about the subject of care; and information about the person legally authorized to make the order, the performing laboratory, biomaterials, and genetic variations. Therefore, existing FHIR genetics elements sufficiently cover the genetic reporting standard as well. The other five targeted FHIR resources—Condition, DiagnosticReport, MolecularSequence, Observation, and Device—were leveraged and mapped by the ISO/TS 20428 standard’s optional field elements.

The ISO/TS 20428 standard and detailed data element definitions were reviewed. Opinion gathering and decision making were conducted through workshops in such a way that the individual data elements of the ISO/TS 20428 standard were mapped to the FHIR Genomics resource. The data items of the ISO/TS 20428 standard and the FHIR Genomics resource were made into mapping tables and an analysis workflow based on this table was created.

Table 1 shows part of the ISO/TS 20428 standard and FHIR resource mapping table. It indicates how the data elements in the ISO/TS 20428 genetic analysis reporting standard are mapped to the existing FHIR Genomics resource. Multimedia Appendix 1 shows the full mapping table.

Table 2 shows the number of FHIR Genomics resources in ISO/TS 20428. The Observation resource includes the most data elements, whereas the Medication resource contains only one subelement for the ISO/TS 20428 standard’s required fields. The existing FHIR resources must be defined to cover more content for the ISO/TS 20428 standard’s optional field that focuses on clinical trials and translational biomedical research. To manipulate the detailed sequencing information on quality control metrics, base calling, sequencing platform, and analysis platform, additional FHIR extensions should be defined in this study.

<table>
<thead>
<tr>
<th>Information on subject of care</th>
<th>Metadata</th>
<th>Value</th>
<th>Representation</th>
<th>Target FHIR resource</th>
<th>FHIR.Xpath</th>
</tr>
</thead>
<tbody>
<tr>
<td>Name</td>
<td>ISO/TS 22220:2011</td>
<td>Gildong Hong</td>
<td>Gildong Hong</td>
<td>DiagnosticReport</td>
<td>DiagnosticReport.subject(patient)</td>
</tr>
<tr>
<td>Birth date</td>
<td>ISO 8601</td>
<td>1947-04-29</td>
<td>April 29, 1947</td>
<td>DiagnosticReport</td>
<td>DiagnosticReport.subject(patient)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Health Level 7 (HL7) version 3 code system race</td>
<td>2040-4</td>
<td>Korean</td>
<td>DiagnosticReport</td>
<td>DiagnosticReport.subject(patient).extension(ethnicity)</td>
</tr>
</tbody>
</table>

Genetic variation

| Gene symbols and names | Human Genome Organisation (HUGO) Gene Nomenclature Committee (HGNC) | HGNC:1097, B-Raf proto-oncogene (BRAF) | BRAF | Observation | Observation.extension(observation-geneticsGene) |

Sequence variation information

| Effects of variants | Text | Substitution (missense) | Substitution (missense) | Observation | Observation.extension(observation-geneticsDNASequence-VariantType) |
| Sequence variant ID | Database unique ID | COSM476 | Catalogue of Somatic Mutations in Cancer (COSMIC) website | Observation | Observation.extension(observation-geneticsDNAVariantId) |

Table 2. Number of data elements per Fast Healthcare Interoperability Resources (FHIR) Genomics resource mapped by the International Organization for Standardization Technical Specification (ISO/TS) 20428 standard.

<table>
<thead>
<tr>
<th>ISO/TS 20428 required field</th>
<th>Number of elements in each resource</th>
<th>Number of extension elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>ProcedureRequest</td>
<td>3</td>
<td>0</td>
</tr>
<tr>
<td>DiagnosticReport</td>
<td>12</td>
<td>5</td>
</tr>
<tr>
<td>Observation</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>Medication</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Patient</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Total</td>
<td>26</td>
<td>15</td>
</tr>
</tbody>
</table>

ISO/TS 20428 optional field

<table>
<thead>
<tr>
<th>ISO/TS 20428 optional field</th>
<th>Number of elements in each resource</th>
<th>Number of extension elements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Condition</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>DiagnosticReport</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>MolecularSequence</td>
<td>16</td>
<td>10</td>
</tr>
<tr>
<td>Observation</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>Device</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Total</td>
<td>28</td>
<td>21</td>
</tr>
</tbody>
</table>
Implementation of ISO/TS 20428 Standard and FHIR Genomics Resources

A bundled FHIR resource was created for clinical sequencing. It was delivered to the hospital from the sequencing facility and reconstructed in the clinician interface. The clinical sequencing report interface is populated with information about the variant results of the test, a summary, and information about the test (see Figure 1). Finally, we tested the feasibility of the ISO/TS 20428 standard on FHIR by building a clinician interface with sequencing from the sequencing facility. On this interface, patient data and FHIR Genomics resources from the FHIR server were combined. The clinical genetic analysis summary report consists of basic metadata for the sequencing order and a summary of the sequencing results. Data could be accessed, presented, and delivered with other types of patient information from the FHIR server. The clinical genetic analysis summary report was populated with information about the interpretation summary and the test. Multimedia Appendix 2 describes sample testing data for diagnostic requests.


Discussion

Principal Findings

To implement standardized machine-processable clinical sequencing reports in an EHR system, the ISO/TS 20428 international standard was proposed for a structured template. Genomic sequencing laboratory reports are still provided in PDF or text formats in many clinical practices. Several difficulties, therefore, arise in clinical applications of these results due to unstructured image-based or narrative text–based genomic sequencing reports [22,23]. The ISO/TS 20428 standard was established to solve the variability in NGS reporting. It also defines the composition of a structured clinical sequencing report, which consists of the required and optional data fields and their metadata for a structured clinical sequencing report.

HL7 FHIR introduced web programming techniques to provide all standards and related resources in JSON (JavaScript Object Notation) or XML, making it easy for developers to implement. In particular, Sync for Genes, one of the pilot programs addressing significant technical challenges in this area, aims to standardize the sharing of genetic information by building FHIR Genomics. To this end, a pilot program involving laboratories, providers, governments, developers, and patients is developing ways to convert each participant’s internal format to the FHIR Genomics format. Sync for Genes aims to use HL7’s FHIR as the basis for data exchange to enable sharing of genetic information and, ultimately, to incorporate clinically tested genomes into patient care [24]. FHIR Genomics resources predominantly focus on transmitting or representing sequencing data, which is of less clinical value.

Genetic test reporting standards are beginning to develop in many standard development organizations, and there are no standard implementation guidelines for data items from the proposed standard at the clinical site and no guidelines or references for implementing gene sequencing data results for clinical use. This is a significant challenge for implementation and application of these standards at individual sites. The goal of this pilot was to facilitate the reporting and viewing of genomic data for clinical applications.
In this study, we developed a prototype interface based on ISO and HL7 FHIR standards and verified its field applicability. Further, we demonstrated that genomic data reporting can be successfully integrated with an EHR system based on these two standards. We described the design and delivery of a clinical genome sequencing report, including a summary suitable for interpretation by clinicians.

Lessons learned from this study are as follows. First, to manipulate the detailed sequencing information on quality control metrics, base calling, the sequencing platform, and the analysis platform, additional FHIR extensions were required to be defined. For this prototype, FHIR Genomics required a new source, extension, which was introduced in this study. For example, sequence variation information such as “c.1799T > A, p. V600E, Kinase domain (exon 15)” is related to the Observation resource domain, but there is no specific entity that is appropriate to contain the associated expression. Thus, we defined the Observation extension as Observation.extension(observation-geneticsDNASequenceVariantName). In addition, pathological tier information, which is written as “Tier 1 (Pathogenic, Identified),” was divided into three extension entities: (1) Observation.extension(observation-classificationVariants).Pathogenic to express “Pathogenic,” “Likely pathogenic,” “Unknown significance,” “Likely benign,” and “Benign”; (2) Observation.extension(observation-classificationVariants).Tier to express “Tier 1”; and (3) Observation.extension(observation-classificationVariants).ClinicalRelevance to express “Identified,” “Likely identified,” “Uncertain,” and “Not identified.” In addition, the existing FHIR resources must be defined in order to cover more content for the ISO/TS optional field that focuses on clinical trials and translational biomedical research. Second, we found several challenges related to the lack of terminology standardization in the genomics domain. The HL7 FHIR standard could be easily applied to EHR systems to incorporate the genome sequencing reports for clinical practice. However, semantic interoperability should be further improved by standardizing a vocabulary to describe genetic mutations. Third, as the level of detail in reporting clinical genomic sequencing varies between hospitals, the ISO/TS 20428 standard needs to be expanded to meet the requirements of various clinicians. The development and evaluation of clinical decision support systems that utilize the standardized sequencing reports should also be considered in future research. Lastly, during this implementation, it was also found that the system integration workflow between the EHR system and the sequencing facility should be designed to fit clinical process in a secure manner. The OAuth 2.0 authentication technique and dynamic informed consent–based data sharing by patients should be considered for protecting patient data as well. Further study of usability and screen interface design is needed for individuals using mobile apps in the genome sequencing workflow and with physicians in verifying and using the genomic data in the EHR system.

As a limitation of this study, since the standard interface was implemented and tested only for one EHR system in Korea, the standard implementation may be restricted depending on the EHR system level. In addition, as previously mentioned, because the usability test was not conducted on patients and medical professionals, there was a limitation that the system performance and usability of the integrated system using the FHIR standard could not be verified. As the FHIR standards are evolving rapidly, a review of the latest standards may be needed again.

With the pipeline definition for technical frameworks and the mapping resource presented in this study, we hope that the ISO and HL7 standards will be applied to real genomic data at various institutions.

**Conclusions**

Sequencing laboratories still provide their reports primarily in unstructured formats, making it challenging to leverage or populate EHR data. To share and apply genomic data, especially for clinical practice, it is crucial to identify the applicability of the standard-based information system infrastructure in a practical setting. With existing FHIR resources, this prototyping study showed that reporting data from clinical genomics sequencing can be effectively stored and derived for EHRs for use by clinicians using the ISO standard and FHIR resources. We implemented a standardized clinical genomic sequencing report using the ISO/TS 20428 standard and FHIR. This systematic infrastructure is expected to enable the transfer and observation of clinical genomic sequencing reports in actual clinical applications.
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**Abstract**

**Background:** With increased specialization of health care services and high levels of patient mobility, accessing health care services across multiple hospitals or clinics has become very common for diagnosis and treatment, particularly for patients with chronic diseases such as cancer. With informed knowledge of a patient’s history, physicians can make prompt clinical decisions for smarter, safer, and more efficient care. However, due to the privacy and high sensitivity of electronic health records (EHR), most EHR data sharing still happens through fax or mail due to the lack of systematic infrastructure support for secure, trustable health data sharing, which can also cause major delays in patient care.

**Objective:** Our goal was to develop a system that will facilitate secure, trustable management, sharing, and aggregation of EHR data. Our patient-centric system allows patients to manage their own health records across multiple hospitals. The system will ensure patient privacy protection and guarantee security with respect to the requirements for health care data management, including the access control policy specified by the patient.

**Methods:** We propose a permissioned blockchain-based system for EHR data sharing and integration. Each hospital will provide a blockchain node integrated with its own EHR system to form the blockchain network. A web-based interface will be used for patients and doctors to initiate EHR sharing transactions. We take a hybrid data management approach, where only management metadata will be stored on the chain. Actual EHR data, on the other hand, will be encrypted and stored off-chain in Health Insurance Portability and Accountability Act–compliant cloud-based storage. The system uses public key infrastructure–based asymmetric encryption and digital signatures to secure shared EHR data.

**Results:** In collaboration with Stony Brook University Hospital, we developed ACTION-EHR, a system for patient-centric, blockchain-based EHR data sharing and management for patient care, in particular radiation treatment for cancer. The prototype was built on Hyperledger Fabric, an open-source, permissioned blockchain framework. Data sharing transactions were implemented using chaincode and exposed as representational state transfer application programming interfaces used for the web portal for patients and users. The HL7 Fast Healthcare Interoperability Resources standard was adopted to represent shared EHR data, making it easy to interface with hospital EHR systems and integrate a patient’s EHR data. We tested the system in a distributed environment at Stony Brook University using deidentified patient data.
Conclusions: We studied and developed the critical technology components to enable patient-centric, blockchain-based EHR sharing to support cancer care. The prototype demonstrated the feasibility of our approach as well as some of the major challenges. The next step will be a pilot study with health care providers in both the United States and Switzerland. Our work provides an exemplar testbed to build next-generation EHR sharing infrastructures.

(J Med Internet Res 2020;22(8):e13598) doi:10.2196/13598
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Introduction

Timely sharing of electronic health records (EHR) across providers is essential for prompt medical care. For instance, transition and coordination of care for cancer patients are very common phenomena. A patient’s history of health, tests, diagnoses, and treatments provides necessary knowledge for physicians to make clinical decisions. Access to EHR history is also preferred by individual patients to support personal and family engagement with user-centric control of data sharing and access [1]. Historical EHR data can also empower predictive modeling to drive personalized medicine and improve health care quality through machine learning [2].

EHR data are highly private and sensitive. According to the Health Insurance Portability and Accountability Act (HIPAA) [3], a patient has the right over his health information and can set rules and limits on who can access and receive health information. In current practice, if a patient needs to transfer his clinical data from one hospital to another, he is typically required to sign paper-based consent that specifies what type of data will be shared and the information about the recipient. EHR data sharing is mostly still a tedious manual process through fax or mail and often takes days or even months for the records to become available. This is mainly due to a lack of systematic infrastructure support for secure and trustable EHR data sharing, which may also incur major delays for patient care.

Ecosystems for health information exchange (HIE) aim to ensure that patient data from EHR are securely, efficiently, and accurately shared nationwide. However, HIEs have limited adoption, and many regional networks are still isolated [4]. Furthermore, the current system lacks standard architecture, resulting in a failure to ensure proper security and access control for patients once data are shared. HIEs are generally designed as a single, fully trusted entity that is solely responsible for managing and storing EHR data from multiple participating hospitals. While a centralized system may be easier to manage, it suffers from a single point of failure and may prove to be a performance bottleneck for real-world deployment. In addition, a centralized authority with access to sensitive health information has proven to have more security and privacy concerns from end users. The experience with GoogleHealth wallet [5], for example, has shown that patients are concerned about their privacy and aware of the potential risk that their sensitive data might be misused. Alternatively, all the data can be stored and managed in the encrypted form (e.g., using homomorphic encryption) for increased security and privacy. However, it requires large amounts of memory and extensive computations [6] that can be prohibitive for a hospital environment. Partial data encryption can improve the efficiency of such methods [7]; however, in medical settings, there might be a need to access and analyze all historical data and images (that lack any encryption) for better health care decisions.

Blockchain technologies have recently emerged with tremendous momentum based on the success of the Bitcoin cryptocurrency [8]. Blockchain uses a distributed ledger to provide a shared, immutable, and transparent history of all the actions that have happened to all the participants of the network. It enables a new generation of transactional applications that establish trust, accountability, and transparency. Blockchain, in particular permissioned blockchain technology, makes it possible for a user to have complete control of data and privacy without a central point of control; thus, it is highly cost-effective and efficient for building applications for sharing EHR data [9-15].

In this paper, we propose ACTION-EHR, a patient-centric, secure, trustable EHR data sharing framework with permissioned blockchain framework that can not only accelerate the data sharing process but also enable patients to take action on their own EHR data for sharing with full access control. The system will not only allow individual patients to stay at the center of their care but also enable medical practitioners and researchers to have fast, secure data access to enhance cancer treatment with significantly reduced cost and improved efficiency.

Methods

Background on Blockchain Technology

Blockchain is a peer-to-peer distributed ledger technology that provides a shared, immutable, and transparent append-only register of all the transactions that happen in the network [8]. Data in the form of transactions, digitally signed and broadcasted by the participants, are grouped into blocks in chronological order and timestamped. A hash function is applied to the content of the block and forms a unique block identifier, which is stored in the subsequent block, thus forming a “chain.” Due to the properties of the hash function (the result is deterministic and cannot be reversed), one can easily verify if the block was modified by hashing the block content and comparing it with its identifier. The hash of the previous block, as a part of the block content, allows one to ensure the block belongs to its “location.” The blockchain is replicated and maintained by every participant. With this decentralized approach, there is no need to set up a single trusted centralized entity for managing the registry. The participants (in particular, in the permissioned settings) will notice a malicious attempt to tamper with the
information stored in the registry; hence, the immutability of the ledger is guaranteed.

Blockchain technology relies on public key infrastructure (PKI) and employs cryptographic primitives such as digital signatures and asymmetric encryption. In case of an asymmetric encryption scheme [16], two keys are generated: One of the keys is publicly known (public key), and the other (private, or secret, key) is kept private by its owner. To send a secret message, the sender encrypts the message with the recipient's public key and sends it. The recipient can decrypt it using his private key. A digital signature is a construct that authenticates both the origin and contents of a message in a provable manner. A user signs the message with his private key, and other users can check the signature with the public key of the signer [17]. PKI is a framework for managing the creation, distribution, identification, authentication, and revocation of public keys [18]. Adding a new block to the existing ledger is defined by the consensus protocol employed in the implementation of the blockchain technology. A consensus protocol is defined as a protocol employed to disseminate requests among the nodes, such that each node executes the same sequence of requests on its instance of the service [19]. Based on the membership mechanism (ie, how the identity of the participant and their right to participate in the consensus are defined within a network, such as proof of work or endorsement policy), one could distinguish between permissionless and permissioned blockchain systems [20]. The role of the proof of work is to define who will be adding the next block (something that is defined at the policy level in case of permissioned blockchains where identities of the participants are known). Permissionless and permissioned systems also usually employ different consensus protocols (eg, Nakamoto consensus, Practical Byzantine Fault Tolerance [PBFT]). Nakamoto consensus realizes a replicated state machine abstraction, where nodes in a permissionless network reach agreement about a set of committed transactions as well as their ordering [21]. The protocol relies on chaining blocks of transactions. Nodes express their acceptance of the block by working on creating the next block in the chain, using the hash of the accepted block as the previous hash. In case of PBFT or other protocols used in permissioned blockchains, the designated set of nodes verifies the validity of transactions based on the credentials of the transaction’s origin. The architecture design of permissioned blockchain technology provides privacy and security guarantees that are impossible to achieve in the permissionless settings.

We restrict our work by following the settings of the permissioned blockchain technology for highly sensitive EHR [22]. A permissioned blockchain network is operated by known entities such as stakeholders of a given industry. Thus, this design choice enables improved control of the participating network and registration of users and minimizes the computational power compared to the expensive proof of work process used in a permissionless blockchain. As a result, better transaction throughput can be achieved while providing improved trustworthiness and preserving the privacy and audit trails of data sharing.

Hyperledger Fabric [23,24] — an implementation of a permissioned blockchain — is an open-source blockchain initiative hosted by the Linux Foundation. Hyperledger Fabric contains a security infrastructure for authentication and authorization (membership service [MS], employing a certificate authority [CA], which is an entity that can generate certificates for key pairs for signing and encryption for the peer nodes and solution users [SUs]). The goal of an MS is to support enrollment and transaction authorization of peers and users through public-key certificates. This is one of the main differences from the permissionless blockchain framework. Hyperledger Fabric also provides the support of anonymous credentials with multiple CAs and the use of threshold signatures. In addition to the MS, the other main architectural components are peers and an ordering-service node, or orderer. Orderer is a node (or a cluster of nodes) running the communication service that implements delivery guarantee, such as atomic or total order broadcast. This is done by transaction verification and ordering. During the verification phase, the digital signature of the transaction issuer is verified, as well as the so-called endorsement policy. The endorsement policy is defined for a chaincode and is used to instruct a peer on how to decide whether a transaction is valid. An example of such a policy can be defined as a requirement that all the peers in the network have to validate (and therefore sign) the transaction. Then, the orderer, during the verification, must ensure that the transaction is indeed signed by all the peers and that the signatures are valid.

In Hyperledger Fabric, smart contracts are implemented by the chaincode. The chaincode is defined by its logic and associated world state (state). The chaincode logic is a set of rules that define how the transactions will be executed and how the state will change. The logic can be written using general-purpose programming language. The state is a database that stores the information in a form of key-value pairs, where the value is an arbitrary byte array. The state also contains the block number to which it corresponds. The ledger manages the blockchain by including an efficient cryptographic hash of the state when appending a block. This enables efficient synchronization if a node was temporary offline, minimizing the amount of stored data at the node.

System Model of ACTION-EHR

ACTION-EHR (patient-centric, blockchain-based EHR management) is a permissioned blockchain-based system for EHR data sharing and integration. Each hospital will provide a blockchain node integrated with its own EHR system to form the blockchain network, and a web application will be used by patients and doctors to initiate EHR sharing transactions. To achieve scalability for the EHR data, ACTION-EHR takes a hybrid data management approach, where metadata on data sharing will be stored on the chain and shared EHR data will be encrypted and stored off-chain in HIPAA-compliant cloud-based storage. A patient (or his health care proxy) will be able to initiate a record-sharing request and define sharing permissions, thus having full control of the shared data. PKI-based [25] asymmetric encryption (that distinguishes between encryption and decryption keys) and digital signatures are employed to secure shared EHR data. The system model of ACTION-EHR framework is shown in Figure 1, and a prototype was implemented using Hyperledger Fabric v1.4.
Figure 1. The system model for ACTION-EHR, a distributed patient-centric blockchain-based electronic health record data sharing system based on permissioned blockchain technology and implemented using Hyperledger Fabric v1.4. ECA: enrollment certificate authority; HIPAA: Health Insurance Portability and Accountability Act; TCA: transaction certificate authority; TLS-CA: transport layer security certificate authority; UI: user interface.

ACTION-EHR consists of the following components: peer node, SU, client-server web application, MS, orderer, and HIPAA-compliant cloud storage (CS).

The peer node (1-n) is a peer in the EHR blockchain network representing a health care institution. As each hospital has its own EHR system, the peer node will have access to the EHR system for pulling data for sharing. The peer node has a web server, EHR integration layer, chaincode defining the sharing operations, and a database (ie, CouchDB [26]) for on-chain data management (Figure 2). The peers also agree on the validity of the transactions and maintain the current state of the blockchain ledger by adding new blocks of transactions and updating on-chain data accordingly. Metadata are stored on-chain and consist of EHR metadata (eg, data source, data category) and permission metadata for each EHR record to be shared.

The SU is an end user of the system. Currently, there are 2 SU roles available: patient and caregiver. We also assume that at every hospital, there is a trusted user with a role of administrator for registering new users. The user management will be automatized once the system is integrated into the clinical data flow, and the electronic identity management system in a hospital (ie, ID cards) can be used. The identity of the administrator, as well as the identities of the users, is maintained by a CA.

A client-server web application is used for SUs, who will access the system through a web client (user interface provider). A web server is deployed on each peer node, which interacts with the chaincode. A hospital administrator (Admin) enrolls the users and retrieves the data from the local EHR database. To ensure that the software is trustworthy, the source code can be digitally signed and made available as open source for verification.

The MS is an entity that manages the network identities of all member organizations and users but does not have access to the EHR data or metadata stored on the blockchain. Before registering a peer, the MS uses a trusted database (such as the National Practitioner Data Bank) to verify the peer. To relax the assumptions and provide stronger security and distributed trust, collective authority servers could substitute for a single MS [27]. We assume that the MS is trusted and hosts a standard CA that can generate certificates for key pairs for signing and encryption for the peer nodes and SUs.

The orderer is a service that provides the verification and ordering of the transactions.

The HIPAA-compliant CS is a server where highly sensitive health care data in an encrypted form are stored according to the access-control policy specified by the patient. The CS is used to support exchange of large files such as medical images and can also be employed when constructing the full history of the patient data.

Based on this design, Action-EHR provides the following two user scenarios for the patient and caregiver, respectively.
A patient can log in into the web platform using a web application. The patient can then share his health care data (using automatic fetching via a “record sharing service” responsible for verification of the patient’s existence, the data existence, and pulling the data) from the local database, emulating the hospital database management system with registered caregivers from hospitals that form the blockchain network. To share the data with a caregiver, the patient will need to specify the caregiver, the category of the data to be shared, and for which period of time this caregiver will be able to access the data. The transaction is generated automatically based on the information provided by the patient via the web application and is broadcasted in the network. Simultaneously, prior to being uploaded to the cloud, the data are encrypted. The corresponding transactions that define the metadata of the uploaded data are then added to the ledger.

A caregiver can log into the system and query the ledger to view the permissions specified by the patient, download from the CS with respect to the permissions, and decrypt the data. The patient can revoke the permission given earlier to the doctor by updating the ledger with the corresponding transaction. The patient can also retrieve all historical transactions from the blockchain in chronological order. This can be used for auditing purposes. Permissions can also be indirectly used to delete the data corresponding to the patient. If the patient wants to delete his data from the CS, he can modify the permissions on the blockchain accordingly. Implementation of the data-deletion process is the next step in our future work.

**Implementation Considerations**

**Cloud Storage**

One major challenge for sharing EHR data over blockchain is scalability, as EHR data such as images can be large. Due to the distributed replicated nature of a blockchain network, storing and replicating EHR data on the network for sharing are infeasible, as the large data volume will significantly slow performance. Instead, we propose a hybrid data management approach: All metadata (such as transactions, metadata of EHR, access control) are stored on the chain, but shared sensitive EHR data are stored and managed in a HIPAA-compliant cloud. We adopted Amazon Web Services (AWS), which provides HIPAA compliance through the “AWS Business Associate Addendum” [28]. The shared EHR will be encrypted and stored in AWS storage, which provides high scalability, high availability, and low latency.

**Blockchain Nodes**

The components of the Hyperledger Fabric are provided in the form of virtual containers — a standard unit of software that packages code and all its dependencies. However, in a real-work scenario, each peer will be physically located on the hospital premises; thus, we have to be able to run each peer on a separate machine. For metadata management on-chain, we take a key-value approach, where the “key” is a pseudonym of the patient (that can be generated as a randomly selected combination of letters and numbers or using a hash function), and the value represents the metadata represented in a JavaScript Object Notation document stored in a chaincode state database CouchDB [26], a document-oriented NoSQL database provided by Hyperledger.
Web Portal
To interact with the chaincode and manage the users (patients and caregivers), a web portal and set of methods that allow communication between the user interface and the server (chaincode) are required. For testing purpose, we created a simulated EHR database with example patients, EHR data, and caregivers for each node. The web portal of the applications makes asynchronous calls to the representational state transfer application programming interfaces implemented in Javascript. The technologies used to implement the web portal are HTML, cascading style sheets, and Javascript, as well as open-source Bootstrap libraries.

Cryptographic Operations
Following best practices for applied cryptography, we ensured that all the SUs possess 2 different key pairs for signing and encryption. The keys are generated during the registration phase. With his secret key for signing (SK$_{SI}$), the SU signs every transaction when exploiting the functionality of the chaincode. Users can verify the authenticity of the transactions and permissions by verifying the digital signature. A hybrid cryptosystem (ie, a cryptosystem that combines the convenience of a public-key cryptosystem with the efficiency of a symmetric-key cryptosystem [29]) is used to encrypt the patient’s data. Patient data are being encrypted with the symmetric key before being uploaded to the CS. Then, the symmetric key is encrypted with the public key of a patient for storage and with the public key of the doctor, with whom the patient wishes to share the data. To decrypt the patient’s data, the doctor first uses his corresponding private key to decrypt the symmetric key and then uses it for data decryption. Different approaches can be chosen depending on the available mechanisms to manage the symmetric key. One solution is to use only one patient-specific symmetric key to encrypt the data of this patient and ensure strong protection of this key. Although this theoretically gives the doctors with whom the patient shared the data the opportunity to decrypt all the patient’s data, permissions stored on the ledger strictly manage access to the patient’s data, only allowing the doctors to download the data according to the patient’s access control policy. An advantage is that if a patient wants to share the same data with multiple doctors, he only needs to upload the encrypted data once, and only the key will be shared multiple times. Yet, if such a patient-specific key is compromised, a set of actions have to be immediately taken by the patient to prevent violation of his privacy and restore data availability. Using a newly generated symmetric key for each data-sharing operation will minimize this privacy threat in case of a compromised key yet will require establishment of comprehensive key management and duplication of the patient’s data when shared with different doctors. While both approaches are viable, for the prototype, we used the latter and assumed that the keys are encrypted and managed off-chain and can be stored using existing conventional approaches (eg, smart cards, security tokens, or cloud-based hardware security modules [30]). The public-key encryption ensures confidentiality of the symmetric keys, the symmetric encryption ensures confidentiality of the patient’s data, and the digital signature ensures integrity, non-repudiation (ie, provides proof of the origin), and authenticity.

The properties of the blockchain technology, architecture design, implementation approaches, and cryptographic interfaces guarantee the protection of the sensitive data that flow in the system. These include the following privacy and security properties: data integrity, confidentiality, authenticity, and availability according to the access-control policy, as well as unlinkability between system metadata and the corresponding patient’s identity for any unauthorized user (ie, only the users authorized by the patient are permitted to link the patient's identity and his record stored on the blockchain).

Results
In this section, we present our solution prototype that demonstrates the feasibility of the approach. We describe the data model and the data sharing transaction that are in-line with the system model and required functionalities defined in the section, System Model of ACTION-EHR.

Overview of the Prototype
To present ACTION-EHR, we use the example of sharing EHR data between oncology information systems for radiation oncology. The EHR data include radiation, medical, and surgical information to assist radiation oncologists and medical physicists to manage different types of medical data, develop oncology-specific care plans, and monitor radiation doses for patients. We also describe one-organization and multiple-organization settings, both of which have been implemented.

Figure 2 shows the one-organization settings: The EHR blockchain network is formed by a cloud server, MS, orderer, and peer nodes (health care institutions; Figure 2). Every hospital participating in the network needs to deploy a server running a Hyperledger Fabric v1.4 peer, interfacing an EHR database (for testing, a simulated EHR database using MySQL was used per peer), an instance of CouchDB for on-chain metadata management, and a web application to interact with the chaincode and EHR.

However, while such approach is easier to set up and maintain, it may not be the best fit in practice: The MS is then required to manage the identities of all the users from different hospitals. Moreover, a certain level of centralization is unavoidable, as separate designated entities are required to host the MS and the orderer.

In order to address this issue and provide better levels of decentralization and trust, we employed the concept of organizations from Hyperledger Fabric to create a network of hospitals (as shown in Figure 3), where each hospital will be represented as an independent organization and will have its own MS, orderer, and set of peers and will host a web application. In such settings, user management is distributed, yet a patient is able to choose a hospital and doctor to add corresponding permissions. The network is dynamic: A hospital can join the network according to the policy set up in the network and after exchanging the public part of the cryptomaterials.
Figure 3. Communication between the components of the ACTION-EHR system (multiple organizations). CLI: command line interface; MSP: membership service provider.

Data Model of Action-EHR

Figure 4 presents the data model of ACTION-EHR, representing the data structure of EHR data and metadata that are stored on the chaincode and cloud server, respectively. Records on the blockchain are stored in a “key-value” form; “key” is a pseudonym of the patient, and a corresponding patient’s record in JavaScript Object Notation format is stored as a byte array forming a “value” part of a chaincode state.

Figure 4. The data structure of the metadata and electronic health record (EHR) data stored on the blockchain and cloud server, respectively. CS: cloud storage.
Access Control Metadata
The block containing the information about the permissions is organized as follows. Each permission corresponds to an ID, with which a caregiver is registered in the system. Every permission specifies the timeframe (“from: to:”) during which the clinician has the right to “read the patient’s data that fall into a specific ‘data category’ and to upload the data to the cloud repository (“write”). “Timestamp” enables the patient to update and track access control changes. For patient P to revoke the right for caregiver C to access a specific type of data provided by other caregivers, patient P has to add a new permission with another time frame. To do so, the patient needs to update the ledger by sending the corresponding transaction.

EHR Metadata
Clinical metadata is a block that contains information about all the data files uploaded to the cloud by the clinicians or the patient himself. The metadata items are categorized based on the semantics of the corresponding data files. Every item contains an ID for the clinician that uploaded the data (“doctor ID”) or a patient’s pseudonym, a pointer to the file that is stored in the cloud (“path to file”) and the hash of the data file (“hash(file)”) to ensure unforgeability of the data stored in the cloud, and the “timestamp” of the moment when the data file was uploaded. It is not necessary to use a digital signature for the file instead of the hash, as the entire content of the transaction that contains doctor ID and hash(file) is digitally signed by the doctor that uploads the file.

Web Portal for Solution Users
The web application is an implementation of a user interface that provides users easy access to the functionalities of our prototype. There are 3 views of the web portal: administrator (to be merged with the identity management system in a hospital once the prototype is fully integrated into the clinical dataflow), patients (user), and caregivers (user).

The administrator page shows the list of all the patients and doctors from the hospital that are registered in the system. It is possible to enroll a new user via the administrator page by invoking the MS and verifying that the credentials were generated for this user. Through this page, it is also possible to customize the interface (eg, to add or remove a new department or new roles; extending the functionality by adding new roles such as nurse or laboratory scientist is planned for the future development of ACTION-EHR).

When the patient logs in to the patient portal, he can access the patient-specific functionalities of the prototype (Figure 5). The patient can view his data that are currently stored on the cloud, together with the corresponding permissions, including which doctor(s) can access the data and during which period of time. When the patient adds a permission to allow the doctor access the data, the data are encrypted with the public key of this doctor and uploaded to the cloud. The patient can also download his data and modify the access control policy by adding new permissions. The patient can also see the caregivers from whom he is receiving care and a history of all the sharing transactions.

Figure 5. Web portal (patient view): p1 can add a new permission for caregiver d1 (‘read’ the data for the specified time interval and immediately “revoke” the permission given to the specified caregiver).

Figure 6 shows the history of all the permissions given by a specific patient. This information can be used by the patient to review his access control policy, as well as for audit purposes. In further development of the system, this information will also contribute to building the full history of the patient’s data.
The portal for caregivers (as shown in Figures 7 and 8) allows the doctors to view information for the patients receiving treatment and what data they have shared. The doctor can see which patient shared with him which type of data and during which period of time (Figure 7) as well as download the corresponding patient data files based on the permissions specified by the patient (Figure 8).

**Figure 7.** Web portal for the caregiver: view data.
Discussion

Principal Findings

To achieve the required functionalities of ACTION-EHR (see System Model of ACTION-EHR), we designed the system architecture and data structure of on-chain and off-chain storage. We defined and implemented the data-sharing protocol with respect to the health care scenario and developed the chaincode accordingly. We created the web application that serves as a user interface and enables interaction with the chaincode. To ensure interoperability and seamless integration of our system into the clinical dataflow, we implemented an independent pluggable module that provides conformance with the Fast Healthcare Interoperability Resources (FHIR) standard.

Given the health care environment for which our system has been developed, it is of high importance to ensure security and privacy of multiple data types of different sensitivity levels. Our system guarantees privacy rights and security properties (data integrity, availability, confidentiality, authenticity, and unlinkability) for the following types of data: EHR data, metadata (including permissions or access control policy), and cryptographic keys and user credentials.

Multimedia Appendix 1 contains a detailed description of the threat model, definition of the security properties, and security analysis.

Limitations

It is challenging to apply a relatively new technology that is not yet framed by government rules and regulations in a highly regulated health care environment. Some technical limitations of our prototype, especially related to the application domain, are highlighted in the paragraphs that follow.

The risk of having a single point of failure of the system can occur if the deployment of the system is not done correctly (if only a single orderer and single CA are employed). Using Kafka cluster and multiple CAs (such as in [27]) can address this limitation. The properties of the group signatures [31] and anonymous credentials [32] could also be explored to address this limitation in future work.

In the health care domain, emergency situations occur regularly, and data might be required urgently. If an unconscious patient arrives at a medical institution and the access control policy is defined such that no caregiver from the medical institution has a right to access the patient’s EHR, it is impossible to update the permissions and grant caregiver access to the data. Robust and secure “break-glass” mechanisms for emergency situations are required to address this limitation.

According to the new General Data Protection Regulation in Europe, a patient has “the right to be forgotten.” This right might not be easily compatible with the immutability principles of the current implementations of the blockchain technology used in this work; the patient cannot delete his metadata record from the ledger. Applying different cryptographic techniques such as asymmetric encryption, threshold encryption, and proxy re-encryption, as well as principles of redactable blockchains (as proposed in [33,34]) could be used to address such limitations and will require further investigation.

Comparison With Prior Work

In this section, we describe recent related work employing blockchain technology to achieve fast, secure, and privacy-preserving sharing of EHR. We also underline the differences with our work described in this paper.

A recent review [15] provided an extensive list of studies and ongoing projects that focus on exchanging patient care data using blockchains to improve medical record management, conduct clinical studies, and support health care financing tasks. The authors describe key benefits of using blockchain technology in health care and discuss potential problems and challenges to be considered when adopting permissionless blockchain technology (eg, speed and scalability, confidentiality, the threat of a 51% attack, management of the transaction fees, and “mining”).

The two most mature prototypes are MedRec and FHIRchain. MedRec [13] is a system based on Ethereum smart contracts for an intelligent representation of existing medical records that are stored within individual nodes on the network. The authors propose two incentivizing models for “mining,” including the
possibility of accessing the data for research purposes. However, the authors did not propose a mechanism for generation of such anonymous data for research in a decentralized manner while ensuring patient privacy. FHIRchain [10] is a blockchain-based approach for data sharing that encapsulates the HL7 FHIR standard for clinical data. Zhang et al [10] describe a rigorous and deep study of using blockchain technology to transfer EHR. As these two systems use the permissionless blockchain technology, they both face most of the challenges listed by Kuo et al [15] and those already mentioned. Moreover, for instance, in MedRec, the pseudonymous property of transactions and use of a public key as a node address in a current prototype implementation can lead to inferring patterns of treatment from frequency analysis. Even without disclosure of name or personally identifiable information (encryption of the on-chain data and traffic), through the analysis of network communications, one could infer that some interactions have taken place. In our work, we employed permissioned blockchain technology, where only verified nodes are allowed to have access to the ledger. This prevents malicious traffic monitoring. Moreover, we employed encryption of the off-chain data and stored them in the cloud to protect against accidental or malicious violation of confidentiality and unavailability of the patient’s health care data. At the same time, we removed from the original data sources the threats posed when publicly exposing interfaces for data access based on the pointers to the original data sources. In addition, employing an MS allows more flexibility of the user management processes, including rigorous verification of a new user. In our work, we also employed a pseudonymization approach that allows retrieval of the sharing history of a specific patient. In cases of the FHIR chain and other Ethereum-based implementations, public keys are employed as a form of digital identity. However, if the user loses his private key, it is impossible to authenticate this user.

In the space of applying permissioned blockchain technology in health care, the following studies share some similarities with our approach. The work presented by Liang et al [9] focuses on collecting medical data from wearable health devices, such as watches and bands. The authors proposed using the permissioned blockchain technology and storing health care data on-chain. Liang et al [9] implemented an access control scheme by utilizing the MS component and data separation via channels to protect privacy. Our approach is different, as we propose using the blockchain ledger to mainly store the metadata and permissions corresponding to the health care data, which are stored on the cloud service in encrypted form. This enables a more granular access control policy, enhances the data security and privacy, and avoids unnecessary replication of health care data. Magyar [35] used the basic principles of the HIPAA regulation and suggested a list of cryptographic tools that can be potentially applied to ensure data privacy and security, as well as potential approaches to modeling EHR blockchain–based EHR applications. While providing important insights, the work of Magyar [35] is only theoretical; no implementation is provided.

Analysis of the challenges that need to be addressed in the health care industry, as well as the potential benefits of employing blockchain technology, especially a permissioned implementation, can be found in the studies by Krawiec et al [11], Paranjape et al [36], and in a whitepaper from IBM [12]. Our work, while agreeing with the general statements, also focuses on the practical example and extends them by providing analysis of the privacy and security, as well as current limitations and approaches to address them, of a specific implementation.

Peterson et al [14] presented another system design based on the permissioned blockchain implementation (MultiChain [37]) and discussed how FHIR integration into such a system can address the interoperability issue. The proof of interoperability proposed by Peterson et al [14] is based on conformance to the FHIR protocol, which requires verification that the messages sent to the blockchain can get converted to other required formats. This work by Peterson et al focuses on data storage and data interoperability but is limited in terms of the smart-contract functionality that is not supported by the chosen underlying blockchain technology implementation. In contrast, we leveraged the smart-contract functionality to enable a dynamic access control policy definition and to ensure some of the privacy and security properties of our prototype.

Storing data on blockchain can restrict the data volumes that can be efficiently managed and can violate the rights of the patient (ie, to delete data or withdraw from participation in a research study). Motohashi et al [38] described a system design for a blockchain-based system for clinical trials that requires data aggregation from mobile devices. The authors proposed using multiple relay servers to encrypt the data before uploading it to the blockchain. While using relays helps against tampering with and takes on the complexity of data encryption on the mobile device, the relay servers (or at least the majority of them) have to be trusted. This can be acceptable only for anonymized data and if it is impossible to link the data to the real identity of a user or owner of a mobile device. Li et al [39] presented a system to share encrypted prescriptions data and used the same underlying implementation of private permissioned blockchain technology and, similar to our work, key-sharing mechanism. However, as in the study by Motohashi et al [38], Li et al [39] chose to store the data on the blockchain. In ACTION-EHR, only metadata are stored on the blockchain. Hylock et al [40] presented a patient-centric blockchain framework that supports a set of configurations (different modes related to the encryption and data-storage modes). To comply with legislation, the authors proposed an alternative approach: to use redactable blockchain [41] to build the ledger that consists of immutable and non-immutable blocks. The authors however do not provide a multinode implementation, which makes it impossible to evaluate proof-of-concept presented in the paper. The authors also proposed storing the data at the original data sources, which, as already discussed, can introduce data unavailability and security threats.

Pournaghi et al [42] proposed using both permissioned and permissionless blockchain technologies, the former to exchange the pointers to the encrypted data stored in the cloud, as well as the symmetric encryption key, encrypted with an attribute-based encryption scheme. The latter is used to distribute the description and access-control structure for the data stored in the cloud. The authors proposed using PBFT-based consensus for both blockchains, which can introduce scalability issues. In
addition, defining an access structure for an attribute-based encryption scheme requires specification of the attributes for medical and patient profiles, using a format of the tree where each inner node is a threshold gate and the leaves are the attributes. It can be difficult for a patient to construct such an access-control structure. Sharing such a structure, as well as sharing cryptographic keys (even in the encrypted form) on the blockchain, could also create a threat to patient privacy. While we use a similar concept of storing encrypted data on the cloud and sharing pointers on the blockchain, we propose exchanging the keys off-chain and enforcing an access-control policy by letting the cloud verify the consistency of the ledger prior to sharing the data. We propose a simpler yet secure approach for defining an access-control policy; permissions are defined for pseudonymized users and are stored on a private permissioned blockchain.

A plethora of existing blockchain platforms and various prototypes built on top of the technologies can aggravate the lack of interoperability between health care systems that is highly relevant due to multitude EHR systems with different interfaces. Thus, ensuring interoperability between different blockchain platforms is of high importance and shall be considered as one of the possible directions for future work. Moreover, due to custom privacy requirements and individual needs of different patients, one can think of a multiple-ledger design: a patient-specific or even case-specific ledger [43]. Data then can be replicated among multiple ledgers and locations, creating the network of networks [44].

Conclusions

In health care, a distributed ledger can be seen as a shared immutable and transparent history of all the actions performed by eHealth users; these actions include defining access control policies and sharing, accessing, and modifying the data. This work presents the architecture of the framework for the specific data sharing case for radiation oncology and the implementation of a prototype that ensures privacy, security, availability, and granular access control over highly sensitive patient data. The methodology is general and can be easily extended to support other types of patient care.

The functionality of the prototype meets the requirements from a medical practice perspective. To ease the adoption of the prototype, we implemented an independent pluggable module that conforms with the FHIR standard. Our next step is to set up a pilot network of health care institutions in the United States and Switzerland for further testing of ACTION-EHR with patient data. Once adopted by the health community, such a system will reduce the turnaround time for data sharing, improve decision making for medical care, and reduce the overall cost.
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Comment on “Internet-Based Cognitive Behavioral Therapy With Real-Time Therapist Support via Videoconference for Patients With Obsessive-Compulsive Disorder, Panic Disorder, and Social Anxiety Disorder: Pilot Single-Arm Trial”

We read with great interest the pilot single arm trial by Matsumoto et al [1], which examined the role of internet-based cognitive behavioral therapy (ICBT) via video conference. This paper is both timely and exciting as it assesses the impact of the delivery of remote cognitive behavioral therapy (CBT) to increase access to health care by leveraging improved telecommunication infrastructure.

The authors begin by explaining that difficulties with accessing CBT are due to the expense, number, and uneven urban distribution of therapists, and feel that telemental health has resolved these issues. We would comment that whilst distribution will have been addressed, the use of video conferencing alone would likely be insufficient to address the expense and the paucity of therapists. Therefore, this represents an apparent limitation on the scalability of such interventions.

Varying the level of interaction with the therapist through the use of computer-assisted CBT (an empirically developed computer program that builds on CBT skills) has already been described with positive results both in terms of outcomes and cost-effectiveness in a population of primary care patients undergoing treatment for depression [2]. Future work could look to offer a combination of both computer-assisted CBT and video conferencing as a newly derived treatment regimen to assess the efficacy of this combination.

The equivalence of face-to-face CBT and ICBT in a meta-analysis of 1418 patients [3] further strengthens the validity of the conclusions drawn by Matsumoto et al [1]. However, with regards to the methodology employed, the pretrial use of medication duration did not appear to be controlled for, and the article did not state the timing of the interventions. Knowledge of concomitant use of medication could help further delineate the role of ICBT alone in assessing
the overall impact. Furthermore, an appreciation of the timing of the CBT sessions could offer therapeutic information as a potential datapoint for the efficacy of CBTs. With specific knowledge of the time an ICBT session took place, one could assess the efficacy of the ICBT session in working hours relative to out-of-hours. Further, the compliance to treatment regimens could be assessed given the increased flexibility of the session appointment times.

Although the single-arm nature of the trial limits the applicability of the conclusions, the authors describe a preference (83% of participants) for video conferencing over face-to-face CBT. More information as to the rationale belying this preference would help inform future intervention strategies.

Although a need for further clarification exists, the authors are to be commended on their unique contribution to the field, and it is with great excitement that we anticipate future works to further describe the potential benefits of ICBT and its applications.
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Abstract

Background: Understanding public behavioral responses to the coronavirus disease (COVID-19) epidemic and the accompanying infodemic is crucial to controlling the epidemic.

Objective: The aim of this study was to assess real-time public awareness and behavioral responses to the COVID-19 epidemic across 12 selected countries.

Methods: Internet surveillance was used to collect real-time data from the general public to assess public awareness and rumors (China: Baidu; worldwide: Google Trends) and behavior responses (China: Ali Index; worldwide: Google Shopping). These indices measured the daily number of searches or purchases and were compared with the numbers of daily COVID-19 cases. The trend comparisons across selected countries were observed from December 1, 2019 (prepandemic baseline) to April 11, 2020 (at least one month after the governments of selected countries took actions for the pandemic).

Results: We identified missed windows of opportunity for early epidemic control in 12 countries, when public awareness was very low despite the emerging epidemic. China's epidemic and the declaration of a public health emergency of international concern did not prompt a worldwide public reaction to adopt health-protective measures; instead, most countries and regions only responded to the epidemic after their own case counts increased. Rumors and misinformation led to a surge of sales in herbal remedies in China and antimalarial drugs worldwide, and timely clarification of rumors mitigated the rush to purchase unproven remedies.

Conclusions: Our comparative study highlights the urgent need for international coordination to promote mutual learning about epidemic characteristics and effective control measures as well as to trigger early and timely responses in individual countries. Early release of official guidelines and timely clarification of rumors led by governments are necessary to guide the public to take rational action.

(J Med Internet Res 2020;22(8):e21143) doi:10.2196/21143

KEYWORDS
COVID-19; internet; surveillance; infodemic; infodemiology; infoveillance; Google Trends; public response; behavior; rumor; trend
Introduction

In early December 2019, the then-unnamed novel coronavirus disease (COVID-19) emerged in Wuhan City and spread rapidly across China [1,2]. On January 23, 2020, the Chinese government placed Wuhan and several nearby cities under quarantine and implemented containment measures to slow community transmission [3]. The World Health Organization (WHO) declared the outbreak to be a public health emergency of international concern (PHEIC) on January 30, when there were almost 8000 confirmed cases worldwide; all but 98 of these cases, along with all 170 COVID-19-related deaths, were in China. The PHEIC declaration stressed the risk the virus posed to countries beyond China and the need for a more coordinated international response to the outbreak. On March 11, the WHO declared COVID-19 a global pandemic, with a worldwide confirmed case count of 118,000 in 114 countries and the death toll reaching more than 4200. At that time, more than 90% of cases were localized in four countries, including China and South Korea, where local epidemics had significantly declined [4]. By the end of April, the epidemic had spread to 213 countries with more than 3.02 million confirmed cases, leading to at least 208,000 deaths [5]. The United States reported the highest numbers of confirmed cases and deaths, followed by Spain, Italy, the United Kingdom, Germany, and France; all these countries reported over 120,000 cases and 24,000 deaths except for Germany, which reported approximately 6000 deaths [5].

During an epidemic, it is crucial to understand how critical information about the health threat is disseminated and how the public processes and responds to this information [6,7]. The risks and uncertainties of emerging infectious diseases may arouse public awareness and prompt either constructive behavior (eg, employing personal hand hygiene and avoiding mass gatherings) or disruptive behavior (eg, panic buying and adopting unproven treatments) [7,8]. COVID-19 has triggered the spread of rumors and misinformation through social media regarding unproven remedies, which has induced public stress and panic [9,10]. In addition, the public may respond differently to an epidemic across countries. In the early stage of the COVID-19 epidemic, people in Asian countries immediately began to wear face masks; however, Europeans and North Americans opposed this practice [11]. Messages from health authorities and evidence of the effectiveness of masks against COVID-19 are conflicting [12]. It is necessary to understand why and how the public responds to COVID-19–related information, which will further inform government risk communication and appropriate official guidelines [13].

The power of internet search data is being increasingly recognized in public health emergencies [14,15]. In contrast with traditional surveys, internet surveillance can systematically track public responses to epidemics in real time and is less likely to be affected by recall bias [16]. Despite these benefits, the role of internet surveillance (also called infoveillance or infodemiology) in monitoring public behavioral responses and rumors during an epidemic is still underexplored [17-19]. Using internet surveillance data from China and worldwide, this study aimed to assess the public awareness and behavioral responses in real time during the first 100 days of the COVID-19 epidemic. This study compares the governmental and public responses across selected countries and provides insights on the control of COVID-19 and future epidemics.

Methods

Study Setting

In this study, we conducted internet surveillance in 12 countries. In addition to China, three countries in East and Southeast Asia that were affected by the first wave of the pandemic were selected, namely Japan, South Korea, and Singapore, followed by four European countries (Italy, France, Spain, and the United Kingdom) and the United States. Additionally, Brazil, South Africa, and India, where internet surveillance data (Google Trends) are available, were selected from Latin America, Africa, and South Asia, respectively. All data are publicly available.

Data Collection

Internet surveillance was used to collect real-time data from the general public to assess public awareness and rumors (China: Baidu; worldwide: Google Trends) and behavior responses (China: Ali Index; worldwide: Google Shopping). The data cover the period from December 1, 2019 (prepandemic baseline) to April 11, 2020 (at least one month after the governments of selected countries took actions to address the COVID-19 pandemic). Table 1 lists the keywords used to measure public awareness, rumors, and behavioral responses to the COVID-19 epidemic.

Table 1. Keywords searched for public awareness, behavioral responses, and rumors regarding the COVID-19 epidemic.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Keywords</th>
</tr>
</thead>
<tbody>
<tr>
<td>Awareness of COVID-19</td>
<td>coronavirus (冠状病毒), Wuhan pneumonia (武汉肺炎)</td>
</tr>
<tr>
<td>Behavioral response to protection measures</td>
<td>mask (口罩), hand sanitizer (洗手液), disinfectant (消毒液/消毒剂/消毒水), thermometer (体温计)</td>
</tr>
<tr>
<td>Rumors</td>
<td>chloroquine, hydroxychloroquine</td>
</tr>
<tr>
<td>Worldwide</td>
<td>radix isatidis (板蓝根), Shuanghuangliao (双黄连), garlic (大蒜)</td>
</tr>
<tr>
<td>China</td>
<td></td>
</tr>
</tbody>
</table>

COV19: coronavirus disease.
Google Trends

Google Trends can provide insight into the relative search volumes of search terms on Google on a daily basis [20]. Depending on the source of the search, Google Trends can be further divided into web search trends and Google Shopping trends, and these trends were highly correlated (Multimedia Appendix 1). The Google Trends index (web search) on the topic of coronavirus was used to assess the awareness of COVID-19 among the general public, whereas the Google Shopping indices on two topics, mask and hand sanitizer, were used to assess the adoption of personal protection measures. In countries where Google Shopping data were limited for assessing public purchasing behavior (including Japan, Singapore, South Korea, Italy, and Spain), Google web search data were used as an alternative. Google Trends presents relative search volumes ranging from 0 to 100 (the maximum daily search volume on specific terms is standardized as 100%).

The antimalarial drugs chloroquine and hydroxychloroquine have been repeatedly mentioned by world-leading politicians as treatments for COVID-19 without clinical data to support their efficacy; these drugs have potentially deadly side effects [21,22]. By analyzing Google Trends data on both drugs, we assessed the public behavioral response towards misinformation worldwide.

Baidu Index

The Baidu search engine, which is Google’s equivalent in China, has more than 1 billion Chinese users. The Baidu Index, which stems from the frequency of searches using the Baidu search engine, is powered by Baidu statistics and exhibited as preset keywords. The Baidu Index reflects the daily number of searches on specific keywords, thereby assessing public awareness and intended behavior. We manually scanned and identified all Baidu Index keywords that included coronavirus, recommended personal protection measures, and rumors and misinformation. For comparison, we also gathered Baidu Index data from the same time period in the previous year as the baseline: December 1, 2018, to April 11, 2019.

Rumors and misinformation circulated widely in China regarding certain herbal medicines for personal health protection. From the Sina Weibo “Hot Search” ranking, we identified three keywords related to these rumors and misinformation: radix isatidis, Shuanghuanglian, and garlic. The Baidu Index on these terms was used to detect public behavioral responses regarding rumors and misinformation in China.

Ali Index

The Ali platform, Amazon’s equivalent in China, is a powerful and popular web-based electronic commerce marketplace with more than one billion users, and its purchasing index reflects the number of specific products purchased on the internet. The Ali Index was used to collect behavioral data during the epidemic. The National Health Commission of China issued a series of guidelines recommending that residents adopt personal protection measures consisting of four main aspects: respiratory protection, hand hygiene, home disinfection, and health monitoring [3]. Accordingly, we identified mask, hand sanitizer, disinfectant, and thermometer as keywords to reflect the above four measures. We employed these four keywords relevant to recommended personal protection measures to assess public behavioral responses to the COVID-19 epidemic (the Ali platform did not generate an index for rumor-related items).

Data Analysis

Public awareness on the epidemic was assessed using the Baidu daily indices in China and Google Trends indices worldwide. We assessed the intentions (Baidu Index) and behaviors (Ali Index) regarding the adoption of recommended personal protection measures as well as rumors about ineffective treatments in China; Spearman rank correlation analyses between the Baidu and Ali indices were employed to detect the consistency of intention and behaviors. Google Trends was used to assess the intended behavior regarding personal protection measures and antimalarial drugs worldwide. These indices were used to measure the daily number of searches or purchases related to specific keywords, which we then compared with daily data on numbers of confirmed COVID-19 cases. The Spearman rank correlation was used to examine the correlations between Google Trends for mask and hand sanitizer and the numbers of new COVID-19 cases in the selected countries. The indices were input into charts to observe the trends along the period of observation and facilitate the trend comparisons across countries.

Results

Public Awareness and Searches Related to COVID-19

The first COVID-19 case emerged on December 8, 2019, and it was first announced by the Wuhan Health Commission on December 31. As shown in Figure 1, the Baidu search index for coronavirus showed no results throughout most of December but jumped to 127,336 searches on December 31, 2019, when the Wuhan Health Commission first reported 27 patients with pneumonia of unknown cause. However, this number immediately decreased to 30,504 searches the next day and remained low between January 1 and 19, 2020. Starting on January 20, when the National Health Commission of China confirmed human-to-human transmission, this number increased sharply, and it peaked at 3,039,324 on January 25. Wuhan City implemented a series of quarantine measures starting January 23, followed by 30 provinces (autonomous regions and municipalities) across mainland China (excluding Tibet). After that, public searches steadily decreased with minor fluctuations. Figure 1 highlights two missed windows of opportunity for early epidemic control in China.
Outside of China, although there was a slight increase in public searches following the confirmation of human-to-human transmission of COVID-19, the Google Trends index for coronavirus began to decline on January 31, the day after the WHO declared the outbreak a PHEIC. This index continued to decline and remained at a low level until late February, when COVID-19 started to spread in Italy. Figure 1 shows that the world missed an additional 1-month window of opportunity for early epidemic control, even when the number of COVID-19 cases had reached almost 80,000 in China.

Behavioral Responses of Adopting Recommended Personal Protection Measures

The National Health Commission of China first proposed respiratory protection and hand hygiene as protection guidelines on January 21, 2020, and the use of home disinfection and health monitoring on January 22 and 25, respectively [3]. As shown in Figure 2, the Baidu and Ali indices of the four recommended personal protection measures, except for the Ali Index of thermometer, all started to increase sharply on January 21, with an exceptional drop on January 24 (Chinese New Year’s Eve). The Ali Index of thermometer increased rapidly from January 25. The Baidu Index, which indicated an intention to adopt all four measures, increased earlier than the actual behaviors presented in the Ali Index. Both indices remained steadily low during the same period in the previous year (baseline). These results indicate that the Chinese public responded quickly to the issuing of specific guidelines, and both intended and actual purchasing behavior dramatically increased accordingly. Correlation analysis (Multimedia Appendix 2) showed strong positive correlations between the Baidu and Ali indices for all recommended measures (correlation coefficient range of 0.676-0.860, \( P < .001 \)).
Figure 2. Trends of Baidu and Ali indices for recommended personal protection measures in China from December 2019 to April 2020: A. Face mask. B. Hand sanitizer. C. Disinfectant. D. Thermometer.

Figure 3 presents a cross-country comparison of Google Trends on mask and hand sanitizer with numbers of COVID-19 cases, and their Spearman rank correlation analyses are shown in Multimedia Appendix 3. All listed countries, except for Brazil and South Africa, started to report COVID-19 cases in late January 2020, whereas Brazil and South Africa reported their first cases on February 26 and March 5, respectively. In Japan, South Korea, and Singapore, Google Trends indices on mask and hand sanitizer quickly increased after human-to-human transmission in China and reached a peak around the end of January. The Google indices in Japan and Singapore then decreased and remained steady while the number of COVID-19 cases in these countries was small; meanwhile, with the rapid increase in the number of cases in South Korea, the Google index sharply increased and reached its second peak in late February. Correlation analysis (Multimedia Appendix 3) showed that the Google Trends for mask and hand sanitizer in the three Asian countries were significantly correlated with new COVID-19 cases in China rather than local cases.

In addition, the Google indices in European countries and the United States remained low after human-to-human transmission in China and started to increase when the number of COVID-19 cases increased from 11 to 123 in Italy on February 23 (Figure 3). In Italy and Spain, where the epidemic first spread among European countries, the Google Trends data for hand sanitizer were highly correlated with the number of local cases, whereas the purchase of masks lagged behind the epidemic for 2 to 3 weeks (Multimedia Appendix 3 and Multimedia Appendix 4). The public in India, Brazil, and South Africa did not respond to the spread of COVID-19 in China and Italy or to the PHEIC, with their Google indices remaining low until early March. Even if there was a small increase in the public response to the epidemic in other countries, the index then quickly decreased and did not start to rise again until the epidemic spread to those countries. Overall, the Google Trends data for mask and hand sanitizer were in line with the trends of the number of cases in each country (Figure 3 and Multimedia Appendix 3), and these trends reached their own peaks when COVID-19 spread locally. From early April, people around the world started to search for and buy face masks.
Figure 3. Cross-country comparison of Google Trends data for mask and hand sanitizer with numbers of COVID-19 cases from December 2019 to April 2020.

Public Responses to Rumors and Misinformation on Remedies

Figure 4 shows the trends in the Baidu indices on rumors, indicating intended behavior. The Baidu Index of *radix isatidis*, a traditional Chinese medicine used to treat fever, started to increase when the outbreak was first announced. It further increased sharply on January 20, 2020, when human-to-human transmission of COVID-19 and 291 cases were confirmed, and it reached a peak on January 21. The index started to decline from January 21 to 24, during which the newspaper *People’s Daily* issued three reports in an attempt to refute rumors of the effectiveness of *radix isatidis* against COVID-19. On January 31, *People’s Daily* reported that Shuanghuanglian, a Chinese medicine, could inhibit COVID-19, and the Baidu indices of both Shuanghuanglian and *radix isatidis* rapidly reached their peak.
peaks. Both indices decreased rapidly on February 2, when People’s Daily clarified that Shuanghuanglian cannot prevent COVID-19. A rumor that garlic could prevent COVID-19 started to spread on January 21, and the Baidu Index of garlic increased accordingly. This index reached a peak on January 27 and declined after January 28, when People’s Daily first refuted rumors about the protective function of garlic. Representing the baseline, these indices remained steadily low during the same period in the previous year.

**Figure 4.** Trends of Baidu indices for rumors related to herbal remedies in China from December 2019 to April 2020.

![Graph showing Baidu indices for herbal remedies](image)

**Figure 5.** Shows the Google Trends data for the antimalarial drugs chloroquine and hydroxychloroquine worldwide. Public searches for chloroquine started to increase and reached a small peak in late February, when COVID-19 started to spread in Italy. The increase in searches for chloroquine was observed during this time only in Asian and European countries (Japan, South Korea, Singapore, Italy, France, Spain, and the United Kingdom); it was not found in the United States, India, Brazil, or South Africa. Public searches on both drugs increased after mid-March and quickly peaked on March 20 after US President Donald Trump’s initial public remarks on the drugs at a briefing on March 19; this increase was observed in all countries.
Discussion

Principal Findings

Using internet surveillance data, we conducted a cross-country comparison of real-time public awareness and behavioral responses to epidemic information during the first 100 days of the COVID-19 pandemic. We identified squandered windows of opportunity for early epidemic control in 12 countries. The epidemic in China and the PHEIC did not prompt a worldwide public reaction to adopt public health protective measures; instead, most countries and regions only responded to the epidemic after their own case counts mounted. Even if there was a worldwide reaction, the public response to the epidemic in other countries would quickly fall without government leadership and communication. The public responded quickly to official announcements and adopted personal protection behaviors such as buying hand sanitizers; however, rumors and misinformation were found to have led to a surge in sales of herbal remedies in China and antimalarial drugs worldwide. Chinese data showed that the timely governmental clarification of rumors mitigated the rush to buy unproven remedies to treat or prevent COVID-19. This comparative study highlighted the importance of governmental leadership and international coordination in directing epidemic control.

The lack of transparent, timely, and effective risk communication by health authorities around an emerging infectious disease in its early stages failed to bring about appropriate levels of public awareness and behavioral responses, such as avoidance of mass gatherings and personal protection in China, Europe, and the United States. In China, the government did not provide actionable advice for personal protection until January 21. There were two missed windows of opportunity for early epidemic control in China. First, the first COVID-19 case emerged on December 8, 2019, more than three weeks before December 31, when the outbreak was first announced; second, between December 31, 2019, and January 19, 2020, the Wuhan Health Commission made four public announcements with no obvious evidence of human-to-human transmission [1-3]. This series of government announcements kept public awareness low, which prevented the public from realizing the risk of the disease and from taking personal protection measures. This period overlapped with the celebration of the arrival of 2020 and the preparation for the Chinese New Year (January 25), when public attention centered around family reunions. Similarly, our data show an additional window of 4 to 8 weeks of missed opportunity for early epidemic control in Europe and the United States between the PHEIC declaration in late January and the outbreaks in Europe and the United States in March. Transmission of COVID-19 appears to be possible even among people who show no symptoms of the disease; thus, travel restrictions have limited impact on stemming the spread. However, other than flight cancellations and evacuation from China in late January, governments in Europe and the United States did not implement epidemic prevention or control measures such as testing, surveillance, or contact/case tracing [23,24]. Despite reports of local transmissions, population movement between Italy and the rest of the world and public
gatherings in these countries were largely unchecked even after the number of cases surged in Italy [25]. Additionally, some political leaders and media outlets repeatedly called the COVID-19 pandemic a hoax [26] and downplayed the threat the pandemic posed to society, leading to a delay in public response.

Further, due to variations in societal and cultural paradigms, face masks are commonly used as a hygienic practice in many Asian countries but are only used by the unwell in European and North American countries [11]. In these countries, authorities discouraged citizens from using face masks, and local communities reacted with stigmatization and racial aggravations against members of East Asian communities who wore masks [12]. Emerging evidence about the efficacy of wearing face masks (“community transmission might be reduced if everyone, including people who have been infected but are asymptomatic and contagious, wear face masks” [11]) finally shifted public opinion. In April 2020, governments in Europe and the United States changed their mask-wearing guidelines and mandated universal face mask use outdoors until an effective vaccine becomes available. Our data show that the use of masks increased substantially after local COVID-19 epidemics began. The sudden shift of government guidelines led to a worldwide surge in the demand for face masks, which have been in severely short supply since the beginning of the epidemic, even for frontline health care professionals. This phenomenon highlights the importance of governmental response in early epidemic preparedness for mobilization and surge capacity, effective control measures, and timely and clear communication to cue public action. Future research is needed to evaluate the impact of mask-wearing policies on awareness and behaviors.

Evidence has proven that early implementation of containment measures can effectively control the COVID-19 epidemic [27]. However, the epidemic in China only caught the public attention of East and Southeast Asia, and the lessons learned in this region did not trigger appropriate epidemic responses in the rest of the world. Similarly, the epidemic in Italy only resulted in public awareness and reaction in Europe and the United States. Due to the dense populations and fragile health systems in South Asian, Latin American, and African regions, COVID-19 spread is of great concern in these countries [28]. This study indicates a need for strengthened international partnerships and coordination to combat the COVID-19 epidemic and future epidemics. The WHO should be empowered to take a leading role in guiding more preparedness actions than solely making statements that a disease constitutes a PHEIC or pandemic.

Our data showed that the public is highly responsive to governmental risk communication during epidemics, suggesting a need for real-time media surveillance. The early release of official guidelines by China’s National Health Commission was effective in guiding the Chinese public to take personal protection measures; however, rumors also triggered several incidents of panic buying (eg, masks, Shuanghuanglian, and garlic), which were quickly calmed after official clarifications. Likewise, references to antimalarial drugs by US President Donald Trump triggered panic searches worldwide. Governments should engage early in public risk communication about epidemic control, detect misinformation, confront inaccurate messages, and clarify rumors in real time [29,30]. Working with the private sector to ensure sufficient stock and reasonable pricing for recommended personal protection products, such as hand sanitizer and masks, is critical for effective epidemic prevention and control and to avoid public panic.

Compared with traditional surveys, internet surveillance tools provide real-time, longitudinal, and dynamic data for capturing public awareness, rumors, and behavioral reactions, and they can be an effective means to evaluate public response towards epidemic information and rumors [19].

Limitations

This study has several limitations. First, Google Trends are not applicable in all countries, including China and most countries in Africa; therefore, we could only compare countries with available Google Trends data. For countries in which the volumes of Google Shopping data were low (Japan, Singapore, South Korea, Italy, and Spain), we used Google web search data instead. This may have led to inconsistency in the measurements. Second, there is an inherent bias in internet data because the population may be skewed towards younger people. Moreover, Google Trends data related to personal protection measures represent intended behaviors instead of real shopping behaviors. Third, we are unable to conduct segmentation analysis these data to inform audience-tailored communication strategies.

Conclusion

Our comparative study identified missed windows of opportunity for early epidemic control in 12 countries; it also highlighted the urgent need for international coordination to promote mutual learning regarding epidemic characteristics as well as effective control measures and to trigger early and timely responses in individual countries. During an epidemic, early release of official guidelines and timely governmental clarification of rumors are necessary to guide the public to make rational responses.
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Abstract

Background: Driven by the COVID-19 pandemic and the dire need to discover an antiviral drug, we explored the landscape of the SARS-CoV-2 biomedical publications to identify potential treatments.

Objective: The aims of this study are to identify off-label drugs that may have benefits for the coronavirus disease pandemic, present a novel ranking algorithm called CovidX to recommend existing drugs for potential repurposing, and validate the literature-based outcome with drug knowledge available in clinical trials.

Methods: To achieve such objectives, we applied natural language processing techniques to identify drugs and linked entities (eg, disease, gene, protein, chemical compounds). When such entities are linked, they form a map that can be further explored using network science tools. The CovidX algorithm was based upon a notion that we called “diversity.” A diversity score for a given drug was calculated by measuring how “diverse” a drug is calculated using various biological entities (regardless of the cardinality of actual instances in each category). The algorithm validates the ranking and awards those drugs that are currently being investigated in open clinical trials. The rationale behind the open clinical trial is to provide a validating mechanism of the PubMed results. This ensures providing up to date evidence of the fast development of this disease.

Results: From the analyzed biomedical literature, the algorithm identified 30 possible drug candidates for repurposing, ranked them accordingly, and validated the ranking outcomes against evidence from clinical trials. The top 10 candidates according to our algorithm are hydroxychloroquine, azithromycin, chloroquine, ritonavir, losartan, remdesivir, favipiravir, methylprednisolone, rapamycin, and tilorone dihydrochloride.

Conclusions: The ranking shows both consistency and promise in identifying drugs that can be repurposed. We believe, however, the full treatment to be a multifaceted, adjuvant approach where multiple drugs may need to be taken at the same time.

Introduction

Background
In December 2019, the first known cases of the coronavirus disease (COVID-19), caused by the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), were identified in humans in Wuhan, China. Transmission was thought to have occurred through contact with animals at a wet market, although the exact animal-to-human transmission incidence is still unknown at the time of this publication [1]. Since then, SARS-CoV-2 infections have been reported worldwide, with
the greatest numbers of infections in the United States, Russia, and Europe [2]. With no immunity among humans, at the time of this writing, SARS-CoV-2 has infected over 4.5 million individuals and killed over 300,000 individuals worldwide with the potential for many more fatalities without a known cure or vaccination [3].

With high mortality rates thus far resulting from the SARS-CoV-2 infection, true morbidity rates are still unknown. Studies have shown that cardiac injury occurred in up to 28% of patients hospitalized with a SARS-CoV-2 infection [4], which can increase the risk of death later on. The systemic inflammatory response that occurs in severe SARS-CoV-2 infection may result in hypoxemia and increased cardiac demand on an already taxed cardiovascular system. Previous research has shown that viral respiratory infections may increase the risk of myocardial infarctions in patients, prompting some researchers to focus on infection prevention initiatives as strategies for lowering risk of cardiovascular disease [4].

Due to the uncertainty of the processes involved in SARS-CoV-2 infection and treatment, novel approaches are needed. One approach is drug repurposing, where drugs that are approved for other diseases are investigated to determine whether they are safe and effective for different conditions. Drug repurposing efforts have resulted in a great number of treatment options for disorders such as Sildenafil treatment for erectile dysfunction (previously intended for hypertension and angina), Itraconazole for lung and prostate cancer treatment (previously used only for antifungal purposes), and Saracatinib therapy for investigation into Alzheimer disease reversal (previously thought to be a failure drug for anticancer purposes) [5].

The purpose of this study is to identify drugs in circulation that could be repurposed to offer potential benefits of use in treating patients infected with SARS-CoV-2.

**Computational Methods for Drug Repurposing**

The idea of investigating drugs that are already designed for a given indication to serve a new purpose is not new to science [6]. This idea has become recently more prominent due to the human advancement in computational sciences and the possibilities of processing large data sets on a high-performance computing unit [7]. Drug repurposing can provide effective therapies, such as in the case of invasive fungal infections [8]. Computational repurposing offers the following two approaches: (1) target-based repurposing, where a drug is interacting with a gene or a protein, and (2) disease-based, where a drug is found connected to new indications [9].

Over the past decades, various approaches have been proposed using machine learning, network science, and text mining [10]. Cheng et al [11] introduced a bipartite network-based approach for a drug-target inference method that was proven useful for detecting drug-target interactions in the molecular polypharmacological domain. Wu et al [12] presented a heterogeneous network clustering approach for associating drugs with disease. The nodes of the network presented nodes as drugs and diseases, while edges represented a shared gene or biological process, etc [12].

Text mining played a significant role in advancing biomedical informatics in general [13] and computational drug research in particular [14,15]. Wu et al [16] developed computational models to retrieve drug-drug interaction and drug-gene interaction evidence from PubMed abstracts.

Andronis et al [17] presented a review on the application of literature mining using semantic ontology and controlled vocabularies as tools to explore the drug repurposing research. Loging et al [18] presented literature databases such as Medline as knowledge-driven systems to identify novel uses for drugs that span the therapeutic pipeline. Deftereos et al [19] demonstrated the importance of both text mining and networks to discover new drug uses and adverse drug reactions. The purpose of text mining is used to extract the names of the genes, disease, and biological processes. Networks presented the associations among the names to allow the discovery of the molecular mechanisms underlying disease and links to existing drugs that may be used [19]. Nabirotchkin et al [20] presented a combined networks and text mining approach to advance the multi-keyword search for drug repurposing (eg, two drugs and one target).

As search capabilities advanced, ranking algorithms also emerged. Luo et al [21] presented a ranking algorithm to produce a drug repurposing recommendation system. Karatszas et al [22] presented a web-based tool, which they called composite drug reranking scoring, to identify the most promising drugs and chemical substances to test. Hamed et al [23] combined both literature text mining and networks to rank existing drugs based on the biological specificity of a drug to explore their similarity and whether they can be repurposed. Similarly, we present a new ranking algorithm that is based on a new notion, which they called **variability**. The methods section describes the details of each component of this research.

**Methods**

**Overview**

The method that we used in this exploratory study is described as follows: named entity recognition [24], drug-entities network construction, and drug scoring using an algorithm that we titled CovidX. Before the algorithm produced the final ranking, it factored in whether a drug was under current investigation in clinical trials. The algorithm awarded those drugs by a given weight based on the frequency of studies that were open for recruitment. Each step is presented along with the data set used in the analysis onward. Figure 1 shows the data workflow and the various steps of data processing and making drug repurposing recommendations.
Starting from the PubMed web portal, we searched for “SARS-CoV-2” keywords. This search process produced 941 publications captured in the abstracts and metadata. Since the focus of this work is a computational study about mining literature, the focus of the data was the text embedded in the abstracts. The study kept track of each article ID, known as PMID, and the abstract text. The abstracts were the data grounds for text analysis, and the PMID ensured that the extracted entities of the same article were linked together. Another complementary data set that we extracted from the clinical trials web portal included those studies related to COVID-19 and that were also recruiting participants. This data set was comprised of 433 records, which were analyzed for their title, conditions, and intervention sections for COVID-19, and the coexisting drugs in the PubMed data set.

Instruments and Experiment’s Environment

The data preparing, analysis, experiment, and implementation used here were done entirely using Python Jupyter Notebook [25] to facilitate the reproducibility of this study. We used specific packages to do the work: TextBlob [26] for text processing, NetworkX [27] for network analysis and algorithm implementation, and the Python version iGraph [28] for network visualization.

Data Sets

In the first step, we applied known natural language techniques [29] to identify and extract the entities mentioned in the biomedical abstracts. Named entity recognition [24] provides the means of identifying and extracting entities such as drug names, genes, proteins, cell lines, organism, and chemical compounds. Some of these tools are ontology-driven and identify entities if they exist in biological ontology [30]. Biological ontology, such as the Gene Ontology [31-33], offer great tools since they have been manually vetted by domain experts. They also play a significant role in the identification of the biological entities of this paper. All identified names are qualified by their ontology (GO: membrane, CHEBI: chloroquine) or feature type (disease: obstructive coronary disease).

In the second step, we constructed a (drug-entity) map using the biological entities that have been identified in the first step. The map is constructed using a heuristic: “if a set of targets belongs to a given abstract, and co-occurring with a drug, then they must be related. How they are related is demonstrated in the scope of this work.” This offers a connectivity mechanism between the drugs and the various targets. As new drugs are extracted and connected with their corresponding targets, the map grows naturally. Figure 2 demonstrates the extraction of various feature types and links with its original PMID.
Figure 2. Two hypothetical PubMed Abstracts (PMIDx and PMIDy). Each abstract contributes some biological entities. The entities in the intersection namely (disease-1, prot-1, gene-2, and drug-12) contribute to a network of co-occurring entities that become the grounds for further exploration. In the presence of a larger data set of abstracts and more biological features, the network becomes an interesting ground for exploration and potential discoveries. This provides us with an interesting landscape in terms of structure and connectivity for exploration and discovery. The network naturally grows when a drug, for example, in one abstract is mentioned in another abstract. This is the case when a drug target is addressed in various publications by the same or different authors. The more the abstracts have features in common, the more the network grows in links and structure.

Here we represent the drug-entity map as a graph, \( G = (V; E) \), where \( V \) represents the set of drugs on one hand and the features on the other hand as nodes, and \( E \) denotes the connections from drugs to the entities co-occurring in the data set. **Figure 3** presents drug-protein as a subset network of the entire network of drug-feature extracted in this process.
Figure 3. The connections between drugs and protein targets. The drugs nodes are represented as red triangles and the protein nodes are represented by green squares. Here we note that various drugs have targeted one specific protein (ACE2), while other drugs have been found linked to more than one protein as in the case with methylprednisolone. ACEIs: angiotensin-converting enzyme inhibitors; ace2: angiotensin-converting enzyme 2; ang: angiotensin; ANG II: angiotensin II; ARBs: angiotensin II receptor blockers; igg: immunoglobulin G; jak2: Janus kinase 2; RdRp: RNA-dependent RNA polymerase.

CovidX Ranking Algorithm

The CovidX ranking algorithm we present here is based on a simple yet powerful heuristics: the more knowledge known about the drug, the higher the likelihood that it can be repurposed. The following criteria were used to determine whether the knowledge could be considered relevant:

- The diversity of links to the named entities identified using the natural language processing framework used earlier (eg, gene, protein, cell line, chemical, disease)
- Whether the drug is currently being investigated in an ongoing clinical trial [34] specialized in COVID-19

The notion of diversity is quantified by the degree of drug to each unique feature type. Diversity is captured by a binary matrix where a value of 1 represents a connection and 0 represents no connection to the category. For instance, if a drug is found linked to a given protein instance, this registers a value of 1. On the other hand, if a drug is not linked to a gene, this places a value of a 0 in the corresponding column. In the case where a drug is found linked to various instances of the same category (eg, a drug is linked to three different proteins), this still contributes a value of 1 not 3.

The scoring mechanism is based on two contributing factors: (1) the log of the diversity score for each drug mentioned in the PubMed data set and (2) the normalized frequency of each drug in the clinical trial data set [34]. The justification for this heuristic is that a drug can be promising but has not been investigated in a clinical trial yet. On the other hand, it is not
the case that every clinical trial results in a successful outcome. Some trials may fail in late phases.

The given weight of these two factors addresses both the issues of promise or failure. The following are the algorithmic steps necessary to produce a ranking score:

1. Generate an incident matrix for all drugs in the network
2. Convert the incident matrix into a diversity matrix, one that is based on the node category (eg, drug), not the actual label (eg, chloroquine)
3. For each category a drug is linked with, place a value of 1; otherwise, place a value of 0
4. Calculate the column variability score: log of the value for total number of categories divided by the sum of the 1 values
5. If a drug is active in a clinical trial, add the drug name and its frequency score to the list of potential candidates
6. Rank drugs in an ascending order based on the variability score, the lower the value the higher the rank

Algorithm Formalism

Suppose N denotes a matrix of drugs and their corresponding neighbors. The first column G is a set of drugs instances \{g1, g2, g3, g4\}, while the remaining number of columns denote neighboring nodes of each drug in C. Each instance of G has a set of biological neighbors of type (genes, proteins, cell type, cell line). This can be mathematically represented with a matrix where the first column is the drug instances. Each row is linked to the actual instances of feature type. For simplification, equation 1 purposes only instances of four different feature types \{w, x, y, z\}.

Here we note that each feature in the A matrix corresponds to a feature type with an index. This alphabetical symbol represents the type, and the index represents a unique instance of that feature. For example, drug g1 has two instances of type w, namely, w1 and w2. Similarly, drug g4 has two instances of type z, namely, z3 and z4. This A matrix can be transformed into a new binary matrix, which we call the “diversity” matrix denoted as D. Table 1 shows a concrete representation of each drug and the expression of the diversity notion. Due to the page size limitation, we included only the most significant five features, namely, cell line, cell type, disease, DNA, and protein.

This matrix is described with the following set of columns: \{g1, g2, g3, g4\}. Here the rows are reserved for the feature types (ie, \{w, x, y, z\}), which we introduced earlier. For each drug linked to a specific instance (of a feature type), a value of 1 is placed in the corresponding row; otherwise, a value of 0 is recorded. Equation 2 shows the newly transformed matrix D.

To summarize the D matrix and produce a rank for each drug, we calculated its transpose R according to the following equation \[ R = D^T \]. Each rank is derived from the sum of each \( g_i \) column.

Equation 3 shows the new matrix R and the sum of each column. For better readability, we also list the column and row labels.

Using the column sums calculated, we ranked the drugs according to equation 4. It is to be noted that \( s \) is the column sum and \( n \) is the total number of features. This formula is inspired by the inverse term frequency56. The second part of the equation takes into consideration the frequency weight of each drug studied in clinical trials by dividing the frequencies \( q \) by the total number of clinical trials \( m \). For those drugs that were not studied in clinical trials, we assigned a random weight in the range of zero and the lowest frequency of drugs.

Figure 4 shows the final ranking results produced by our algorithm. It is striking to see that hydroxychloroquine is ranked at the top on the list despite the various news article about the side effects. We believe this is because it is the most investigated in clinical trial.
Table 1. Summary of the binary matrix of drugs-entity resulted from the natural language processing.\(^a\)

<table>
<thead>
<tr>
<th>Drug</th>
<th>Cell line</th>
<th>Cell type</th>
<th>Disease</th>
<th>DNA</th>
<th>Protein</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydroxychloroquine</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Chloroquine</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Sirolimus</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Rapamycin</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Everolimus</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Methylprednisolone</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Statins</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ribavirin</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Dobutamine</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Gadolinium</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Tilorone dihydrochloride</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Enalapril</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Losartan</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Glucocorticoids</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Saquinavir</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Heparin</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Azithromycin</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Dactinomycin</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Toremifene</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Mercaptopurine</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Remdesivir</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Ritonavir</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>Teicoplanin</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Arbidol</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Zanamivir</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Ganciclovir</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Oseltamivir</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Acyclovir</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Favipiravir</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Niclosamide</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\)The table is a representation of the diversity matrix. When a drug is found connected to a feature type, it scores a value of 1 regardless of how many instances of the feature. If no instances are found, then a value of 0 is registered in the corresponding type of the given feature.
Figure 4. The drugs that are found in the literature and the derived ranking using the CovidX algorithm. The algorithm takes into consideration the diversity notion introduced earlier and the frequency of a drug that is currently being studied in a clinical trial. The combination of these two factors has produced a ranking mechanism to enable the selection of candidate drugs for repurposing. The diagram shows the top-10 listed according to the significance.

Results

Pathophysiology of SARS-CoV-2

It is speculated that SARS-CoV-2 enters the body by binding to the angiotensin-converting enzyme 2 (ACE2) coreceptors in a host cell, which are found in tissues of the lung, heart, kidney, brain, and gastrointestinal system. The actual ACE2 enzyme is involved with the renin-angiotensin-aldosterone system (RAAS), where it breaks down angiotensin II (ANG II) and generates angiotensin 1-7, thereby decreasing blood pressure in the body [35]. There is also speculation that SARS-CoV-2 enters the body through the cluster of differences (CD)26 receptor, as this is the host receptor for Middle East respiratory syndrome–related coronavirus (MERS-CoV) [36].

Current research is focused on determining the exact pathogenesis of SARS-CoV-2. One study from China showed that in patients hospitalized with a SARS-CoV-2 infection, common disease complications included acute respiratory distress syndrome (ARDS), acute cardiac injury, and secondary infection [37]. Clinical features of the disease thus far have shown to be an initial increase in the secretion of interleukin (IL)–4 and IL-10, which are T helper (Th)-2 cytokines and suppress inflammation [37 as cited in [38]], and a Th-1 cell hyper-response that is thought to lead to the ARDS associated with severe acute respiratory syndrome (SARS; [39] as cited in [38]).

In less symptomatic patients, symptoms may involve gastrointestinal dysfunction or no symptoms at all. In those who are more highly symptomatic, early symptoms include fever, cough, nasal congestion, and fatigue. These symptoms have been reported to progress to dyspnea and pneumonia, which can be confirmed with computed tomography (CT) imaging. The sequelae of SARS-CoV-2 pneumonia includes decreased oxygen saturation, changes in blood gas composition, ground glass opacities on CT imaging, and other alveolar abnormalities. Laboratory markers include lymphopenia, elevated C-reactive protein, and elevated levels of proinflammatory cytokines [40]. Some research has shown significant lower T cell and B cell levels; natural killer levels; and CD3, CD4, and CD8 lymphocyte levels [41]. Liver dysfunction has been reported with abnormal levels of alanine aminotransferase and aspartate aminotransferase [42]. Procalcitonin levels have shown to be normal in patients admitted to the hospital for SARS-CoV-2 infection and then increased in those admitted to intensive care units [3]. Higher plasma levels of lactate dehydrogenase have also been reported [43].

Additionally, some patients with a SARS-CoV-2 infection have progressed to even more severe respiratory distress, sepsis, and septic shock [44]. Related laboratory markers have included an elevated D-dimer and elevated fibrinogen levels [45]. Some
cases have shown complications related to coagulopathy and disseminated intravascular coagulation (DIC) [46].

Nucleocapsids are structures that consist of a protein that encloses a piece of RNA. With a virus, the nucleocapsid can be targeted by drugs that can open this type of envelope for access and eventual modification or destruction.

**Cardiovascular Drugs**

Due to the viral binding of ACE2 receptors, concerns have been raised regarding the use of antihypertensive and cholesterol-lowering agents in patients. For example, the use of ACE inhibitors and ANG II receptor blockers, in addition to statin medications, have been shown to enhance the effects of ACE2 and, therefore, the risk of a SARS-CoV-2 infection. On the other hand, discontinuing RAAS blockade has the potential to increase the cardiovascular and respiratory complications that result from SARS-CoV-2 infection related to increased blood pressure, inflammation, and fibrosis [35].

**Anticoagulant Drugs**

Patients on anticoagulant therapy and particularly those on vitamin K antagonists (VKA) have shown worse clinical outcomes when hospitalized with SARS-CoV-2 infection related to the variability in metabolic processes during the diseased state. Direct oral anticoagulant therapy is often discouraged due to potential drug interactions with proposed antiviral and other therapy. As a result, it has been suggested for patients to be switched to low-molecular weight heparin or unfractionated heparin to avoid complications of variable VKA therapy. In those patients for whom VKA therapy is required, there should be close monitoring of prothrombin time and international normalized ratio [47].

Additionally, for prophylactic treatment of coagulopathy and DIC, and for the prevention of clots related to long-term bed rest of patients being treated for a SARS-CoV-2 infection, heparin therapy has been proposed; however, the effective dosing regimen has yet to be determined [46].

**Drugs With Antiviral Activity**

Outbreaks of coronavirus, prior to that of SARS-CoV-2, have largely been treated with chemical agents that target enzymes involved with DNA replication and synthesis (helicase and polymerase) and the protein catalysis needed for functional viruses (protease), as well as agents that modify the immune response, such as interferon and corticosteroids ([48], as cited in [49]). In particular, drugs that target chymotrypsin-like protease have been attractive due to its significance in the viral replication process [50].

SARS-CoV-2 is 97% genetically identical to SARS infections seen in the past. The RNA-dependent RNA polymerase (RdRp) involved with SARS-CoV-2 has become a target for several drugs used to treat hepatitis, HIV, and the Ebola virus. One modeling study suggested that drugs such as ribavirin, remdesivir, sofosbuvir, galidesivir, and tenofovir, which tightly bind to RdRp, could be effective in treating SARS-CoV-2 infections [51].

Recent studies have shown agents that typically interfere with protease, such as lopinavir, ritonavir, and saquinavir, may interact with the main protease involved in SARS-CoV-2 [49]. Darunavir is a more potent protease inhibitor and currently used for HIV infection in conjunction with ritonavir, an antiretroviral agent [52].

Arbidol, a broad-spectrum antiviral medication used to treat influenza, has been shown in an in vitro study to inhibit SARS-CoV-2 infection [53]. However, no conclusive efficacy of arbidol in human use has been reported to date. Oseltamivir, a neuramidase inhibitor and another medication used to treat influenza, has not shown any effectiveness in the prevention or treatment of SARS-CoV-2 infection [54]. Similarly, zanamivir, another neuramidase inhibitor, has not demonstrated efficacy against SARS-related coronavirus (SARS-CoV) infections in the past [55].

Several medications have been hypothesized to have a reduction in the senescence that occurs with SARS-CoV-2 infection. Rapamycin, a protein synthesis inhibitor, when combined with azithromycin, has shown promise with preventing the onset of senescence and inhibiting viral replication. Doxycycline, which is an antibiotic medication, has shown antiviral activity in mammals, as well as a reduction of IL-6 serum levels and an anti-senescent effect. Quercetin, which is a pigment found in food and plants, and found in supplement form, has been proposed as a potential binder of SARS-CoV-2 to reduce virus-host interactions with ACE2 receptors [36].

Tilorone is a broad-spectrum antiviral medication that has shown promise for MERS-CoV, Chikungunya, Ebola, and Marburg infections. It has been shown to induce interferon [56]. Tetricoplanin, which is a glycopeptide antibiotic drug, has shown to be effective against SARS-CoV, Ebola, influenza, hepatitis C, HIV, and MERS-CoV in vitro [57].

Acyclovir and ganciclovir are nucleoside analog antiviral drugs. They are typically used to target DNA viruses such as herpes simplex virus and varicella-zoster viruses but have not shown efficacy against older SARS-CoV infections [55].

**Antimalarial Drugs**

Hydroxychloroquine is a drug that is currently used for malarial infection, rheumatoid arthritis (RA), and systemic lupus erythematosus (SLE). Its anti-inflammatory and immunomodulatory mechanisms of action in RA and SLE are largely unknown, and its antimalarial activity is thought to be related to interfering with/macromolecules in parasites [58]. Additionally, chloroquine has been shown to prevent the induction and accumulation of beta-galactosidase, which is a biomarker of cellular senescence [36].

Both in vitro studies and physiologically based pharmacokinetic models have recently shown that both chloroquine and hydroxychloroquine have inhibited the growth of SARS-CoV-2, with hydroxychloroquine being more potent and with a greater safety profile than chloroquine. The mechanism is unknown but thought to be related to the immunomodulatory mechanisms found inherent to these drugs [59].
An open-label, nonrandomized clinical trial from France showed a significant effect of hydroxychloroquine and an even greater drug potency when it was combined with azithromycin, an antibiotic medication [54].

**Corticosteroid Drugs**

Methylprednisolone is a steroid medication largely used for anti-inflammatory purposes in endocrine disorders, rheumatic disorders, collagen diseases, dermatologic disease, allergic states, ophthalmic diseases, respiratory diseases, hematologic disorders, neoplastic diseases, edematous states, gastrointestinal diseases, nervous system disorders, and others [60]. Methylprednisolone, used in conjunction with tocilizumab and lopinavir therapy, has shown promise in the treatment of SARS-CoV-2 infection through decreased oxygen requirements, decrease in C-reactive protein, increased lymphocyte levels, decreased fever, and improved chest tightness, potentially related to depression of inflammatory cytokine involvement [61].

**Convalescent Plasma Therapy**

Patients who have contracted SARS-CoV-2 infection have shown to seroconvert for immunoglobulin G and immunoglobulin M antibodies, which may serve to be useful for diagnosis of either infection or exposure [62]. Current research is being conducted on the administration of antibodies to patients with SARS-CoV-2 infection with the intent of neutralizing the virus. Options for this treatment include monoclonal antibodies, synthetic preparations grown in animal hosts, or administration of antibodies harvested from patients who have recovered from SARS-CoV-2 infection. This therapy has shown efficacy in past treatment of SARS coronavirus (SARS-CoV-1) and Middle East respiratory syndrome infections [63].

**Other Therapy**

The use of type 1 interferons including interferon alpha and interferon beta is being investigated for treatment of SARS-CoV-2. This therapy is typically used for treatment of multiple sclerosis or other disorders impacted by immunomodulatory drugs. However, multiple in vitro and in vivo studies have been conducted on the effect of interferons on MERS-CoV and SARS-CoV with either inconclusive results or a mild improvement of symptoms [64].

One drug used for myeloproliferative neoplasms, Fedratinib, targets the receptors for Janus kinase 2, which is a gene involved with the growth and division of cells. There is some speculation that this could be used for modulation of the inflammatory processes involved in a SARS-CoV-2 infection [65].

Some researchers have suggested using serum albumin as a delivery vehicle for potential drugs to ensure their uptake [66].

**Discussion**

**Principal Findings**

Here we discuss the results of the CovidX algorithm and how such results are compared against counterparts produced using common centrality methods (eg, the degree and eigenvector centrality). The research identified 30 drugs found in the SARS-CoV-2 literature abstracts publicly available in PubMed. According to CovidX, each drug is ranked based on two factors: (1) the variability factor of the known information about each drug and (2) whether the drug is currently under investigation in ClinicalTrials.gov [34]. The following is a list of the top 10 according to the algorithm: hydroxychloroquine, azithromycin, chloroquine, ritonavir, losartan, remdesivir, favipiravir, methylprednisolone, rapamycin, and tilorone dihydrochloride. Given the top 10 ranking generated, it is promising to see what the algorithm produced and highlighted. It is a well-known fact that drugs such as hydroxychloroquine, chloroquine, and remdesivir are occupying the headlines of major news networks and websites. It is a valid argument to claim that the frequency of the drug being investigated in a clinical trial has impacted the ranking mechanism. In fact, we believe the contribution of the clinical trial factor has certainly provided a measurable notion of support and guided the algorithm to stay within an acceptable range of being promising. The clinical trials alone, however, masked the importance of other drugs that have been studied in publications but not in clinical trials.

To better our understanding of the CovidX rankings, we compared the result of the algorithm against closely related centrality measures (more specifically, the degree of centrality, which studies the drug and the number of connected neighbors regardless of their type, and the eigenvector centrality, which is comparable to the sum of the columns that CovidX’s variability measure is based upon). Table 2 shows the list of drugs and their degree centrality and eigenvector centrality. Comparing the results of produced ranks using the two measures have provided a common overlapping theme. Both measures show that only three drugs among the top 10 were found in common with the ones produced by CovidX, namely, hydroxychloroquine, chloroquine, and methylprednisolone. Figure 5 shows how the CovidX ranking is compared to the degree centrality of the network.
<table>
<thead>
<tr>
<th>Drug</th>
<th>Degree centrality</th>
<th>Eigenvector centrality</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acyclovir</td>
<td>0.363636</td>
<td>0.069286</td>
</tr>
<tr>
<td>Arbidol</td>
<td>0.189394</td>
<td>0.030948</td>
</tr>
<tr>
<td>Azithromycin</td>
<td>0.151515</td>
<td>0.002197</td>
</tr>
<tr>
<td>Chloroquine</td>
<td>0.151515</td>
<td>0.496042</td>
</tr>
<tr>
<td>Dactinomycin</td>
<td>0.121212</td>
<td>0.015459</td>
</tr>
<tr>
<td>Dobutamine</td>
<td>0.098485</td>
<td>0.256032</td>
</tr>
<tr>
<td>Enalapril</td>
<td>0.090909</td>
<td>0.0101</td>
</tr>
<tr>
<td>Everolimus</td>
<td>0.090909</td>
<td>0.034237</td>
</tr>
<tr>
<td>Favipiravir</td>
<td>0.083333</td>
<td>0.014957</td>
</tr>
<tr>
<td>Gadolinium</td>
<td>0.068182</td>
<td>0.256032</td>
</tr>
<tr>
<td>Ganciclovir</td>
<td>0.060606</td>
<td>0.069286</td>
</tr>
<tr>
<td>Glucocorticoids</td>
<td>0.05303</td>
<td>0.030512</td>
</tr>
<tr>
<td>Heparin</td>
<td>0.05303</td>
<td>0.09582</td>
</tr>
<tr>
<td>Hydroxychloroquine</td>
<td>0.037879</td>
<td>0.182739</td>
</tr>
<tr>
<td>Losartan</td>
<td>0.037879</td>
<td>0.014163</td>
</tr>
<tr>
<td>Mercaptopurine</td>
<td>0.037879</td>
<td>0.015459</td>
</tr>
<tr>
<td>Methylprednisolone</td>
<td>0.037879</td>
<td>0.118721</td>
</tr>
<tr>
<td>Niclosamide</td>
<td>0.037879</td>
<td>0.021294</td>
</tr>
<tr>
<td>Oseltamivir</td>
<td>0.037879</td>
<td>0.069286</td>
</tr>
<tr>
<td>Rapamycin</td>
<td>0.037879</td>
<td>0.034237</td>
</tr>
<tr>
<td>Remdesivir</td>
<td>0.030303</td>
<td>0.063039</td>
</tr>
<tr>
<td>Ribavirin</td>
<td>0.022727</td>
<td>0.153115</td>
</tr>
<tr>
<td>Ritonavir</td>
<td>0.015152</td>
<td>0.063039</td>
</tr>
<tr>
<td>Saquinavir</td>
<td>0.015152</td>
<td>0.016058</td>
</tr>
<tr>
<td>Sirolimus</td>
<td>0.015152</td>
<td>0.049697</td>
</tr>
<tr>
<td>Statins</td>
<td>0.015152</td>
<td>0.05124</td>
</tr>
<tr>
<td>Teicoplanin</td>
<td>0.015152</td>
<td>0.063039</td>
</tr>
<tr>
<td>Tilorone dihydrochloride</td>
<td>0.007576</td>
<td>0.017456</td>
</tr>
<tr>
<td>Toremifene</td>
<td>0.007576</td>
<td>0.015459</td>
</tr>
<tr>
<td>Zanamivir</td>
<td>0.007576</td>
<td>0.069286</td>
</tr>
</tbody>
</table>
Our algorithm shows that hydroxychloroquine is our top candidate, but it was scored as second in the degree of centrality. It is surprising to see that azithromycin scored second according to the CovidX algorithm, but it was scored 29th according to the degree. We also notice some close terms in the rank of chloroquine (third vs first) and methylprednisolone (eighth vs seventh).

We also noted that other promising drugs such as remdesivir scored 14th in the degree and 12th in the eigenvector centrality, while it scored sixth according to CovidX. By observing the lower-ranked drugs produced by CovidX, we also noticed that statin drugs scored at the bottom of our list and were also ranked much higher according to both degree and eigenvector centrality (fifth and 15th, respectively). Another similar observation was also noticed for a drug known as gadolinium where it was ranked fourth and third according to degree and eigenvector centrality, respectively, while CovidX suppressed its rank to the 21st position in the list. Figure 6 depicts the ranking comparison between CovidX and the eigenvector network centrality. The figure shows a slight overlap in the ranking, as in the case of tilorone dihydrochloride, which was scored in the 10th position of each measure. We also observed that an overlap in the ranking of the top 10, where chloroquine is in the third position versus the first position in degree of centrality. In addition, hydroxychloroquine is ranked as the top drug in CovidX, while it is ranked in the second position according to the eigenvector centrality.

Although studying the biomedical literature stored in PubMed has clearly paved the way to highlight the centrality of drugs and hence their significance to treat COVID-19, we also believe the role of the clinical trial factor, as an external factor, has transformed the ranking and provided real-world insights that the CovidX algorithm has rightfully used. Another significant aspect of incorporating the clinical trials factor is that it can be frequently updated to produce new ranks to the drugs as new clinical trials are launched.

It is important to note that the ranking algorithm we provide here is only a first step on the path of identifying drugs that can be repurposed. However, some of the findings of this paper have already elaborated on the importance of adjuvant therapy (more than one drug to work together) to treat the symptoms. Some drugs may focus on enhancing the immune system, another may enhance the lung function, and another could work against the virus. To achieve these therapies, further clustering analysis must be performed against the antiviral drugs listed in this paper as a starting point. Based on the outcome of this future study, another ranking mechanism might be needed to identify the most promising adjuvants.

In conclusion, this research presents a network analysis method to explore the SARS-CoV-2 literature to provide a comprehensive map of the drug mentions and their co-occurring biological features (e.g., gene, protein, chemical compounds, cell). Such a knowledge by itself is significant and may enable more advanced science to identify not only a drug but also a biologic therapy or a vaccine. We have taken this research further by incorporating real-world evidence from clinical trials, and we made recommendations that are subject to change given new evidence. In the future, we hope to expand our network to look beyond publications that are not only concerned with SARS-CoV-2. We also hope to study other real-world evidence factors that may contribute to the future version of the CovidX algorithm.
**Figure 6.** A comparison of the ranks computed by the CovidX algorithm vs the eigenvector centrality of each drug. The horizontal axis is the drugs listed in alphabetical order, and the vertical axis shows the ranking.

**Limitations**
The results of this research were strictly derived from the basis of existing research embedded in publications available in the PubMed archive.

**Conclusions**
Given how dynamic the rapid development of this pandemic is, we conclude that our ranking here, though promising, is temporary and contingent upon future evidence. We also believe that it could be the case that a few drugs will be used as an adjuvant treatment as opposed to a single drug. Based on new evidence from the literature and clinical trials, the ranking will be a step toward a full treatment. Future efforts will invest in clustering the ranked drugs in an attempt to predict how adjuvant therapy may contribute to the full treatment of the disease.
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Abstract

Background: Coronavirus disease (COVID-19) has become a global threat to human health. Internet hospitals have emerged as a critical technology to bring epidemic-related web-based services and medical support to the public. However, only a few very recent scientific literature reports have explored the effects of internet hospitals on psychological burden and disease knowledge in major public health emergencies such as the COVID-19 pandemic.

Objective: The aim of this study was to explore the role of internet hospitals in relieving psychological burden and increasing disease knowledge during the early outbreak of the COVID-19 pandemic.

Methods: This survey was conducted from January 26 to February 1, 2020, during the early outbreak of COVID-19 in China. The platform used for the consultation was the WeChat public account of our hospital. To participate in the study, the patient was required to answer a list of questions to exclude the possibility of COVID-19 infection and confirm their willingness to participate voluntarily. Next, the participant was directed to complete the self-report questionnaire. After the internet consultation, the participant was directed to complete the self-report questionnaire again. The questionnaire included sections on general information, the General Health Questionnaire-28 (GHQ-28), and the participant’s worries, disease knowledge, and need for hospital treatment.

Results: The total number of internet consultations was 4120. The consultation topics mainly included respiratory symptoms such as cough, expectoration, and fever (2489/4120, 60.4%) and disease knowledge, anxiety, and fear (1023/4120, 24.8%). A total of 1530 people filled out the questionnaires before and after the internet consultation. Of these people, 1398/1530 (91.4%) experienced psychological stress before the internet consultation, which significantly decreased after consultation (260/1530, 17.0%) ($\chi^2=1704.8$, $P<.001$). There was no significant difference in the number of people who expressed concern about the COVID-19 pandemic before and after the internet consultation ($\chi^2=0.7$, $P=.43$). However, the degree of concern after the internet consultation was significantly alleviated ($t_{3058}=90.638$, $P<.001$). The main worries before and after consultation were the dangers posed by the disease and the risk of infection of family members. The scores of the self-assessment risk after the internet consultation were significantly lower than those before consultation ($t_{3058}=95.694$, $P<.001$). After the consultation, the participants’ knowledge of the symptoms, transmission routes, and preventive measures of COVID-19 was significantly higher than before the consultation ($t_{3058}=-106.105$, $-80.456$, and $-152.605$, respectively; all $P<.001$). The hospital treatment need score after the internet consultation decreased from 3.3 (SD 1.2) to 1.6 (SD 0.8), and the difference was statistically significant ($t_{3058}=45.765$, $P<.001$).
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Conclusions: During the early outbreak of COVID-19, internet hospitals could help relieve psychological burdens and increase disease awareness through timely and rapid spread of knowledge regarding COVID-19 prevention and control. Internet hospitals should be an important aspect of a new medical model in public health emergency systems.
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Introduction

From severe acute respiratory syndrome (SARS) and H1N1 influenza to Middle East respiratory syndrome (MERS) and the most recent new coronaviruses, new infectious diseases have become a global problem that seriously threatens human health [1,2]. In contrast to other viruses, severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), which causes coronavirus disease (COVID-19), has the characteristics of a long incubation period and strong infectivity [3,4]. On January 30, 2020, the World Health Organization declared the COVID-19 outbreak to be a public health emergency of international concern; at this point, all regions of China had reported cases of infection [5]. Soon, COVID-19 began spreading worldwide. The panic caused by this worldwide public health emergency has far surpassed those caused by the Middle East respiratory syndrome coronavirus (MERS-CoV) and severe acute respiratory syndrome coronavirus (SARS-CoV) pandemics [6]. Previous research has revealed a wide and profound range of impacts on people at the individual, community, and international levels during outbreaks of infection [7]. Because winter and spring are the peak seasons of influenza, people who have symptoms of upper respiratory infection, such as fever, fatigue, and cough, often fear that they are infected with COVID-19 [8]. If many people rush to the hospital in a short time, medical resources will be occupied and potential cross-infection and other problems will occur. Therefore, medical support at this time is essential. To help people seek timely professional medical advice and accurately guide them on when and how to report to a hospital, as well as to reduce the risk of cross-infection from population flow, the Chinese government has issued decrees that require domestic internet hospitals to make full use of the advantages of telemedicine to provide convenient and high-quality services in response to the epidemic [9,10]. Therefore, our hospital quickly responded and immediately set up free COVID-19 consultation services as the main form of telemedicine for the public during the epidemic. This action attracted widespread attention from all walks of life. Our internet hospital received more than 35,000 hits on the first day, and the number of free medical consultations exceeded 1000 [11]. Internet hospitals, as a 21st-century approach to triage, enable efficient screening of patients and protect patients, clinicians, and the community from exposure during an infectious public health emergency [12]. However, only a few very recent scientific literature reports have explored the effects of internet hospitals on psychological burden and disease knowledge in major public health emergencies such as the COVID-19 pandemic. Thus, in addition to discussing symptoms and distinguishing disease, the clinicians also provide disease knowledge as well as medical or emotional support and understanding during internet consultation. A structured questionnaire containing questions regarding patients’ demographics, psychological state, and disease knowledge was used to explore the changes in these items before and after consultation. The goal of this research was to explore the role of internet hospitals in relieving psychological burden and increasing disease knowledge during the early outbreak of COVID-19 in China.

Methods

Participants

This survey was conducted from January 26 to February 1, 2020, which was the early period of the COVID-19 outbreak in China. The questionnaire was distributed as an electronic form that was collected and analyzed through the internet. Inclusion criteria were people who were aged ≥18 years and who completed the questionnaire. Exclusion criteria were people aged ≤17 years and who provided illogical responses to the questionnaire.

The Ethics Committee of Mianyang Central Hospital approved our study protocol and procedures of informed consent before the formal survey. Participants were required to answer a yes or no question to confirm their willingness to participate voluntarily. After confirmation of the question, the participant was directed to complete the self-report questionnaire.

Internet Consultation Procedure

Before the internet hospital and web-based medical consultation system was set up, the project working group and engineers provided targeted training to the expert team, including the clinician-side use of internet hospitals, real-name registration, web-based consultation procedures, screening processes, and solutions to common problems. The online consultation was free to all. These free services could be obtained through the public WeChat account of our hospital by clicking Integrated Services, then clicking Internet Hospital, and finally clicking COVID-19 Consultation; then, real-time communication could be realized between clinicians and patients.

Free internet medical consultations for “fighting against COVID-19” could be accessed from 8 AM to 9 PM every day starting on January 26, 2020; clinicians talked with patients about their symptoms, helped them distinguish COVID-19 from the common cold, provided disease knowledge, and offered medical or emotional support and understanding.

The procedure of free COVID-19 consultation services was as follows. First, at the start of the conversation, the participant was required to answer a list of questions regarding their
respiratory symptoms and provide detailed travel and exposure histories for screening. Participants who were not suspected of being infected with COVID-19 could proceed to the next step. Next, the participant was required to answer a yes or no question to confirm their willingness to participate voluntarily. After answering this question affirmatively, the participant was directed to complete the self-report questionnaire. Then, a clinician would communicate with the participant regarding their symptoms and psychological state, whether they had developed COVID-19, prevention and control of the disease, and any questions they had, until the participant actively ended the online consultation. Finally, the participant was directed to complete the self-report questionnaire again.

Data Collection

The study instrument comprised a structured questionnaire packet including the following five sections.

1. General Information

The general information section included questions about the respondent’s name, gender, age, education level, and occupation.

2. Psychological State

The General Health Questionnaire-28 (GHQ-28) was used to evaluate the respondents’ psychological state. The GHQ-28 contains 28 items and is composed of four factors, namely physical condition, anxiety/insomnia, social dysfunction, and severe depression [13]. Each item is rated on a 4-level scale. The higher the total score, the greater the respondent’s psychological stress. A total GHQ-28 score of ≤5 points indicates that the subject has no psychological stress, 6-11 points indicates mild to moderate psychological stress, and >11 points indicates severe psychological stress.

3. Concerns About COVID-19

This section contained questions regarding the respondents’ concerns about the COVID-19 pandemic, including whether they worried about the COVID-19 pandemic, to what degree; they were also asked whether they mostly worried about the dangers of the disease, the risk of infection of family members and friends, isolation from their family and/or social environment, or the effects on their functional ability. Each item was evaluated by a dichotomy (yes or no) or a 9-level score from 1 (mild) to 9 (severe).

4. Disease Knowledge

Questions about the respondents’ disease knowledge included their self-assessed risk, self-perceived seriousness of infection and difficulty of treatment, sufficiency of disease knowledge, and level of preparation for the epidemic. Each item was evaluated by a dichotomy (yes or no) or a 9-level score from 1 (high/disagree) to 9 (low/agree).

5. Hospital Treatment Need

In this section, the respondents self-assessed their need to go to a hospital for further medical treatment. This need was also rated on a 9-level scale, from 1 (not needed) to 9 (needed).

The questionnaire administered before the internet consultation contained sections 1 to 5, and that administered after consultation contained sections 2 to 5.

Statistical Analysis

The data were organized and analyzed using SPSS 25.0 software (IBM Corporation). Measurement data were expressed as mean (SD), and the independent sample t test was adopted for comparison between groups. For categorical data, frequencies and percentages were used, and the chi-square test was adopted for comparisons between groups. A two-tailed P value <.05 was considered statistically significant.

Results

Characteristics of the Participants

A total of 1530 people filled out the questionnaire before and after the internet consultation. The average age of the 1530 respondents was 38.9 years (SD 9.9); 998 (65.2%) were women and 532 (34.8%) were men. Among the 1530 respondents, 1101 (72.0%) were aged 18 to 40 years and 429 (28.0%) were older than 40 years. Regarding the respondents’ education levels, 96/1530 (6.3%) had a master’s degree or higher, 307/1530 (20.1%) had a bachelor’s degree, 678/1530 (44.3%) had a high school diploma, and 449/1530 (29.4%) had a junior high school education or below. Of the 1530 respondents, 212 (13.9%) were professionals (teacher/lawyer/student), 586 (38.3%) were employed in enterprises and institutions, 512 (33.5%) were laborers and service workers, and 220 (14.4%) had other occupations (retired, freelancer, or unemployed).

General Information About the Internet Consultations

A total of 4120 internet consultations were performed from January 26 to February 1, 2020. The number peaked on the first day and then gradually declined (Figure 1). The topics of discussion during the consultation mainly included respiratory symptoms such as cough, expectoration, and fever, accounting for 2489/4120 (60.4%) of the total consultations (Table 1). COVID-19 knowledge and anxiety and fear were the subjects of 1023/4120 consultations (24.8%) (Table 1). In the first 7 days, 5 people with fever and exposure histories were screened, and 136/1530 (8.9%) of the respondents needed to go to a hospital.
Figure 1. The change in the number of internet consultations with time.

Table 1. Topics discussed during the internet consultations (N=4120).

<table>
<thead>
<tr>
<th>Topic</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Respiratory symptoms, such as cough and expectoration</td>
<td>1628 (39.5)</td>
</tr>
<tr>
<td>Fever</td>
<td>861 (20.9)</td>
</tr>
<tr>
<td>COVID-19 knowledge</td>
<td>598 (14.5)</td>
</tr>
<tr>
<td>Anxiety and fear</td>
<td>425 (10.3)</td>
</tr>
<tr>
<td>Consultation on chronic diseases</td>
<td>230 (5.6)</td>
</tr>
<tr>
<td>Gastrointestinal symptoms</td>
<td>155 (3.8)</td>
</tr>
<tr>
<td>Other</td>
<td>223 (5.4)</td>
</tr>
</tbody>
</table>


Degrees of Psychological Stress Before and After the Internet Consultation

Before the internet consultation, 1398/1530 respondents (91.4%) reported experiencing psychological stress; this number was significantly higher than that after the internet consultation (260/1530, 17.0%), and the difference was statistically significant ($\chi^2=1704.8$, $P<.001$). Among the 1530 respondents, 1352 (88.4%) scored 6 to 11 points on the GHQ-28, indicating light to moderate psychological stress; meanwhile, 46 (3.0%) scored >11 points on the GHQ-28, indicating severe psychological stress. The number of people with mild to moderate psychological stress before the internet consultation was significantly higher than that after consultation ($\chi^2=1693.8$, $P<.001$). There was no statistically significant difference in the number of people with severe psychological stress before and after the internet consultation ($P>.99$) (Table 2).

Table 2. Degrees of psychological stress before and after the internet consultation (N=1530).

<table>
<thead>
<tr>
<th>General Health Questionnaire-28 score (points)</th>
<th>Degree of psychological stress</th>
<th>Before internet consultation, n (%)</th>
<th>After internet consultation, n (%)</th>
<th>Chi-square $(df=1)$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>≤5</td>
<td>None</td>
<td>132 (8.6)</td>
<td>1270 (83.0)</td>
<td>1704.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>6-11</td>
<td>Mild to moderate</td>
<td>1352 (88.4)</td>
<td>214 (14.0)</td>
<td>1693.8</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;11</td>
<td>Severe</td>
<td>46 (3.0)</td>
<td>46 (3.0)</td>
<td>&lt;0.001</td>
<td>&gt;.99</td>
</tr>
</tbody>
</table>
Concerns About the COVID-19 Pandemic Before and After the Internet Consultation

There was no significant difference in the percentage of people who expressed concern about the COVID-19 pandemic before and after the internet consultation ($\chi^2=0.7, P=.43$). However, the degree of concern after the internet consultation was significantly alleviated compared to before the internet consultation ($t_{2699}=90.638, P<.001$). The main worries before and after the consultation were the dangers of the disease and the risk of infection of family members and friends. The respondents expressed fewer concerns about isolation from their family or social environment and effects on their functional ability. After the internet consultation, there were fewer concerns expressed about the dangers of the disease and the risk of infection of family members and friends than before the consultation, and the difference was statistically significant ($\chi^2=227.4$ and $59.4$, respectively; all $P<.001$) (Table 3).

Table 3. Concerns about the COVID-19 pandemic before and after the internet consultation (N=1530).

<table>
<thead>
<tr>
<th>Question</th>
<th>Before internet consultation</th>
<th>After internet consultation</th>
<th>Comparison between groups</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>I worry about the COVID-19 pandemic, n (%)</td>
<td>1343 (87.8)</td>
<td>1358 (88.8)</td>
<td>$\chi^2_{1}=0.7$</td>
<td>.43</td>
</tr>
<tr>
<td>Degree of worry (1=mild, 9=severe), mean (SD)</td>
<td>8.0 (0.9)</td>
<td>3.7 (1.5)</td>
<td>$t_{2699}=90.638$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Main cause of concern, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The dangers of the disease</td>
<td>1122 (73.3)</td>
<td>668 (43.7)</td>
<td>$\chi^2_{1}=227.4$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>The risk of infection of family and friends</td>
<td>948 (62.0)</td>
<td>736 (48.1)</td>
<td>$\chi^2_{1}=59.4$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Isolation from family and/or my social environment</td>
<td>194 (12.7)</td>
<td>171 (11.2)</td>
<td>$\chi^2_{1}=1.6$</td>
<td>.22</td>
</tr>
<tr>
<td>The effects on my functional ability</td>
<td>200 (13.1)</td>
<td>168 (11.0)</td>
<td>$\chi^2_{1}=3.2$</td>
<td>.09</td>
</tr>
</tbody>
</table>


Disease Knowledge Before and After the Internet Consultation

The self-assessment risk scores before the internet consultation were significantly higher than those after the consultation ($t_{3058}=95.694, P<.001$). There was no statistically significant difference in the scores of the self-perceived seriousness of infection and difficulty of treatment before and after the internet consultation ($t_{3058}=1.333, P=.18$ and $t_{3058}=0.242, P=.81$). After consultation, the respondents’ knowledge of the symptoms, transmission routes, and preventive measures of COVID-19 was higher than that before consultation, and the difference was statistically significant ($t_{3058}=-106.105, -80.456$, and $-152.605$, respectively; all $P<.001$). In terms of disease treatment and prognosis, the levels of knowledge were relatively low both before and after the internet consultation, and the respondents all reported that they were not prepared to fight the epidemic ($P=.07$) (Table 4).

Table 4. Respondents’ knowledge regarding COVID-19 before and after the internet consultation.

<table>
<thead>
<tr>
<th>Question</th>
<th>Before internet consultation, mean (SD)</th>
<th>After internet consultation, mean (SD)</th>
<th>$t_{3058}$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-assessment risk score (1=low, 9=high)</td>
<td>8.1 (0.9)</td>
<td>4.2 ± 1.3</td>
<td>95.694</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I think infection may seriously impair my health (1=disagree, 9=agree)</td>
<td>5.1 (1.2)</td>
<td>5.1 (1.0)</td>
<td>1.333</td>
<td>.18</td>
</tr>
<tr>
<td>I think COVID-19 is hard to cure after infection (1=disagree, 9=agree)</td>
<td>4.6 (1.1)</td>
<td>4.6 (1.3)</td>
<td>0.242</td>
<td>.81</td>
</tr>
<tr>
<td>I think I have sufficient information about (1=disagree, 9=agree):</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symptoms</td>
<td>3.7 (1.1)</td>
<td>7.8 (1.0)</td>
<td>$-106.105$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Treatment</td>
<td>3.2 (1.1)</td>
<td>3.2 (1.2)</td>
<td>$-0.765$</td>
<td>.45</td>
</tr>
<tr>
<td>Prognosis</td>
<td>2.9 (1.0)</td>
<td>2.9 (1.4)</td>
<td>$-1.579$</td>
<td>.11</td>
</tr>
<tr>
<td>Transmission routes</td>
<td>4.7 (1.0)</td>
<td>7.7 (1.0)</td>
<td>$-80.456$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Preventive measures</td>
<td>2.9 (0.9)</td>
<td>8.0 (0.9)</td>
<td>$-152.605$</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>I think I am prepared to fight the epidemic (1=disagree, 9=agree)</td>
<td>3.0 (1.5)</td>
<td>3.1 (1.4)</td>
<td>$-1.799$</td>
<td>.07</td>
</tr>
</tbody>
</table>

Need for Hospital Treatment Before and After the Internet Consultation

The score of hospital treatment need after the internet consultation was 1.6 (SD 0.8), which is lower than that before the consultation (3.3, SD 1.2); the difference was statistically significant (t_{958} = 45.765, P < .001).

Discussion

Principal Findings

Our results showed that after the internet consultation, the number of respondents who had psychological stress reactions decreased and their degrees of concern about the COVID-19 pandemic were alleviated. Additionally, the respondents’ knowledge of the symptoms, transmission routes, and preventive measures of COVID-19 increased after the internet consultation. Our results revealed the important role of internet hospitals in the response to infectious public health emergencies through their timely and rapid spread of knowledge regarding prevention and control of COVID-19.

In recent years, our hospital has relied on the “internet + medical care” model of our internet hospital to provide people with web-based consultations, appointments, electronic prescriptions, and other services, achieving a new mode of internet medical care with a combination of online and offline medical services. Since the outbreak of the epidemic, our hospital has quickly established a multidisciplinary project working group led by the director of the hospital and senior medical experts, including physicians, nursing experts, psychologists, and health managers [11]. Regulations were established to ensure the quality and standardization of internet consultation services, including a “Notice on the Standardized Implementation of Internet COVID-19 Consultation” and “Operating Manual for COVID-19 Online Consultation.” Over 7 days, from January 26 to February 1, 2020, the total number of online consultations in the internet hospital was 4120. Among these, 2489/4120 people (60.4%) consulted on respiratory symptoms such as cough, sputum, and fever, 598/4120 (14.5%) on knowledge of COVID-19, and 425/4120 (10.3%) on psychological problems related to anxiety and fear. In addition to helping to distinguish the common cold, the symptoms of which are similar to early signs of COVID-19, we noted that consultation on the knowledge of COVID-19 and psychological problems constituted nearly 25% of the topics discussed (1023/4120 consultations, 24.8%). This showed that during the epidemic, people have a strong need for disease knowledge and a high risk of psychological stress, which provides good opportunities for telemedicine.

The results of the study showed that during the early period of the outbreak, 1343/1530 (87.8%) of people before the internet consultation and 1358/1530 (88.8%) after the internet consultation expressed concern about the COVID-19 pandemic; however the degrees of concern before and after the consultation were different. The degree of concern before the consultation was generally more severe. We also found that the number of people with psychological stress or mild to moderate psychological stress before internet consultation was significantly higher than that after consultation. This was consistent with the fact that these respondents believed that the risk of disease was high before the online consultation. Thus, it can be seen that in major public health emergencies such as the COVID-19 pandemic, internet hospitals enable people to obtain timely disease and symptom consultations, gain knowledge regarding the prevention and control of COVID-19, learn about best practices during home quarantine, and receive prompt responses to their concerns [14]. All these benefits will be propitious to reduce their psychological stress and fear about the epidemic.

The outbreak of COVID-19 occurred at the Lunar New Year in China. If we had failed to raise awareness of COVID-19 and inform people about the correct prevention and control measures of the disease in the shortest time, the epidemic would probably have spread further [15]. At this time, the traditional methods of spreading knowledge about diseases, such as centralized training, lectures, and leaflet dissemination, are costly and inefficient; additionally, these methods are not sufficiently fast, and the coverage is narrow. Accordingly, the internet has become the best tool and information carrier for epidemic prevention [16]. Our research results showed that after the internet consultation, the respondents’ knowledge of the symptoms, transmission routes, and preventive measures of COVID-19 was higher than that before consultation. The respondents’ psychological stress and degree of concern about the epidemic were alleviated after the internet consultation, which may be related to their deeper understanding of the disease. It has been confirmed that it is feasible and effective to promptly spread knowledge regarding epidemic prevention and control through internet hospitals and to increase people’s knowledge of the disease.

In contrast to rescues in natural disasters, hospitals are obviously unable to meet the needs of all people during major public health emergencies such as the COVID-19 pandemic. Even hospitals are prone to cluster disease and virus spread [17]. Therefore, a decentralized medical assistance model is emphasized in public health emergencies, and the internet plays a key role similar to that of tiered medical service in this decentralization. After online consultation, only 136/1530 (8.89%) of the survey respondents needed to go to a hospital for further examination, and the score of hospital treatment need was also significantly lower than that before the consultation; this indicates that most online consultations are only due to the common cold or mild discomfort that can be monitored at home. Through internet consultations, these patients learn that they only require observation or can simply take nonprescription drugs. The web-based internet hospital service provided patients with necessary medical guidance during the epidemic and reduced the mobility of people to the hospital, which is extremely beneficial to cut off transmission routes and reduce person-to-person transmission [18,19].

Limitations

One limitation of this study is that it is based on a web-based questionnaire. It is possible that the survey did not reach underdeveloped areas due to limited technology availability and that it omitted people who are not comfortable using the
internet. Another limitation is that self-reported levels of psychological impact are not always aligned with assessment by mental health professionals. Irrespective of the above limitations, this study provides invaluable information on the role of internet hospitals on people during the early outbreak of COVID-19 in China. Most importantly, our findings directly demonstrate that internet hospitals are perfectly suited to this pandemic situation because they help relieve psychological burdens on patients and increase disease knowledge. These effects are crucial because ensuring that the general public is well-informed about a condition such as COVID-19 can reduce unnecessary psychological burdens without increasing risk of cross-infection.

With the increasingly powerful functions of the internet and handheld smart devices, internet hospitals are an increasingly feasible way to spread disease knowledge [20,21]. Internet hospitals should be an important part of the emergency system and a novel medical model, especially during major public health emergencies. These hospitals will be indispensable not only during the COVID-19 pandemic but also in future outbreaks of infection.
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Abstract

Background: Widespread access to the internet has boosted the emergence of online hospitals. A new outpatient service called “internet hospital plus drug delivery” (IHDD) has been developed in China, but little is known about this platform.

Objective: The aim of this study is to investigate the characteristics, acceptance, and initial impact of IHDD during the outbreak of COVID-19 in a tertiary hospital in South China

Methods: The total number of and detailed information on online prescriptions during the first 2 months after work resumption were obtained. Patients’ gender, age, residence, associated prescription department, time of prescription, payment, and drug delivery region were included in the analysis.

Results: A total of 1380 prescriptions were picked up or delivered between March 2 and April 20, 2020. The largest group of patients were 36-59 years old (n=680, 49.3%), followed by the 18-35 years age category (n=573, 41.5%). In total, 39.4% (n=544) of the patients chose to get their medicine by self-pickup, while 60.6% (n=836) preferred to receive their medicine via drug delivery service. The top five online prescription departments were infectious diseases (n=572, 41.4%), nephrology (n=264, 19.1%), endocrinology (n=145, 10.5%), angiocardiopathy (n=107, 7.8%), and neurology (n=42, 3%). Of the 836 delivered prescriptions, 440 (52.6%) were sent to Guangdong Province (including 363 [43.4%] to Shenzhen), and 396 (47.4%) were sent to other provinces in China.

Conclusions: The IHDD platform is efficient and convenient for various types of patients during the COVID-19 crisis. Although offline visits are essential for patients with severe conditions, IHDD can help to relieve pressure on hospitals by reducing an influx of patients with mild symptoms. Further efforts need to be made to improve the quality and acceptance of IHDD, as well as to regulate and standardize the management of this novel service.

(J Med Internet Res 2020;22(8):e19678) doi:10.2196/19678
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Introduction

Background
As the third largest country in the world by area, China has 34 provincial regions, over 1.4 billion people, but only 10 million licensed physicians (2.2 for every 1000 people) in 2019, according to the National Bureau of Statistics of China [1]. Since the severe acute respiratory syndrome (SARS) epidemic in 2003, the Chinese government has been rebuilding the three-tier health care system. Today, the health care system in
China consists of community health centers (CHCs), and secondary and tertiary hospitals in urban areas; and village clinics, township health centers (THCs), and county hospitals in rural areas. CHCs, village clinics, and THCs are considered core primary care providers and are expected to provide affordable first contact care while secondary and tertiary care facilities provide specialist referral services [2]. However, with no gatekeeping in the primary health care system, patients can freely choose their provider at any health facility. Although many disorders could be treated by primary care providers conveniently and at a relatively low price, many patients are unwilling to see these providers owing to their lack of confidence in the health professionals’ skills and the quality of health care provided. They tend to go to high-level hospitals even for mild symptoms, effectively overcrowding those hospitals [3]. On the other hand, skilled doctors are unwilling to work at the community level and in remote rural areas for financial and professional reasons. These two problems have led to countless transprovincial patients, resulting in numerous additional economic and time costs [4].

The rapid increase in internet users (from 22.7% to 59.6% of the population between 2008 and 2018) [5] offers the Chinese government a new alternative to address these health care problems. On October 25, 2014, the first officially approved “internet hospital” went online in Guangdong Province. In the beginning, the internet hospital consisted of four clinics operated by doctors from the Second People’s Hospital of Guangdong Province, an online platform operated by a medical technology company, and a network of medical consulting facilities based in clinics in rural villages, CHCs, and large pharmacy chain stores [4]. The inchoate platform usually required onsite equipment (computers, cameras, speakers, and cable network). Patients needed to go to a medical consultation facility near their home and meet through the internet with the doctor based in a top-level hospital in a big city. With the widespread adoption of smartphones and tablet computers, and the ever-increasing popularity of mobile internet communication, a mobile health (mHealth) care model was made accessible to the public. mHealth allows patients to access information, assessments, and treatments in a timely manner. In addition, it empowers doctors with another way to connect with their patients and to practice without geographical limitations [6]. Therefore, the extra costs of health care, such as those associated with travel, time, and doctor consultations, can be dramatically reduced.

During the outbreak of coronavirus disease (COVID-19) [7], the Chinese government adopted a series of administrative measures to stop the spread of the epidemic [8], including requiring domestic internet hospitals to vigorously carry out remote medical services [9]. Although the convenience and ubiquity of internet hospitals makes them a promising avenue through which to overcome geographical limitations between patients and doctors, there is still a “social distance” barrier between the patients and their prescription medicines. In order to solve this problem, many hospitals intend to cooperate with delivery companies to build a partnership for drug delivery [10]. This bundled approach could offer an omnichannel solution that can help people on their path to urgently needed health care and medicine during the epidemic.

Objective

To explore the advantages of the IHDD model for health management during public health emergencies, we analyzed the prescriptions of online outpatients at the People’s Hospital of Baoan Shenzhen in Shenzhen City, Guangdong. Data from the first 2 months after work resumption were collected to reveal the characteristics, acceptance, and initial impact of the new bundled approach.

Methods

Data Sources

The total number of online prescriptions and detailed information on them were obtained automatically from the hospital information system (DTHealth, V7.0) of the People’s Hospital of Baoan Shenzhen. Data from March 2 to April 20, 2020 were collected. Patients’ gender, age, residence, associated prescription departments, time of prescription, payment, and drug delivery region were included in the analysis. GraphPad Prism 8.0.2 (GraphPad Software) was used to summarize and analyze the data.

Ethics Statement

Ethics approval was obtained from the medical research ethics committee of the People’s Hospital of Baoan Shenzhen before the start of the study.

Results

The Internet Hospital Workflow

Figure 1 shows the online consultation workflow of the internet hospital. The patients chose a department and doctor by self-assessment using the hospital miniprogram. There was no prescription option for picture/text counseling patients. For the online clinic, a confirmation would be sent by text message once the online clinic appointment was made. Another message would be sent to the patient 3 minutes before the video counseling session began to remind them to open the hospital miniprogram in time. The doctor then initiated a video consultation with the patient and made an online prescription, if necessary, based on the diagnosis of the patient. At the payment step, the patient could choose self-pickup of medication at the hospital’s pharmacy or delivery to an assigned place.
Figure 1. Online workflow of the internet hospital.

**Internet Hospital Online Miniprogram**

- **Choose Department and Doctor**
- **Picture/Text Counseling**
  - Patient describes the symptom by text and upload correlative photos
- **Online Clinic**
  - Doctor downloads the files and make a diagnosis within 24h
  - Make an appointment
  - Doctor initiates video counseling and make a diagnosis
  - Prescription
  - *Pick up at the hospital pharmacy*
  - *Delivery by SF Express*

**Number and Payment Amount of Online Prescriptions**

A total of 1380 prescriptions were picked up or delivered between March 2 and April 20, 2020. The weekly number and payment amount pertaining to these prescriptions are summarized in Figure 2. There was an increase in the use of the online prescription service. The number and total payments of the 7th week significantly increased, by 11.3 and 4.8 times, respectively, compared with the first week.

Figure 2. The number of and total payments pertaining to online prescriptions.

**Patient Characteristics**

There was no sex-based differences among the patients who received prescriptions (Table 1). The patients were divided into four groups according to their age: 1-17 years old, 18-35 years old, 36-59 years old, and ≥60 years old. The largest group of patients were 36-59 years old (n=680, 49.3%), followed by those who were 18-35 years old (n=573, 41.5%). In total, 65.7% (n=907) of the patients were local residents, 5.6% (n=77) were from Guangdong cities other than Shenzhen, 28.7% (n=396) were from other provinces in China. Less than half the patients (n=544, 39.4%) chose to receive their medicine by self-pickup, while 60.6% (n=836) preferred to get their medicine by drug delivery service.
Table 1. Baseline characteristics of patients (N=1380).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>693 (50.2)</td>
</tr>
<tr>
<td>Female</td>
<td>687 (49.8)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>Median (range)</td>
<td>38 (1-93)</td>
</tr>
<tr>
<td><strong>Group, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>1-17</td>
<td>12 (0.9)</td>
</tr>
<tr>
<td>18-35</td>
<td>573 (41.5)</td>
</tr>
<tr>
<td>36-59</td>
<td>680 (49.3)</td>
</tr>
<tr>
<td>≥60</td>
<td>115 (8.3)</td>
</tr>
<tr>
<td><strong>Residence, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Local (Shenzhen City)</td>
<td>907 (65.7)</td>
</tr>
<tr>
<td>Other cities in Guangdong Province</td>
<td>77 (5.6)</td>
</tr>
<tr>
<td>Other provinces</td>
<td>396 (28.7)</td>
</tr>
<tr>
<td><strong>Access to medicine, n (%)</strong></td>
<td></td>
</tr>
<tr>
<td>Delivery</td>
<td>836 (60.6)</td>
</tr>
<tr>
<td>Self-pickup</td>
<td>544 (39.4)</td>
</tr>
</tbody>
</table>

Distribution of Online Prescriptions

The top five online prescription departments were infectious diseases (n=572, 41.4%), nephrology (n=264, 19.1%), endocrinology (n=145, 10.5%), angiocardiopathy (n=107, 7.8%), and neurology (n=42, 3%). The majority of infectious disease and neurology patients chose drug delivery services, while most patients with other diagnoses preferred to pick up their medication (Table 2).

Table 2. Delivery/self-pickup preference of online prescription patients (N=1380).

<table>
<thead>
<tr>
<th>Department</th>
<th>Delivery (n=836), n (%)</th>
<th>Self-pickup (n=544), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infectious disease</td>
<td>551 (96.3)</td>
<td>21 (3.7)</td>
</tr>
<tr>
<td>Nephrology</td>
<td>86 (32.6)</td>
<td>178 (67.4)</td>
</tr>
<tr>
<td>Endocrinology</td>
<td>48 (33.1)</td>
<td>97 (66.9)</td>
</tr>
<tr>
<td>Angiocardiopathy</td>
<td>37 (34.6)</td>
<td>70 (65.4)</td>
</tr>
<tr>
<td>Neurology</td>
<td>25 (59.5)</td>
<td>17 (40.5)</td>
</tr>
</tbody>
</table>

Drug Delivery Details of Online Prescriptions

For the 836 delivered prescriptions, 440 (52.6%) were sent to Guangdong Province (including 363 [43.4%] to Shenzhen) and 396 (47.4%) were sent to other provinces in China. The top 10 provinces for out-of-province deliveries were Heilongjiang, Hubei, Guangxi, Shandong, Jiangsu, Hunan, Shanxi, Henan, Anhui, and Jiangxi (Table 3). Most of them are located in the northeast, eastern, and central parts of China (Figure 3 and Table 3). The top 10 delivered medicines are listed in Table 4. Most of the medicines were used to treat infectious or chronic disease, which was consistent with the distribution of online prescription.
Table 3. Out-of-province delivery details based on the geographical regions of China.

<table>
<thead>
<tr>
<th>Region</th>
<th>Patients (n=396), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Northeast</td>
<td>107 (27.0)</td>
</tr>
<tr>
<td>Eastern</td>
<td>102 (25.8)</td>
</tr>
<tr>
<td>Central</td>
<td>82 (20.7)</td>
</tr>
<tr>
<td>Southern</td>
<td>35 (8.8)</td>
</tr>
<tr>
<td>Northwest</td>
<td>35 (8.8)</td>
</tr>
<tr>
<td>Northern</td>
<td>21 (5.3)</td>
</tr>
<tr>
<td>Southwest</td>
<td>14 (3.5)</td>
</tr>
</tbody>
</table>

**Top 10 provinces**

- Heilongjiang 94 (23.7)
- Hubei 36 (9.1)
- Guangxi 33 (8.3)
- Shandong 27 (6.8)
- Jiangsu 24 (6.1)
- Hunan 24 (6.1)
- Shanxi 24 (6.1)
- Henan 22 (5.6)
- Anhui 14 (3.5)
- Jiangxi 14 (3.5)

**Figure 3.** Regional distribution of prescription deliveries.
Discussion

**Principal Findings**

We conducted a pilot evaluation of the IHDD health care model in a tertiary hospital in Shenzhen during the first 2 months after work resumption. The unbalanced distribution of medical resources and the outbreak of COVID-19 [11,12] promoted the growth and exploration of more convenient internet-based medical practices [13], especially in the well-developed southern and southeastern parts of China, where people use the internet more often for medical purposes [14]. Despite the advantages of internet hospitals, access to medication remained an obstacle that may have discouraged people from using this platform. The traditional internet hospital required patients to go to the hospital or drugstore for medicines, which could cause more infections during an epidemic. The drug pickup process may increase risk of acute infectious disease, particularly for patients with suppressed immune systems or disabilities, which can then lead to severe health deterioration. On the other hand, out-of-city and out-of-province patients could have problems finding the exact prescription medications they need, as those medicines might be not available at their local hospitals and drugstores. In January 2019, the General Office of the State Council of the People’s Republic of China implemented the National Centralized Drug Purchasing (NCDP) and Using pilot program and selected 11 cities (including Shenzhen) in mainland China to carry out the “4+7” City-Drug-Volume-Based-Purchasing pilot project [15]. As the “frontier” of Chinese prescription medicine reform, prescription medicines that were made by the doctors of Shenzhen’s hospitals may be more affordable. Therefore, the development of IHDD could enable patients across the country to access online prescription medication in a secure and convenient way.

The Chinese government has encouraged internet hospitals to join the epidemic prevention and control efforts of the COVID-19 outbreak [16]. On March 15, 2020, the first professional standard, “Specification for Online Consultation Service for Infectious Disease Epidemic Situation” was published on the national group standard information platform of China, requiring that internet hospitals provide 24/7 online services in response to the epidemic [17]. The internet hospital of the People’s Hospital of Baoan Shenzhen has been officially online since March 2, 2020. From opening to April 20, 2020, it saw a total of 8638 patients, an average of 176 per day, with 5877 in picture/text counseling and 2761 in online clinic video counseling (including 1381 that did not result in a prescription). Most of the picture/text consultations were prehospital services such as psychological counseling and medical education. The number and payment amounts of online prescriptions increased progressively from the first investigated week to the 7th one (Figure 2), which indicates increased acceptance of IHDD. The drop in prescription numbers during the 5th week might be the result of two factors: Tomb-Sweeping holiday and a lack of antiviral medicine.

Most prescription patients were between the ages of 18 and 60 years, had no time for onsite visitations, and had greater access to new medical platforms. At present, health authorities and the government have warned older people that they are at a higher risk of more serious and possibly fatal illness associated with COVID-19. Moreover, the global recommendation for older populations includes social isolation, which involves staying at home and avoiding contact with other people for an extended period of time [18]. Our data show that only 8.3% of IHDD users were ≥60 years (Table 1). This may be due to differences in public acceptance. Older populations usually take more time to become familiarized with the operations of IHDD.

The stay-at-home order constrained people from going outside, which increased difficulties associated with health management, especially chronic disease management. Medical professionals at hospitals with fever clinics are required to participate in COVID-19 prevention, control, and treatment, which has reduced their concentration on other diseases. In fact, the management of chronic disease has become a crucial issue in cities with large outbreaks of COVID-19 [19]. The largest number of internet hospital prescriptions came from the department of infectious diseases, which includes acute and chronic viral hepatitis, fatty liver, alcoholic hepatitis, drug-induced liver damage, autoimmune liver disease, and genetic and metabolic liver disease. The second largest group was from nephrology, followed by endocrinology. Patients with chronic liver disease, kidney disease, or diabetes could easily renew their prescriptions and receive their medicine by IHDD.

<table>
<thead>
<tr>
<th>Name</th>
<th>Formulation</th>
<th>Manufacturer</th>
</tr>
</thead>
<tbody>
<tr>
<td>Entecavir</td>
<td>Dispersible tablet</td>
<td>ChiaTai TianQing</td>
</tr>
<tr>
<td>Metoprolol succinate</td>
<td>Sustained release tablet</td>
<td>AstraZeneca AB</td>
</tr>
<tr>
<td>Entecavir</td>
<td>Dispersible tablet</td>
<td>Dawnrays</td>
</tr>
<tr>
<td>Metformin hydrochloride</td>
<td>Tablet</td>
<td>Bristol-Squibb</td>
</tr>
<tr>
<td>Tenofovir disoproxil fumarate</td>
<td>Tablet</td>
<td>Brilliant</td>
</tr>
<tr>
<td>Atorvastatin calcium</td>
<td>Tablet</td>
<td>Bayer</td>
</tr>
<tr>
<td>Nifedipine</td>
<td>Controlled release tablet</td>
<td>Bayer</td>
</tr>
<tr>
<td>Atorvastatin calcium</td>
<td>Tablet</td>
<td>JiaLin</td>
</tr>
<tr>
<td>Mecobalamin</td>
<td>Tablet</td>
<td>Desano</td>
</tr>
<tr>
<td>Amlodipine besylate</td>
<td>Tablet</td>
<td>Pfizer</td>
</tr>
</tbody>
</table>
A notable finding was that most patients with an infectious disease chose to receive their medicine by delivery (96.3%), whereas most patients with other diseases selected self-pickup (Table 2). This can be explained by the need for special storage of some medicines (e.g., recombinant human erythropoietin for kidney disease or insulin for diabetes).

Established in 1984, the People’s Hospital of Baoan Shenzhen is also the Eighth People’s Hospital of Shenzhen, the Shenzhen Baoan Affiliated Hospital of Southern Medical University, and the Second Affiliated Hospital of Shenzhen University. It was recognized as a Grade A Tertiary Hospital by the Guangdong Health Department in 2012. As an important source of health care providers in Shenzhen, the hospital holds a great reputation in both basic clinical practice and diverse clinical research and training. The IHDD platform enabled patients all over the country to obtain access to its health professionals and quality-assured medicine (Figure 3). The hospital even offered medical service to the patients in Wuhan, the epicenter of COVID-19. In fact, online prescription medicines that were delivered to Hubei Province accounted for the second largest number of all out-of-province deliveries (Table 3). The top 10 provinces for IHDD delivery were located in the northeast, eastern, and central parts of China. One of the reasons is that these areas are relatively economically developed regions, and their residents are highly educated, which ensures they have a better understanding of the benefits of IHDD.

The top 10 delivered medicines were used for the treatment of hepatitis, hypertension, hyperlipidemia, diabetes, climacteric symptoms, etc (Table 4). This finding was consistent with the distribution of prescription departments. In fact, 7 of these departments were enrolled in the National Essential Drugs of China program. Within these 7, 3 belonged to the “4+7” NCDP catalog. The affordability and quality of these medications were guaranteed by the government.

One of the concerns of IHDD is the safety and security of drug delivery. Therefore, delivery service companies with good reputations were chosen by the hospitals as partners. As the industry leader, SF Express is the first logistics company to cooperate with both pharmaceutical providers and hospitals. It has a long history of ambient temperature and cold chain medicine transport. Moreover, it offers real-time package tracking and zero-touch delivery. Once the patients place their order, a tracking number is sent by text message to their cell phone. The processing information of the medicine is updated and sent to patients automatically. Couriers place the medicines into the customer-assigned delivery lockers, which are usually near the patient’s residence, so the patient can access them using a random cipher. This process could effectively reduce viral transmission while simultaneously providing convenience for patients. At present, an advanced cooperation model is under exploration: the pharmacist-audited prescription will be sent to the manufacturer directly, and the medicines will be delivered from manufacturer’s stock house. This will reduce substantial pressure on hospital drugstores and cut transportation expenses.

**Future Prospects**

Although in-person visits are essential when the patients are experiencing severe symptoms, IHDD can help to relieve pressure on hospitals by reducing the influx of mild cases. To make better use of IHDD during and after the current epidemic, more effort is needed. Simple and clear instructions are necessary to improve its acceptance by older people. Financial support, like adding medical insurance to payment methods, can also promote adoption by the public. The new hospital-manufacturer-patient transport model should be further evaluated. Moreover, official regulations are required in terms of standardization of the operational process and management of IHDD.

**Conclusion**

The pandemic of COVID-19 has clearly entered a new stage with rapid spread to countries outside China, becoming a global threat. This once-in-a-century pandemic might permanently change people’s lifestyle, especially when it comes to health management. In our study, IHDD has been proven to be efficient and convenient for many types of patients during the crisis. The widespread use of this platform can help to reduce person-to-person transmission as well as the infection risk of patients with chronic diseases or disability.
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Abstract

Background: Social and physical distancing in response to the coronavirus disease (COVID-19) pandemic has made screen-mediated information and communication technologies (media) indispensable. Whether an increase in screen use is a source of or a relief for stress remains to be seen.

Objective: In the immediate aftermath of the COVID-19 lockdowns, we investigated the relation between subjective stress and changes in the pattern of media use. Based on Lazarus’s transactional model of appraisal and coping, and building on an earlier similar survey, we hypothesize that individual differences in the appraisal of media predict variations in approach or avoidance of media for coping with COVID-19 stress.

Methods: Between March 20 and April 20, 2020, a brief snowball survey entitled: “What media helps, what media hurts: coping with COVID19 through screens” was distributed via Concordia University’s mailing lists and social media (PERFORM Centre, EngAGE Centre, and Media Health Lab). Using a media repertoire method, we asked questions about preferences, changes in use, and personal appraisal of media experiences (approach, avoid, and ignore) as a result of the COVID-19 pandemic and investigated interindividual differences in media use by factors such as subjective stress, age, gender, and self-reported mental health.

Results: More than 90% of the survey respondents were in Canada and the east coast of the United States. From 685 completed responses, 169 respondents were “very stressed” and 452 were “slightly worried” about the pandemic. COVID-19 stress led to increased use of Facebook ($\chi^2=11.76$, $P=.008$), television ($\chi^2=12.40$, $P=.006$), YouTube ($\chi^2=8.577$, $P=.04$), and streaming services such as Netflix ($\chi^2=10.71$, $P=.01$). Respondents who considered their mental health “not good” were twice as likely to prefer streaming services as a coping tool for self-isolation. Women and nonbinary respondents were twice as likely than men to pick social media for coping. Individuals younger than 35 years were 3 times more likely to pick computer games, and individuals older than 55 years were more likely to pick network television or print media. Gender affected the appraisal of media (less in men than others) in terms of avoid ($F=5.84$, $P=.02$) and approach scores ($F=14.31$, $P<.001$). Subjective mental health affected the ignore score (less in those who said “good” than others; $F=13.88$, $P<.001$). The appraisal score and use increase explained variations in worrying about physical and mental health stress due to increased screen time. A qualitative analysis of open-ended questions revealed that media (especially social networks) were important for coping if they provided support and connection through the dissemination of factual and positive information while avoiding the overflow of sensational and false news.
Conclusions: The relationship between appraisal of media’s positive and negative facets vary with demographic differences in mental health resiliency. The media repertoire approach is an important tool in studies that focus on assessing the benefits and harms of screen overuse in different populations, especially in the context of the COVID-19 pandemic.

(KEYWORDS)

Netflix; social network; stress; COVID-19; information and communication technologies; survey; media; coping; infodemic; infodemiology

Introduction

Background

The necessity of social and physical distancing in response to the coronavirus disease (COVID-19) pandemic has made screen-mediated information and communication technologies (media) even more indispensable than before, raising concerns about harms or benefits of screen dependency or screen stress due to overexposure. Previously, we have examined the relation between subjective and quantitative measures of screen addiction and stress, and showed that, despite the heterogeneity of the patterns of screen use and types of stressors, a robust correlation existed between higher emotional and perceived stress, and higher likelihood of screen addiction, especially linked to social networking and entertainment-related activities [1]. However, we could not answer the question whether screen addiction caused higher stress levels or if higher stress motivated an escape into screens for coping. The unprecedented occasion of this global stressor, the COVID-19 pandemic, allows us to address this question.

There is a growing concern about the potential adverse effects of excessive screen time on emotional and physical health. To name a few harms, there is stress caused by an abundance of catastrophic news [2]; increased sedentary behavior and obesity [3,4]; sleep disorders [5]; and addiction to social media [6], computer games [7], online gambling [8], etc. Nevertheless, the debate about the directional relationship between stress and compulsive screen use is nuanced. A 2014 review by Ryan et al [6] indicated that the risks of developing an addiction to social networks may be related to use and gratification factors linked to relationship maintenance, passing time, entertainment, and companionship. In a 2018 meta-analysis of 56 independent samples (comprising >27,800 individuals), Marino et al [9] showed that the problematic use of Facebook was associated with internal motives such as coping and information-seeking, and external motives such as socialization and conformity, albeit with important moderating effects related to age and geographic location. The two main reasons for problematic Facebook use were related to the motives of reducing negative moods and meeting one’s needs to cope or pass time [9]. Brailovskaya et al [10] investigated the link between daily stress and depression in samples of problematic Facebook users from Germany (N=531) and the United States (N=909). Individuals with depressive symptoms reported higher daily stress and higher Facebook use. Although they acknowledged the short-term benefits of using Facebook to cope with depression, the authors warned that this positive effect could lead to long-term maladaptation due to addiction [10].

The double-edged nature of social media harms or benefits has long been considered in adolescents. Tsitsika et al [11] evaluated a cluster sample of more than 10,000 adolescents in grade 9 or 10 from 600 classrooms from 6 European countries and found that, in younger adolescents, the heavy use of social networking was associated with lower academic performance, higher internalizing of problems, and loss of physical activity; conversely, however, in older adolescents, the same social networking use was positively correlated with social competence. In a recent qualitative study of over 100 individuals with stressful experiences, Lee et al [12] experimentally manipulated the direction of conversations in an online-support context and showed that, whereas conversations that focused on reconstruing the stress experience from a broader perspective had a helpful impact, those focusing on recounting the personal experience were likely to add emotional stress for participants. A content analysis of over 8 million online conversations (in Korean) about the Middle East respiratory syndrome (MERS) outbreak in South Korea showed that, although expressions of negative affect (anxiety and fear) were prevalent in online social media and discussion boards, informative news content was more likely to bring out expressions of positive (calm and composed) MERS emotions [13].

Mediating screens are designed to be beneficial though. The role of online social networks in facilitating information- and support-seeking, especially for mental health support, is important in understanding their relation to stress and screen addiction. In 2014, Griffith and Szabo [14] found that the most addictive forms of internet activity among a sample of 111 college-aged respondents were social networking (84%), email and chatting (69%), and watching videos (35%), and that each of those addictions satisfied a specific need of the user and helped them to improve the quality of their life. In a follow-up survey study of 1057 internet users aged 16-70 years, this team reported that the greatest source of internet dependency was information- and news-seeking, and that more than 86% of screen addicts believed that it improved their life quality [15]. In 2017, Utz and Breuer [16] reported the results of a 6-wave longitudinal study (over 3 years), with a final attrition of 1330 representative internet users in the Netherlands, and showed that in all waves the users of social networks reported higher levels of online social support than nonusers, especially for seeking advice. In a 2019 survey study of more than 1000 young Irish adults (aged 18-25 years), Petriorious et al [17] showed that more than 82% relied on online search and more than 57% on online medical support sites for seeking mental health care from reliable sources.
In our previous cross-sectional snowball survey of 650 respondents (aged 18-80 years), we showed that more than 95% considered the most important need for media technologies to be for communication and information-seeking, which was independent from perceived psychosocial stress or emotional factors such as irritability, anxiety, sadness, lack of motivation, and anger [1]. In this current study conducted in the immediate aftermath of COVID-19 shut downs in North America, we asked a subset of questions from our previous survey to specifically investigate: would higher levels of subjective COVID-19 stress predict increased media use, would subjective stress due to COVID-19 increase social and entertainment media use more than other uses, to what extent would individual differences (demographics, health, and perceived COVID-19 stress) predict variations in respondents’ appraisal of media as a beneficial coping strategy, and what factors would predict individual’s concerns about the health risks of increased screen time?

**Theoretical Framework**

Stress, coping, and media are complex multifaceted constructs, and it is important to consider the working definitions that frame this work.

**Stress**

First, the term *stress* is one of the most frequently used (or misused) terms in today’s health discussions, but it is not understood or even felt similarly across different cultures [18]. There are various standard stress questionnaires (such as the perceived stress scale) that help provide a quantitative index of stress, and there are psychophysiological experiments that measure the embodied experience of stress. However, the aim of this study is not to quantify different dimensions of stress, but to assess the respondent’s subjective experience of stress. For the purpose of this research, we rely on Mason’s [19] definition of stress, which suggests that the experience of conditions of novelty, unpredictability, threat to self, and sense of control will reproducibly trigger a neurophysiological stress response [20]. COVID-19 is a stressor because the rapid global disruptions caused by COVID-19 lockdowns are *novel* and unprecedented to the lives of many in North America and Europe (where most of our data is collected from). COVID-19 has created an unpredictable condition. Several levels of *unpredictable* outcomes are prevalent: how and when will this end, and what will be the human or financial toll? COVID-19 is perceived as *threatening* to every aspect of life, financially, socially, and even physically (as the illness seems to be grave). The public health measures to control the spread of the virus, as well as the unknown nature of the virus’ mechanisms of spread and immunity challenge every sense of control. Besides restrictions about work, social distancing, and travel, how this virus will mutate or end is outside our locus of control.

**Coping**

Second, similar to stress, the term *coping* is also imprecise [21]. As a psychophysiological response, stress is a complex phenomenon [22], and individual differences in appraisal and coping determine the behavioral approaches that alter an individual’s experience of stress [23]. When we are casually talking about stress, we are often referring to a challenge that forces us to cope, and coping can be influenced by a myriad of personal, social, and environmental factors that vary with nature [24] and culture [25]. Coping is also a context dependent experience, and there are currently numerous survey studies that are trying to understand differences in coping and resilience [26].

Our study is only focusing on whether using media can help cope with COVID-19 stress, and whether patterns of media use vary with factors such as age, gender, and self-assessment of mental and physical health. After the lockdown, various behavioral and interpersonal resources that would generally be available for coping with stress (for example, exercise and fitness centers, parks and recreational areas, one-to-one or group therapy activities, social support networks, or even medical doctors) became unavailable. *Screens* are currently the only safe (from contagion) tool for coping with social isolation, interruption of work, learning and finding critical information, as well as distracting oneself from boredom and anxiety.

Therefore, we have narrowed down the question of coping to a set of factors from Marino et al’s [9] findings of the internal and external motives for using social networks for coping through information-seeking, conforming, socializing, enhancing mood, and passing time.

**Media Appraisal**

Third, we address the complexity of the relationship between coping and stress by referring to Lazarus and Folkman’s Theory of Stress Appraisal and Coping. Briefly, the Appraisal Theory postulates that when confronted with a stressor, individuals engage in a primary appraisal of its relevance, potential benefits, and potential dangers. Whether they find it beneficial or dangerous, they will then enter the second phase of appraisal to identify resources that they have or resources that they need to recruit to meet the challenges of the stressor (see the first supplemental figure in Multimedia Appendix 1). Depending on an individual’s abilities, personality, or the particularity of the circumstances, the process of appraisal is mediated by cognition- or emotion-based behaviors that motivate and shape an individual’s approach to, or avoidance of, different response strategies (e.g. cognitive- or emotion-based). This process of appraisal is repeated recursively until an individual finds a solution (or fails) [23]. We have previously proposed a conceptual mixed methods framework for studying interactions between media (such as serious games) and stress [27]. We repeat this iterative process here by recursively asking questions about sources of actual, perceived, or anticipated stress while investigating individuals’ differences in use and preferences.

**Media Repertoire Approach**

Similar to our previous study [1], we use a repertoire-oriented framework that emphasizes the interrelation between different available technologies and the factors that influence an individual’s choice in the amount of different media or content use [28]. Research into media use often involves assessing the amount and the type of media used by the public or identifying the reasons for, and meanings of, using a specific media type within a specific context. The specific context of this study was “coping with COVID-19 disruptions,” and we were interested
in comparing the prevalence of different types of media-related activities in the coping process.

The media repertoire framework includes a mixed methods analysis of large-scale surveys of use together with more qualitative research into individual preferences to bridge between the patterns of different media type use and differences in the meaning and affordance of each media for a particular person (or subgroups of people) within social contexts [29].

We defined demographics, extent of perceived stress, and beliefs about one’s mental health as predictors of variations in media use and media appraisal (in the context of serving as coping tools, as well as in relation to their potential risks to mental and physical health). Hence, we encourage readers to keep these working definitions in mind for the interpretation of our findings.

Methods

Data Collection

Within days of the announcement of the lockdown in the province of Quebec (March 13, 2020), we deployed a brief multifactorial 16-item questionnaire using the SurveyMonkey platform [30]. A brief advertisement was distributed via PERFORM’s mailing list, as well as various social media (Twitter and Facebook) accounts.

> Coping with COVID-19: What media helps, what media hurts?

> Please join us in a quick anonymous survey to assess which kinds of media and information technologies matter most in these extraordinary times? Do they stress us, or help us cope better?

The survey was available only in English, as we aimed to reach an international community that could communicate via a common language. Because it was important to deploy the survey in the early phase of the pandemic, we made the length of the survey short enough to not take more than 5 minutes to ensure high completion rate. (We attained >95% completion.)

To compensate for the brevity of the survey, which prevented us from quantitative assessment of stress and coping, we included two open-answer boxes and asked respondents to offer more details about three specific questions: how the pandemic was disrupting their life, what other coping methods than those we listed would they use, and how they envisioned a strategy for media to become a useful tool for coping.

The sample size calculation was based on a margin of error and confidence level rather than prevalence or expected effect sizes. With a 5% margin of error and a confidence level of 95%, a minimum sample size of 384 was estimated to be sufficient to reveal differences in an average response to each survey question. The survey was advertised through email lists, the PERFORM Centre website, Facebook, and Twitter, as well as through the social media of EngAGE Centre for studies in aging, and the Media-Health.ca website and social media. The distribution lists alone contained at least 10,000 people, thus, obtaining the necessary sample size could be achieved even with a conservative completion rate of 5-10%.

Dependent and Independent Variables

Table 1 summarizes the dependent and independent variables and corresponding questions that were tested in this survey.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Questions</th>
<th>Responses</th>
</tr>
</thead>
</table>
| Subjective COVID-19 stress (IV, categorical) | Which one of these statements describe how you feel about the COVID-19 pandemic? | I am:  
- Very stressed  
- Slightly worried  
- Not worried at all  
- Excited about it |
| Demographics (IV, categorical) | Age (years)  
- <25; 25-34; 35-54; 55-65; >65  
- Gender |  
- Man, woman, other |
| Self-assessed mental/physical health (IV, categorical) | In general, how do you describe your mental/physical health? (categorical) |  
- Good  
- Poor  
- Could be better |
| Media repertoire (preference; DV, count) | If you had to go in to self-isolation, choose 3 activities that would help you cope. (count) |  
- Netflix or similar streaming services  
- Exercise  
- Print media  
- Work  
- Computer  
- Video chat services  
- Social media  
- Games and puzzles  
- Network television  
- Computer games |
| Media repertoire (use change; DV, nominal) | In the past week which one of your use patterns have changed? |  
- Increased  
- Decreased  
- Stayed the same  
- Unused |
| Media appraisal (primary; DV, scale) | Approach  
- Avoid  
- Ignore |  
- 0-100 |
| Appraisal (secondary) of mental/physical health risk (DV, categorical) | Are you worried that too much screen time can affect your mental/physical health negatively? |  
- Yes, I am worried  
- I am a little worried  
- No, I am not worried at all  
- I do not know or it depends |

\(^{a}\)COVID-19: coronavirus disease.  
\(^{b}\)IV: independent variable.  
\(^{c}\)DV: dependent variable.

**Media Appraisal for Coping With the COVID-19 Pandemic**

Media appraisal was assessed based on an 8-item questionnaire, asking participants to state their opinions (“Definitely true,” “Somewhat true,” “Not really true,” “Definitely false,” or “I don’t know”) about the following statements: (1) I use social media to be connected while social distancing, (2) social media connects me to what is happening in the world, (3) COVID-19 news and social media posts overwhelm me, (4) social media spreads false information about COVID-19, (5) COVID-19 news gives me a sense of knowledge and control, (6) I play games or watch TV to distract myself from COVID-19, (7) there is too much media hype about COVID-19, and (8) I try to avoid the COVID-19 news as much as I can. The proportions of responses to each question are illustrated in Multimedia Appendix 2.

Using principle component analysis and varimax rotation, we reduced the appraisal questionnaire to 3 factors that cumulatively...
explained 57% of the variance in the sample. Factor 1 explained 21% of the variance (after rotation) loaded on items 1, 2, and 5. We refer to this factor as **approach**. The second factor explained 20% of the variance (after rotation) and loaded on items 3, 7, and 8. We refer to these factors as **avoid**. Finally, the third factor explained 16% of the variance loaded on items 4 and 6. We refer to this factor as **ignore**. To compute scores for each factor, responses to each question were recoded as follows: definitely true was recoded to +2, somewhat true was recoded to +1, somewhat not true was recoded to −1, and definitely false was recoded to −2. We then computed the variables **approach**, **avoid**, and **ignore** by calculating the score of each factor by computing the normalized average of the items’ scores in that factor. Interclass correlation coefficients of items in each factor were low (Cronbach α=.6), which limits the reliability of these scores, but this scoring allows us to operationalize media appraisal.

**Statistical Analyses**

To compare associations between independent variables (age, gender, COVID-19 stress, and health status), we used contingency tables and chi-square tests of associations. To examine how different groups selected their coping resources, we computed the odds ratio of an activity being picked by each group category compared to the rest.

The Kruskal-Wallis and multivariate analysis of variance tests were used for group comparison of nominal dependent variables such as change in the media use and scale variable such as appraisal scores, respectively. In all cases, appropriate post hoc analyses were performed, and 95% confidence intervals were reported.

Prism8 (GraphPad Inc) and SPSS 24 (IBM Corp) were used for performing quantitative data analyses and presentation. The dropout rate (ie, respondents who accessed the survey but did not record their responses) was 49 out of 734. Because some of the survey questions were not mandatory, we present the case-wise sample size for each analysis. Details of statistical tests are presented together with results.

**Qualitative Analysis of the Open-Ended Questions**

We used NVivo 12 for Mac (QSR Inc) and applied a data-driven approach to the coding of the open-ended questions by exploring the most frequently used words in the response boxes. We then explored the themes that related to disruptions caused by COVID-19 and coping strategies that mattered.

Out of the 689 respondents, 351 provided a response to the following question: “This outbreak has caused real problems, especially to those who do not have the ability to do their work from home. Can we envision ways in which the media (news, social networks, newsletters, etc) can be used to alleviate their burden?”

Nearly 11% (38/351) of those responses were “I don’t know,” “not sure,” or “maybe” without any explanation. A little over 7% (26/351) responded with “No” or “Not really” without any explanation. About 5% (20/351) responded “Yes” without any explanation.

Using a word frequency analysis on 267 spell-checked and corrected entries (automatically removing transitional verbs, prepositions, pronouns, conjunctions, articles, quantifiers, and adverbs) revealed that the words work (217 counts), home (145 counts), people (96 counts), social (84 counts), media (67 counts), time (66 counts), help (62 counts), school (53 counts), news (52 counts), activities (49 counts), information (48 counts), job (47 counts), online (43 counts), friends (38 counts), cancellation (38 counts), and family (35 counts) were the most frequent ones.

These words were extracted using NVivo 12’s word-query function. Statements that included each word were studied one by one to code for the following themes: the impact and disruption caused by the pandemic, what mattered to individuals in terms of coping with the pandemic, and what kind of help the media could provide. We then performed a node matrix query on each coded concept to create a network representing the co-occurrence of nodes (ie, the number of times that any two words were co-occuring in one statement). Finally, we used an open source software Gephi (version 0.9.2 for Mac, an open source and free software for visualization and exploration of any network types) [31] to identify the emerging concepts that were more important in the open-question responses. The network was partitioned by its modularity (a measure of how a network compartmentalizes into subnetworks), and the nodes were ranked by their eigenvector centrality (EC; a measure of node importance in the network). These results were then used to create a conceptual model for addressing the main question of the study: what media helps and what media hurts?

**Results**

**Sample Distribution in Age, Gender, Health, and COVID-19 Stress Groups**

Figure 1 shows the geographical location of the sample. The majority of responders were from Canada (n=515). Descriptive statistics are presented in Table 2. COVID-19 had disrupted the normal life of more than 85% of respondents. Nearly two-thirds of the sample were women, and one-third were between the ages of 35 and 54 years. Less than one-third of the sample considered their mental or physical health to be not good.
Figure 1. Geographic location of respondents.
Table 2. Descriptive statistics.

<table>
<thead>
<tr>
<th>Questions and responses</th>
<th>Participants (N=685), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Has COVID-19(^a) interrupted your normal life?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>628 (85.6)</td>
</tr>
<tr>
<td>No</td>
<td>57 (7.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>49 (6.7)</td>
</tr>
<tr>
<td><strong>Which one of these statements describe how you feel about the COVID-19 pandemic?</strong></td>
<td></td>
</tr>
<tr>
<td>Very stressed</td>
<td>169 (23)</td>
</tr>
<tr>
<td>Slightly worried</td>
<td>452 (61.6)</td>
</tr>
<tr>
<td>Not worried</td>
<td>50 (1.4)</td>
</tr>
<tr>
<td>Excited about it</td>
<td>10 (1.4)</td>
</tr>
<tr>
<td>Missing</td>
<td>53 (7.2)</td>
</tr>
<tr>
<td><strong>Are you in quarantine or self-isolation?</strong></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>354 (48.2)</td>
</tr>
<tr>
<td>No</td>
<td>329 (44.8)</td>
</tr>
<tr>
<td>Missing</td>
<td>51 (6.9)</td>
</tr>
<tr>
<td><strong>What is your age category?</strong></td>
<td></td>
</tr>
<tr>
<td>Younger than 25 years</td>
<td>84 (11.4)</td>
</tr>
<tr>
<td>25-34 years</td>
<td>165 (22.5)</td>
</tr>
<tr>
<td>35-54 years</td>
<td>259 (35.5)</td>
</tr>
<tr>
<td>55-65 years</td>
<td>88 (12)</td>
</tr>
<tr>
<td>Older than 65 years</td>
<td>89 (12)</td>
</tr>
<tr>
<td>Missing</td>
<td>49 (6.7)</td>
</tr>
<tr>
<td><strong>What is your gender?</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>179 (24.4)</td>
</tr>
<tr>
<td>Female</td>
<td>494 (67.3)</td>
</tr>
<tr>
<td>Nonbinary</td>
<td>4 (0.5)</td>
</tr>
<tr>
<td>I prefer to not answer this question</td>
<td>8 (1.1)</td>
</tr>
<tr>
<td>Missing</td>
<td>49 (6.7)</td>
</tr>
<tr>
<td><strong>Generally, how would you describe your mental health?</strong></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>496 (67.6)</td>
</tr>
<tr>
<td>Poor</td>
<td>28 (3.8)</td>
</tr>
<tr>
<td>Could be better</td>
<td>156 (21.3)</td>
</tr>
<tr>
<td>Missing</td>
<td>54 (7.4)</td>
</tr>
<tr>
<td><strong>Generally, how would you describe your physical health?</strong></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>512 (69.8)</td>
</tr>
<tr>
<td>Poor</td>
<td>9 (1.2)</td>
</tr>
<tr>
<td>Could be better</td>
<td>166 (21.3)</td>
</tr>
<tr>
<td>Missing</td>
<td>57 (7.8)</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.
Group Differences in Perception of COVID-19–Related Stress

Chi-square test of contingency showed no association between categories of COVID-19 stress perception and age (\( \chi^2 \) = 5.04, \( P = .96 \)), but associations with gender (\( \chi^2 \) = 15.05, \( P = .03 \)), self-assessed mental health (\( \chi^2 \) = 30.93, \( P < .001 \)), and self-assessed physical health (\( \chi^2 \) = 20.83, \( P = .002 \)) were significant. As can be seen in Figure 2, men were half as likely to be “very stressed” by COVID-19 (odds ratio 0.48, 95% CI 0.31-0.75), and those with good mental health were also less likely to be “very stressed” (odds ratio 0.415, 95% CI 0.29-0.60). We found a significant association between self-assessed mental health and age (\( \chi^2 \) = 41.2, \( P < .001 \); a higher proportion of young respondents considered their mental health as poor or could be better) but there was a nonsignificant association with gender (\( \chi^2 \) = 8.8, \( P = .07 \)).

Figure 2. Perceptions of COVID-19 stress across age, gender, and self-assessed health groups. COVID-19: coronavirus disease.

Group Differences in Media-Type Preferences for Coping With Self-Isolation

The ranked counts of activities that individuals picked as the three most important for helping them cope with self-isolation and quarantine are presented in Multimedia Appendix 1. The most frequently selected option was Netflix or similar streaming services (402/685, ~60%). Netflix is not the only online streaming technology but the first of this genre; for simplicity, we use the name of this brand to refer to any streaming services of this kind (eg, Amazon Prime, Hulu, Home Box Office, Crave, Disney, GEM).

Interestingly, exercise was the second (358/685) and print media (264/685) the third most important activities.

However, when splitting the sample across age and gender, the within-group proportions of responses revealed different patterns (Figure 3).

In terms of age, individuals younger than 35 years were two times more likely than the rest of the sample to pick Netflix or similar streaming services (odds ratio 2.04, 95% CI 1.46-2.85) and 2.3 times more likely to pick computer games (odds ratio 2.28, 95% CI 1.43-3.63) for coping in a quarantined condition. By contrast, individuals older than 55 years were twice more likely to pick print media (odds ratio 2.02, 95% CI 1.43-2.87) and more than three times more likely to pick network television (odds ratio 3.39, 95% CI 2.16-5.32) compared to those who were younger. To have a work computer was most important for those aged 35-54 years (odds ratio 1.82, 95% CI 1.32-2.5). The odds of using social media, teleconferencing, exercise, and solo games or puzzles were not significantly different between groups.

In terms of gender, the few (n=12) who did not specify a binary gender showed visibly different odds in terms of preferences, but in the absence of a large enough sample, we will not discuss the statistical significance of these findings. However, comparing men (n=179) and women (n=494) showed that men were twice more likely than women to pick work computer (odds ratio 1.45, 95% CI 1.02-2.06), three times more likely to pick computer games (odds ratio 3.3, 95% CI 2.05-5.27), and 1.8 times less likely to pick social media (odds ratio 0.55, 95% CI 0.368-0.833) for coping with self-isolation in the case of quarantine.

In terms of mental health, those who indicated their mental health was good were 1.5 times more likely to pick work (odds ratio 1.46, 95% CI 1.02-2.09) and more than twice less likely to pick Netflix or similar streaming services (odds ratio 0.428, 95% CI 0.30-0.62). Other differences were not significant. It is
worth mentioning that those who indicated their physical health was good were more likely to pick exercise (odds ratio 2.4, 95% CI 1.67-3.44), but other differences were not significant.

With the exception of one response ("reading good fiction books"), no other respondents suggested alternative coping activities.

**Figure 3.** Group differences in preference for activities to cope with self-isolation or quarantine.

**Table 3** provides the response frequency to how media use has changed as a result of the COVID-19 pandemic. The highest frequency of increased use was in video chat, followed by telephone and Netflix or similar streaming services. The highest frequency of unchanged use was with print media and YouTube.

The highest frequency of unused media was Twitter (also with the lowest rate of increase), followed by games (although its use increased), Instagram (although its use also increased), and audio media.
Table 3. Frequency of response to changes in media use as a result of the coronavirus disease pandemic.

<table>
<thead>
<tr>
<th>Media repertoire use</th>
<th>Unused, n (%)</th>
<th>Decreased, n (%)</th>
<th>Unchanged, n (%)</th>
<th>Increased, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video chat (n=329)</td>
<td>44 (13.4)</td>
<td>2 (0.3)</td>
<td>25 (7.6)</td>
<td>258 (78.4)</td>
</tr>
<tr>
<td>Telephone (n=328)</td>
<td>36 (11)</td>
<td>6 (1.8)</td>
<td>124 (37.8)</td>
<td>162 (49.4)</td>
</tr>
<tr>
<td>Netflix or similar (n=667)</td>
<td>118 (17.7)</td>
<td>14 (2.1)</td>
<td>262 (39.3)</td>
<td>273 (40.9)</td>
</tr>
<tr>
<td>Facebook (n=664)</td>
<td>131 (19.7)</td>
<td>26 (3.9)</td>
<td>246 (37)</td>
<td>261 (39.3)</td>
</tr>
<tr>
<td>Television (n=664)</td>
<td>160 (24)</td>
<td>26 (3.9)</td>
<td>256 (38.6)</td>
<td>222 (33.4)</td>
</tr>
<tr>
<td>YouTube (n=664)</td>
<td>149 (22.4)</td>
<td>14 (2.1)</td>
<td>294 (44.3)</td>
<td>207 (31.2)</td>
</tr>
<tr>
<td>Print media (n=334)</td>
<td>61 (18.3)</td>
<td>17 (5.1)</td>
<td>162 (48.5)</td>
<td>94 (28.1)</td>
</tr>
<tr>
<td>Games (n=644)</td>
<td>312 (48)</td>
<td>9 (1.4)</td>
<td>159 (24.4)</td>
<td>164 (25.5)</td>
</tr>
<tr>
<td>Instagram (n=636)</td>
<td>278 (43.7)</td>
<td>27 (4.2)</td>
<td>172 (27)</td>
<td>159 (25)</td>
</tr>
<tr>
<td>Audio media (n=321)</td>
<td>137 (42)</td>
<td>21 (6.5)</td>
<td>97 (30.2)</td>
<td>66 (20.6)</td>
</tr>
<tr>
<td>Twitter (n=627)</td>
<td>405 (64)</td>
<td>9 (1.4)</td>
<td>116 (18.5)</td>
<td>97 (14.2)</td>
</tr>
</tbody>
</table>

The Kruskal-Wallis test (with Dunn’s correction for multiple comparison of post hoc pairwise comparisons) was used for these analyses.

In terms of age, differences in the mean ranks of use were statistically significant for the following:

- **Twitter** ($\chi^2=19.38, P=.001$): predominantly higher in those aged 25-34 years, with significant differences in those older than 65 years (mean rank difference=62.8, adjusted $P=.02$) and younger than 25 years (mean rank difference=62.3, adjusted $P=.04$)
- **Instagram** ($\chi^2=56.14, P<.001$): predominantly decreasing with age (adjusted $P$ values<.004)
- **Games** ($\chi^2=18.0, P=.001$): predominantly and significantly higher in the two age groups younger than 35 years. It is notable, however, that the differences between game use of those older than 65 years were not significantly different from those younger than 25 years or between 25 and 34 years (adjusted $P$ values>.89), and that the mean ranks of the game use in those older than 65 years were higher than those between the ages of 55 and 65 years.
- **Netflix or similar streaming services** ($\chi^2=21.1, P<.001$): generally decreasing with age but statistically lower in those older than 65 years and younger than 35 years (adjusted $P$ values <.004)
- **Videoconferencing** ($\chi^2=26.74, P<.001$): with statistically significant differences between the age group that was older than 65 years and those younger than 25 years (adjusted $P<.001$), those aged 25-34 years (adjusted $P=.02$), and those aged 35-54 years (adjusted $P<.001$)

In terms of gender, differences in the mean ranks of use were statistically significant for Facebook ($\chi^2=7.66, P=.02$)—higher in women (adjusted $P=.02$)—and Instagram ($\chi^2=19.07, P<.001$)—higher in women (adjusted $P<.001$). However, other use differences were not statistically significant ($P$ values>.2).

In terms of mental health, differences in the mean ranks of use were statistically significant for Instagram ($\chi^2=6.91, P=.03$), YouTube ($\chi^2=12.14, P=.002$), and Netflix ($\chi^2=11.04, P=.004$), and higher in those who stated their mental health “could be better” versus those who considered their mental health “good” with mean rank differences of Instagram=41.6 (adjusted $P=.01$), YouTube=51.6 (adjusted $P=.005$), and Netflix=47.14 (adjusted $P=.01$).

**Link Between Subjective COVID-19 Stress and Change in Media Use**

Group differences in subjective COVID-19 stress (“slightly worried,” “very worried,” “not worried,” and “excited by it”) and media use change (unused=0, decreased=–1, unchanged=0, increased=2) were significant for Facebook ($\chi^2=11.76, P=.008$), television ($\chi^2=12.40, P=.006$), YouTube ($\chi^2=8.577, P=.04$), and Netflix ($\chi^2=10.71, P=.01$) but not significant for any other activity ($\chi^2<7, P$ values>.1).

The post hoc Dunn’s pairwise comparison (with Bonferroni correction) indicated that the mean rank of Facebook use for those who were “Very stressed” (95% CI 1.01-1.4) was significantly higher than those who were “Slightly worried” (95% CI 0.91-1.16), with a mean rank difference of 48.37 (adjusted $P=.02$), “Not worried” (95% CI 0.28-1.5), with a mean rank difference of 81.55 (adjusted $P=.03$).

The mean rank of television use for those who were “very stressed” (95% CI 0.85-1.23) was significantly higher than the “not worried” group (95% CI 0.25-1.08), with a mean rank difference of 99.47 (adjusted $P=.005$).

The mean rank of Netflix use for the “Very stressed” (95% CI 1.02-1.44) was significantly higher than “Slightly worried” (95% CI 1.15-1.36), with a mean rank difference of 73.81 (adjusted $P=.04$), “Not worried” (95% CI 0.11-1.23), with a mean rank difference of 90.0 (adjusted $P=.01$).

Post hoc comparisons of YouTube did not yield significant results. These observations support our previous hypothesis that increased use of social media and passive entertainment is used as a coping strategy against stress.
Group Differences in Media Appraisal for Coping With COVID-19

So far, we have shown significant demographic and health-related differences in media preference and changes in media use as coping strategies. To what extent are these differences explained by differences in appraisal?

We used a multivariate general linear model with an appraisal variable (approach, avoid, and ignore) as dependent variables and tested a full factorial model with age, gender, and mental health as independent variables, with Bonferroni correction for multiple post hoc comparisons. For simplicity of interpretations, nonbinary respondents were excluded, as their number was <12; mental health self-assessments “poor” and “could be better” were coded into “not good.”

The multivariate Pillai’s trace test (chosen because of its robustness to violations of model assumptions) revealed significant contribution to the model from gender by age ($F_{12,1911}=1.86$, $P=.04$; Figure 4; mainly affecting ignore, $F_{4,637}=2.70$, $P=.03$), from gender ($F_{3,635}=8.23$, $P<.001$; affecting both avoid, $F_{1,637}=5.84$, $P=.02$, and approach, $F_{1,637}=14.31$, $P<.001$; Figure 4), and from mental health ($F_{3,635}=5.13$, $P=.002$; affecting ignore scores only, $F_{1,637}=13.88$, $P<.001$).

Post hoc comparisons (adjusted for Bonferroni correction) showed that, compared to men, women had significantly higher scores of both approach (95% CI 9.44-31.40)—meaning that they found information, connection, and control in social media—and avoid (95% CI 2.74-26.45)—meaning that they were more overwhelmed by COVID-19 news, found the media hype too high, and tried to avoid the news as much as possible.

Figure 5 illustrates that differences in mental health were associated with significant differences in avoid (95% CI 1.7-17.97) and ignore (95% CI 11.25-36.33), meaning that they watched television or played games to distract themselves from the news and considered media a source of false information. Differences in physical health were only associated with ignore.

Figure 4. Age- and gender-related differences in appraisal (mean, standard error of the mean).

Figure 5. Physical- and mental health–related differences in appraisal (mean, standard error of the mean). Pairwise comparison of each variable independently shows significant differences related to self-assessed physical and mental health. We also found a significant likelihood that physical and mental health were related. (*$P<.05$; **$P<.005$).
Relationship Between Appraisal, Use, and Worry About Mental and Physical Health Risks of Increased Screen Time

In the third week of the sampling, when the possibility of overusing screens for work and entertainment had become higher than before, we added two questions and asked whether users were concerned about increased time on screens becoming physical or psychological stressors (Figure 6).

In response to “Are you worried that too much screen-time can affect your physical health negatively,” 86 responded “Yes,” 151 responded “a little,” 110 responded “Not at all,” and 9 responded “I don’t know.”

In response to “Are you worried that too much screen-time can affect your mental health negatively,” 41 responded “Yes,” 152 responded “a little,” 107 responded “Not worried at all,” 21 responded “I don’t know,” and 33 responded “It depends.”

A total 14 respondents further commented that they were concerned for anyone who might develop addiction or detrimental lifestyle habits (especially children). These were recoded into “Yes.” There were 10 other respondents that mentioned the necessity of balance; using screens for exercising, making art, seeking information, and online learning was positive, but using them for all-day television watching was bad; using in moderation was good, but addiction was bad. We recoded these responses to “a little.” There were 8 respondents that indicated that they had control over the time they spent on screens and that, during COVID-19, the screens provided them with an opportunity to “educate themselves and their kids,” “exercise,” and “distract from boredom.” These responses were recoded to “not worried at all.” There was 1 respondent that indicated that they did not understand the question (this response was coded to “I don’t know”).

Responses to the questions of concern were congruent in 53.9% (192/356), meaning that respondents expressed the same degree of concern about physical and mental health risks.

A multivariate analysis of variance with appraisal variables as dependent and mental or physical health risks of screen time as predictive factors showed significant association between ignore and mental health risk ($F_{3,350}=13.9, P=.009$) and physical health risk ($F_{3,350}=4.27, P=.006$). Avoid was also associated with worry about mental health risks ($F_{3,350}=14.5, P<.001$) and physical health risks ($F_{3,350}=5.55, P=.001$)—in both cases, those
who were very worried ignored and avoided the media more than others.

Figure 6 illustrates that concern for mental and physical health risks were associated with significant differences in some media’s use. The Kruskal-Wallis test showed that those who were worried about mental health risks had significantly different use patterns mainly related to increased use of work computers ($\chi^2 = 7.95, P = .047$), print media ($\chi^2 = 10.08, P = .02$), and there was a nonsignificant use pattern for Twitter ($\chi^2 = 7.55, P = .06$). In contrast, those who were worried about physical health risks had increased use of Facebook ($\chi^2 = 10.88, P = .01$) and Instagram ($\chi^2 = 9.18, P = .03$) but a nonsignificant trend for increase in Netflix ($\chi^2 = 6.99, P = .07$).

Qualitative Analyses of the Open-Ended Questions

Our qualitative analyses were data driven in that we simply counted the number of words that were most frequently mentioned in response to the open-ended questions, namely, “How has COVID19 disrupted your normal life?” and “Can we envision ways in which the media (News, Social networks, newsletters, etc.) can be used to alleviate the burden?” (see the word cloud in Multimedia Appendix 3). Responses that focused on the impact of COVID-19 included frequent references to anxiety, job (work and home), and lifestyle (activity, cancellations, and time). Responses that discussed affordances of different media types included frequent mentions of the words information (often together with facts), how-to tips and learning opportunities, news (which could be hurtful if overly negative), and support (social media and specific support networks). In terms of what was important for users, we found frequent mention of words like access and affordability, government, health, connection, positivity, and truth.

Looking at the linkage between these nodes revealed three network communities ($Q = 0.301$), which are represented in different colors (Figure 7). The letter size of each network node represents the importance of the node in terms of EC. The three communities were associated with three important nodes. Positivity was the most important one because it was linked to other important nodes such as information, support, connection, and how-to. The second most important node was work and was mostly represented by nodes that related to the impact of COVID-19. The third most important network was information and was mostly represented by nodes that referenced importance of facts, news, truth, social media, and “hurt,” which referred to comments about the detrimental impact of false news, sensationalized and politicized messaging, and stressful hype and catastrophizing. Examples of respondents’ statements about positivity, information, and work are provided in Multimedia Appendix 4.
Discussion

In a follow-up to our previous work studying the relation between screen use and stress [1], we conducted a brief cross-sectional survey and asked a subset of questions based on the previous study to investigate whether higher levels of subjective stress predicted an increase in use of information, social, and entertainment media as means of coping with COVID-19 disruptions. Additionally, we asked questions to assess whether respondents worried that their increased dependency on screen-based communications was perceived as a risk to their mental and physical health.

What Media Helps, What Media Hurts?

One of the aims of this survey is to address the question of what screen-mediated interventions are needed to respond to the stress caused by the COVID-19 pandemic. Our position is that, in designing and promoting any digital health interventions, we must first ask whether the digitized intervention risks becoming a stressor in and of itself, and then mitigate those risks in design [27,32].

Despite being a short survey, the mixed methods approach allowed us to explore our question from several angles: do the subjective intensity of feeling stressed by COVID-19 or the self-assessed state of mental and physical health explain variations in media use, and do we find similar results if we look at the question of media use from different perspectives, like choosing activities for quarantine, reporting on changes in use pattern, or appraisal of why to approach, avoid, or ignore media?

Indeed, we found converging results that all point to a close association between feeling stressed and reaching out to media for coping.

Passive Viewing of Self-Curated Information or Entertainment Content Helps

The first important finding is that media with passive (but selectable) viewing content were important for coping with COVID-19 stress. Increased uses of Facebook, Netflix, and television were significantly associated with the degree that individuals found the COVID-19 pandemic stressful—those who reported being “Very stressed” had higher use of these specific media. This supports our hypothesis that there is a causal relationship between subjective stress and higher dependency on social and entertaining media as coping strategies. Could it be that watching negative news was causing the added stress? Although we cannot reject this hypothesis, our results indicate that individuals who had higher levels of stress avoided and ignored such media more (Figures 5 and 6).

In other words, the appraisal of media in relation to individual’s needs motivated their approach to passive viewing but led to active avoidance and filtering of the negative content out of one’s life.

This is consistent with a common finding in media studies that choice and self-determination can affect the evaluation of the situation and perceived satisfaction with media [6,14,33-35]. Studying the binge-watchers’ motivations and affective states, Castro et al [36] showed that relaxation, boredom relief, and escapism were the top reasons why individuals were attracted to streaming services and that watching certain content such as comedies would have a quantifiable effect on positive and negative affective state.

It is plausible to suggest that active choice-making, even when using passive media (streaming services, YouTube, Instagram), was the reason why these types were more important to those who reported that their mental health was not “Good.” In general, Netflix or similar streaming services were the most frequently selected item for coping with social isolation (followed by exercise, print media, and work), but those whose mental health was not “Good” were twice as likely to pick Netflix or similar streaming services but twice less likely to pick work—perhaps suggesting a need for distraction from reality or killing time. In addition, use of other self-selectable viewing services such as YouTube and Instagram also increased in those with mental health dissatisfaction (mainly the young).

Social Media Helps Women More

The role of social media, as a coping tool was ambivalent. Four out of five respondents indicated that they used social media to be connected while social distancing and remaining connected to what is happening in the world, but many of them also thought that social media news was overwhelming to them and spreading false information.

Interestingly, social media was generally ranked less important than Netflix, exercise, and print media, although it was frequently discussed in the open-ended question (see word cloud in Multimedia Appendix 3). Several studies have pointed to a link between compulsive use of social media and mental health [1,9,10,37]. Although we found that preferences for social media were gender dependent, differences were not related to age or self-assessments of mental health. Women were more likely than men to pick social media to cope with isolation but less likely to pick work or computer games (but they were not different in other categories). Women also significantly increased their use of Facebook and Instagram after the COVID-19 lockdown, although they did not significantly differ from men in use of other media.

Ryan et al [6] have shown that dependency on social media is linked to gratification factors such as relationship maintenance, passing time, entertainment, and companionship. This explains women’s preference for social media given that women of all ages had higher approach scores compared to men (Figure 3). Recall that approach relates to agreeing with the statement that social media provided an opportunity to stay connected while in isolation, to be informed, and to have knowledge and a sense of control. Interestingly, women, especially the older ones, and those with mental health complaints (Figure 4) also had slightly higher scores of avoid, which referred to finding too much hype, being overwhelmed, and trying to avoid the news about COVID-19.

Unless Positive, News and Social Media Would Be Hurting

Taking a data-driven network analysis approach, positivity emerged as the most central theme, connecting between different
nodes related to the media’s helpfulness in coping with COVID-19 stress. References to positivity had common nodes with support, information, and news (factual and nonsensational), as well as with opportunities for learning how to do new things or gain control by communicating with the government through social media. Positivity was also connected with the second most important node, work, which was central to the subnetwork that related to anxiety caused by COVID-19 and various practical interruptions such as losing jobs, working or not being able to work at home, and changing lifestyle and activities. Work was also strongly connected to support, information, and networking, which enables one to earn a living at home. As expected, information was central to the third subnetwork, with strong connections to facts and truth (which connected information to positivity), as well as to support (via social networks, how-to instructions, and connections.) An important connection between positivity was to the node is hurt, which means that, although informing, connecting, educating, distracting, and encouraging were positive aspects of media, spreading false, fearful, and anxiety-increasing messages (due to politicization, sensationalization, or catastrophizing) were hurtful.

These observations confirm the findings of Hoog and Verboon [38], who used a momentary ecological assessment method for 63 participants who reported their affective state during 10 days of following the news and showed that exposure to bad news is a psychological stressor, albeit dependent on personality factor. Marin et al [39] have also shown that exposure to negative news made women more susceptible to being physiologically responsive (in terms of cortisol release) to later experimental challenges (Trier stress test). Data in this survey suggest that self-awareness on the stressful nature of media adjusts how individuals adapt. Here, we showed that respondents who did not consider their mental health as “Good” or who worried that increased screen time would be a mental health risk had significantly higher avoid and ignore scores (Figures 5 and 6). It should also be mentioned that engagement with our open questions was higher in those who considered their mental health as good (see Multimedia Appendix 5). Thus, we note that this survey may not have reached those who find the current situation most stressful and who will be the target for media-based stress-reduction interventions.

Do Screens Cause or Reduce Stress?

To Each Stress, Their Own Screen

Informed by the fact that stress is a multifaceted adaptive experience [19,21,22,25], our earlier work that motivated this survey postulated that individual differences in stress perception and coping approaches influence the affordances of screen use [1]. In this study, we show that even general factors like age, gender, and self-assessed mental health or situation stress (due to COVID-19) reveal a heterogeneous pattern of preferences and use.

Griffiths and Szabo [14] have long emphasized that, in studying the relation between screens and stress, the context in which a particular media type is adopted is critically important. As Figures 3-6 clearly demonstrate, whether users approach, avoid, or ignore media can vary with age, gender, or mental health status. Our observation (eg, the significant difference in avoid scores between those younger than 25 years and those aged 35-54 years) on age groups is consistent with previous finding by Kuss et al [37], who have shown a generation-specific (Y vs X) link between anxiety in developing behavioral dependency on social media use. Interestingly, although we observed a significant difference in preference for games in those younger than 35 years, the differences in game use of those older than 65 years were not significantly different from those who were younger than 25 years or those aged 25-34 years. Even the mean ranks of game use in the older than 65 years category were higher than those aged 55-65 years. This is consistent with findings in a large-scale cross-sectional study by Birks et al [40], who showed that older adults play games for emotion regulation goals (rather than challenge and skill). Although variables such as age and gender are overly reductionist in explaining motivation, uses, and gratifications of different media, we have been able to demonstrate the importance of employing multifactorial, mixed methods inquiries within a media repertoire framework [28,29]. By taking a media repertoire approach within the theoretical framework of studying stress with the appraisal model [23], we have been able to illustrate the complexity of interindividual and intergenerational relationship to different types of media within the particular context of coping with COVID-19 isolation.

The Main Worry About Excessive Screen Time Is Physical Stress

Although this cross-sectional survey is able to show that some applications of media use may be helpful in psychological destressing, it cannot show whether the same application would become stressful over time. However, examining the concerns of the respondents about potential risk factors can inform whether users appraisal and behavior may change over time. Applying the appraisal model, we hypothesized that those who have a negative appraisal of the media’s affordances for coping would have a different repertoire of media preference and use. Indeed, we found that those who were “Very” worried about both mental health risks and physical health risks also had higher negative appraisal scores—more prone to avoid or ignore media. Interestingly, however, effects of the appraisal of mental health risks and physical health risks on media repertoires were not similar (Figure 6). Compared to those who were “Not worried at all,” those who were “Very” or “A little worried” about the physical health risks of screens had increased use of Facebook and Instagram (and a trending, but nonsignificant, higher use of Netflix). In contrast, those who were “Very” or “A little worried” about the mental health risks of screens had increased use of print media and work computers. Recall (Figure 3) that age, gender, and self-assessed mental health all played a role in the appraisal of, and preferences for, different media. However, contrary to our expectation, appraisal of mental health risks were not associated with differences in use of social media or Netflix, which were increased in those who were dissatisfied with their mental health (reported it as “Poor” or “Could be Better”).

This contradiction is not surprising. Although concerns about mental health stressfulness of media are debatable, either
to cultural differences [25], wide misconceptions about the definition of stress [18], or individual reasons for use [6,14-16,36], deleterious physical health effects of excessive screen time are quantifiable [4,5,41,42]. One out of four respondents were very worried about the physical health risks of increased screen time, but only 1 out of 7 were concerned about the mental health risks. In about half of the sample, concerns about mental and physical health were concordant. However, the likelihood of responding with “I don’t know” was 3 times higher with regard to concern about mental health, compared to physical health.

These observations highlight the complexity of studying the psychological underpinnings of media use, which necessitate integrative mixed methods approaches to studying the harms or benefits of screen-based interventions.

**Conclusion**

**Summary**

We used a theoretical framework based on Mason’s definition of stress (experience of conditions of novelty, unpredictability, threat to self, and sense of control) [19,20] and stipulated that COVID-19 was a stressor. We applied an iterative and multifactorial method to examine the relation between use of media and individual differences in age, gender, and subjective assessments of their stress and mental health state. Using a repertoire-oriented framework, we examined interrelation between different available technologies and the factors that influence individual’s choice in the amount of different media or content use.

The data for this survey was collected within the first 4 weeks of North America going into a mandatory lockdown, and its objective was to assess whether (and which) media was serving to destress or was causing more stress. To the best of our knowledge, this is the first study to have employed the media repertoire methodology to investigate the relationship between media use and coping with COVID-19.

Our mixed methods analysis revealed that higher stress was associated with higher prevalence of using passive viewing (streaming service, YouTube, and Instagram), especially in those who did not consider their mental health to be good. The relationship to social media was complex, and although many relied on it for connection, information, and control, many also tried to avoid it for being overwhelming and overhyped. Nevertheless, women were more likely to approach it, and those with mental health complaints were more likely to avoid and ignore it. Our qualitative analyses underlined the importance of positivity and information in helping individuals cope with disruptions in the work or social life, via creating networks of support that connect individuals to resources for training (or retraining), financial planning (or replanning), and social and mental health support.

Our findings are important as they underline the importance of interindividual factors in appraisal and preferences for different media types. Evaluating the affordances and stresses of using screen-based technologies are especially important for those who seek innovative screen-based solutions for helping people to deal with the new realities of this pandemic.

**Limitations and Future Work**

We have not used any psychometric instruments to formally assess stress of mental health and have only relied on subjective self-assessments. We have previously shown that self-assessment of stress corresponds to higher scores of stress measured by validated instruments used for measuring stress [1], and omission of such questionnaires helped us shorten the survey and thus have a higher completion rate (95%). However, this limits the clinical relevance of our finding and requires follow-up studies.

Although we tried to distribute the survey as widely as possible, as can be seen in Figure 1, more than 90% of our respondents were in North America, and with a few exceptions, there was no representation from any African countries or important Asian countries like China. In surveys such as this, accessibility to technologies such as streaming services is region dependent. Many countries impose censorship on many types of media, filtering access to services such as social media. Our survey targeted those who could read and write in English. Therefore, the findings and interpretations must not be generalized.

This survey is still open [30], and we hope that by collecting data over time, we will be able to analyze shifts in media use trends as individuals come to like or be bored with certain interventions. In any such future studies, mixed methods multifactorial assessment of the interactions between appraisal and use will remain informative.
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Multimedia Appendix 1

Adaptation of Lazarus' transactional model of stress and coping. The source image on the left is from https://commons.wikimedia.org/wiki/File:Transactional_Model_of_Stress_and_Coping_-_Richard_Lazarus.svg. On the left, a depiction of the adaptation of the model in this study: The novelty, uncontrollability and unpredictability of the COVID-19 pandemic, which is a threat to health and financial resources makes it into a stressor. To cope, individuals who do not have...
sufficient local resources will use information and communication technologies depending on their needs and preferences, as well as their coping styles. The Media usage will be re-appraised in relation to its presumed benefit to mitigate the stress (increase control, reduce threat, and reduce novelty and unpredictability via connection and information.).

Multimedia Appendix 2
Responses to Media Appraisal Questionnaire: More than 80% (548/685) of the respondents indicated that they used social media to be connected while social distancing and remaining connected to what is happening in the world. This was despite the fact that more than 72% (506/685) also thought that social media news where overwhelming them and were spreading false information. For 70% (480/685) of respondents, social media news and posts about COVID-19 provided a sense of control. About 50% (345/685) of respondents thought there was too much media hype about COVID-19, and about 29% (196/685) indicated that they will definitely or somewhat try to avoid the news related to COVID-19. More than 60% (417/685) of the sample relied on distraction from COVID-19 news, by playing games or watching Television.

Multimedia Appendix 3
Word cloud is generated from the first 1000 words extracted from all responses to all open-answer questions, asking to describe the ways in which the COVID-19 pandemic has disrupted one's life, and what role the individuals envision for media in order to make it beneficial and helpful in coping with the new reality.

Multimedia Appendix 4
Examples of responses to open-answer questions.

Multimedia Appendix 5
Relation between mental health and engagement with open-ended questions. Response counts are categorized based on thematic nodes extracted from qualitative analysis. Those who considered themselves in better mental health states seem to have been more elaborate in describing situations or needs related to Work and Positivity. Mental Health 1 = Good; 2, Poor; 3, Could be Better.
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Abstract

Background: People undergoing mass home- and community-based quarantine are vulnerable to mental health disorders during outbreaks of coronavirus disease (COVID-19), but few studies have evaluated the associated psychosocial factors.

Objective: This study aimed to estimate the prevalence of anxiety and depressive symptoms and identify associated demographic and psychosocial factors in the general Chinese population during the COVID-19 pandemic quarantine period.

Methods: Participants aged 18 years or above were recruited in a cross-sectional online survey using snowball sampling from February 26-29, 2020. The survey included questions on demographics, family relationships, chronic diseases, quarantine conditions, lifestyle, COVID-19 infection, and anxiety and depressive symptoms. Logistic regression analyses were conducted to identify factors associated with elevated anxiety or depressive symptoms.

Results: Out of 2331 participants, 762 (32.7%) experienced elevated anxiety or depressive symptoms. Nine risk factors associated with anxiety or depressive symptoms included younger age, reduced income, having cancer or other chronic diseases, having family members living with cancer, concerns related to COVID-19 infection for themselves or family members, living alone, having family conflicts, having <3 or >8 hours of sedentary time per day, and worsened sleep quality.

Conclusions: The findings highlight an urgent need for psychological support for populations at high risk for elevated anxiety or depressive symptoms during the COVID-19 pandemic.

(J Med Internet Res 2020;22(8):e20328) doi:10.2196/20328
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Introduction

Pandemics and other public health crises such as severe acute respiratory syndrome (SARS), Ebola, and the current coronavirus disease (COVID-19) pandemic often result in elevated rates of mental health problems [1-3]. Anxiety, depressive symptoms, and posttraumatic stress disorder (PTSD) are the most common mental health problems during pandemics [4]. To fight against the COVID-19 pandemic, quarantine strategies have been implemented in many countries including China [5,6]. However, large-scale and long-term quarantine may have negative impacts on people’s mental health. A recent
study found that the prevalence of depressive symptoms was 20.1% in the Chinese population during the first month of widely implemented quarantine due to COVID-19 [7], which is much higher than previous reports of the lifetime rate of depressive symptoms in this population (6.8%), based on a representative sample [8]. However, empirical evidence regarding psychological disorders and related risk factors among people undergoing mass home- and community-based quarantine are still lacking.

Although several studies have reported on factors associated with mental health disorders during the COVID-19 pandemic, some factors particularly characteristic of the pandemic and corresponding quarantine strategy remain understudied. In the existing literature, factors such as demographic characteristics, lifestyle, and concerns about COVID-19 infection have been examined during the pandemic [7,9,10]. Specifically, reduced income, increased sedentary time, poor sleep quality, and concerns for COVID-19 infection were reported as risk factors for elevated anxiety or depressive symptoms [7,9,10]. Yet little attention has been paid to social factors such as an individual's household composition (living alone or with others) and family relationships, all of which may reflect people's social connectedness and affect their psychological well-being especially under social distancing or quarantine policies. During the COVID-19 quarantine period, a strict movement restriction was widely implemented in China [6]. People either spent more time with family members at home or experienced isolation during quarantine. The former scenario could lead to increased family conflicts during this hardship, and the latter may result in social isolation [11]. However, the potential risk factors for mental health symptoms arising from the COVID-19 pandemic have rarely been studied during the quarantine.

In addition, previous studies have shown mixed findings about the effects of some factors such as age on anxiety or depressive symptoms during the COVID-19 pandemic. One study reported that individuals between 18 and 30 years or above 60 years had the highest rates of psychological distress during the COVID-19 outbreaks [12], while another study found only younger people presented higher levels of stress and anxiety [13]. Two other studies found no association between age and mental health problems during the COVID-19 outbreaks [10,14].

Some populations such as people living with cancer or other chronic diseases may be at increased risk for developing mental health problems during a pandemic due to their tenuous physical health, barriers to accessing medical treatment, higher risks of COVID-19 infection, and higher probability of severe illness if infected [15-19]. During the COVID-19 quarantine period, patients with cancer or other chronic diseases may experience increased challenges related to receiving routine medical care due to mobility restrictions and the potential shortages of medical workers and essential medicines [20]. One study found that the likelihood of COVID-19 infection in cancer patients was twice as high as that in the general population [17]. In addition, the World Health Organization (WHO) reported that patients with pre-existing noncommunicable diseases, including cardiovascular disease, chronic respiratory disease, diabetes, and cancer, are at increased risk of severe illness from COVID-19 [21]. Therefore, the WHO has urged the global medical community to pay additional attention to mental health in this vulnerable population, especially during the pandemic [21]. Yet, studies on mental health problems in cancer patients or other chronic diseases are scarce.

To fill these gaps in the literature, the current study aimed to estimate the prevalence of anxiety or depressive symptoms and identify associated demographic and psychosocial factors in the general Chinese population during the COVID-19 pandemic quarantine in China in February 2020. Specifically, we examined the effects of associated factors including demographics, family relationships, chronic disease status, quarantine conditions, lifestyle, and COVID-19 infection. Special attention was paid to characteristics particularly relevant to the COVID-19 pandemic quarantine such as household composition, family conflict, and chronic disease status.

**Methods**

Participants aged 18 years or above were recruited through a snowball sampling process via WeChat from February 26-29, 2020 during the community- or home-based quarantine in China. WeChat is the most widely used social media platform in China with over 1 billion active users [22]. We developed an online questionnaire using Questionnaire Star, the link to which could be shared via WeChat. Clicking the survey link in WeChat took participants directly to the online questionnaire. The online survey link was initially and purposely sent to 10 participants who were chosen to ensure a broad representation of age, gender, educational level, and chronic diseases status (eg, with or without chronic diseases). We asked these participants to send the survey link to friends on their WeChat contact list whom they considered suitable for this survey, and their friends were also encouraged to send the link to their own WeChat contact networks. The snowball sampling process continued until a sufficient sample size was reached. To recruit cancer patients and their family members, oncologists sent the survey link to patient groups in WeChat and encouraged them to participate in the study. Participants anonymously completed the self-administered electronic questionnaire for about 15 minutes with no financial incentive. Participants were allowed to reaccess the survey link but doing so erased their previous data. Although the probability of repeated completion by the same participants cannot be ruled out, such instances were rare as they were asked to complete it once and there was no incentive for repeat submissions.

Data on demographics (eg, age, gender, marital status, educational status, household composition, individual income), family relationships (eg, family conflict), chronic diseases (eg, cancer, hypertension, diabetes, asthma, cerebrovascular or cardiovascular diseases), quarantine conditions (eg, quarantine duration, frequency of going out during the quarantine), lifestyle (eg, physical activity, sedentary behavior, sleep quality), COVID-19 infection (eg, confirmed or suspected cases among family members, friends, colleagues, or in the community), and anxiety and depressive symptoms were collected.

Anxiety and depressive symptoms were assessed by the 14-item Hospital Anxiety and Depression Scale (HADS) that comprises two 7-item subscales: participants with an Anxiety subscale...
(HADS-A) score ≥8 or a Depression subscale (HADS-D) score ≥8 were classified as having elevated anxiety or depressive symptoms [23]. We chose HADS because not only does it measure anxiety and depressive symptoms simultaneously with good reliability and validity [24], but it is also easy to understand and brief, requiring minimal time to complete. In comparison, other tools such as the Center for Epidemiologic Studies Depression Scale (CESD) and the Patient Health Questionnaire-9 (PHQ-9) measure only depressive symptoms. In addition, the 20-item CESD is too long to complete, whereas PHQ-9 has one item that is particularly sensitive and unsuitable for the general population during the stressful time of the pandemic (ie, “Thoughts that you would be better off dead, or thoughts of hurting yourself in some way”) [24]. Therefore, based on the feedback from the pilot study prior to the large-scale survey deployment, we chose to use HADS.

The sample size was calculated based on the estimated rate of anxiety or depressive symptoms in the general population. A pre–COVID-19 epidemiological study reported the lifetime prevalence of anxiety and depressive symptoms in the Chinese population as 7.6% and 6.8%, respectively [8]. Considering the likelihood of increased rates of anxiety and depressive symptoms during pandemics, we hypothesized a rate of 18% for anxiety or depressive symptoms in the general population. With a significance level set at .05, an absolute error of 1.8%, and allowing for up to 10% invalid questionnaires, we estimated a minimum sample size of 2004 for the current study.

Logistic regression models were employed to identify factors associated with elevated anxiety or depressive symptoms. All variables were categorized and described by frequencies and percentages. Univariate logistic regression models were used to analyze the distribution of anxiety or depressive symptoms among different categories for each variable and select risk factors for multivariate analysis. For example, to identify whether chronic disease status was a potential risk factor for anxiety or depressive symptoms, we compared the rate of anxiety or depressive symptoms among participants with chronic diseases to that of participants without. Variables with $P<.10$ in univariate analysis were included in the multivariate logistic regression model and those with $P<.05$ were retained in the final model. R software version 3.5.1 (R foundation for Statistical Computing) was used for data analyses.

This study was approved by the institutional review board of the School of Public Health, Sun Yat-sen University, and all participants provided informed consent.

**Results**

Out of 2441 questionnaires collected, 2331 (95.5%) were deemed valid using a quality-control question, which stated that its purpose was to screen out invalid questionnaires and requested participants to check a specific option. Questionnaires that checked the correct option were considered valid. The mean age of participants was 34.4 (SD 11.1) years, 56.1% (n=1307) were female, 60.0% (n=1398) were married, 73.7% (n=1718) had a bachelor’s degree or above, 11.5% (n=269) had a chronic disease, 41.6% (n=970) had family members with a chronic disease, 44.7% (n=1041) had been quarantined for over 3 weeks, and 54.5% (n=1271) went out no more than once a week. In total, 32.7% (n=762) of participants experienced elevated anxiety or depressive symptoms. Specifically, 25.4% (n=592) experienced anxiety, 21.3% (n=496) experienced depressive symptoms, and 13.9% (n=326) experienced both anxiety and depressive symptoms.

Rates of elevated anxiety or depressive symptoms among people without chronic diseases, with cancer, and with other chronic diseases were 31.5% (n=649), 34.8% (n=32), and 45.8% (n=81), respectively. Rates of elevated anxiety or depressive symptoms among people whose family members had no chronic diseases, cancer, and other chronic diseases were 31.7% (n=431), 45.0% (n=36), and 33.1% (n=295), respectively.

As shown in Table 1, nine variables were retained in the multivariate logistic regression model, and the odds ratio (OR) of each variable was adjusted by the remaining eight variables in the model. Risk factors associated with elevated anxiety or depressive symptoms included younger age (<40 years) (41-55 years: OR 0.666, 95% CI 0.494-0.899; ≥56 years: OR 0.507, 95% CI 0.304-0.847), reduced income during quarantine (OR 1.441, 95% CI 1.179-1.760), having cancer (OR 1.900, 95% CI 1.146-3.149) or other chronic diseases (OR 2.222, 95% CI 0.304-0.847), having family members living with cancer (OR 1.821, 95% CI 1.119-2.964), concerns for COVID-19 infection for themselves or family members (moderate concern: OR 1.603, 95% CI 1.216-2.115; severe concern: OR 2.315, 95% CI 1.705-3.142), living alone (living with family or others: OR 0.595, 95% CI 0.422-0.839), having family conflicts during the COVID-19 outbreak (OR 1.707, 95% CI 1.267-2.299), having <3 (OR 1.702, 95% CI 1.407-2.059) or ≥8 (OR 1.458, 95% CI 1.193-1.783) hours of sedentary time per day, and worsened sleep quality (OR 2.917, 95% CI 2.319-3.670) during the quarantine.
Table 1. Logistic regression of associated factors for elevated anxiety or depressive symptoms during the quarantine (N=2331).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, N</th>
<th>Anxiety or depressive symptoms(^a), n (%)</th>
<th>Unadjusted results</th>
<th>Adjusted results</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Odds ratio (95% CI)</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-25</td>
<td>530</td>
<td>184 (34.7)</td>
<td>1 (ref(^b))</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>26-40</td>
<td>1197</td>
<td>406 (33.9)</td>
<td>0.965 (0.778-1.197)</td>
<td>.75</td>
</tr>
<tr>
<td>41-55</td>
<td>475</td>
<td>138 (29.1)</td>
<td>0.770 (0.590-1.006)</td>
<td>.06</td>
</tr>
<tr>
<td>≥56</td>
<td>129</td>
<td>34 (26.4)</td>
<td>0.673 (0.438-1.035)</td>
<td>.07</td>
</tr>
<tr>
<td><strong>Change in income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>1571</td>
<td>467 (29.7)</td>
<td>1 (ref)</td>
<td>N/A</td>
</tr>
<tr>
<td>Worse</td>
<td>737</td>
<td>290 (39.3)</td>
<td>1.534 (1.277-1.842)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Better</td>
<td>23</td>
<td>5 (21.7)</td>
<td>0.657 (0.242-1.779)</td>
<td>.41</td>
</tr>
<tr>
<td><strong>Has a chronic disease</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>2062</td>
<td>649 (31.5)</td>
<td>1 (ref)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other chronic diseases</td>
<td>177</td>
<td>81 (45.8)</td>
<td>1.837 (1.347-2.505)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Cancer</td>
<td>92</td>
<td>32 (34.8)</td>
<td>1.161 (0.749-1.801)</td>
<td>.51</td>
</tr>
<tr>
<td><strong>Family members with chronic diseases(^d)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>1361</td>
<td>431 (31.7)</td>
<td>1 (ref)</td>
<td>N/A</td>
</tr>
<tr>
<td>Other chronic diseases</td>
<td>890</td>
<td>295 (33.1)</td>
<td>1.070 (0.893-1.281)</td>
<td>.46</td>
</tr>
<tr>
<td>Cancer</td>
<td>80</td>
<td>36 (45.0)</td>
<td>1.765 (1.120-2.783)</td>
<td>.01</td>
</tr>
<tr>
<td><strong>Concerns about infection for themselves or family members</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Little</td>
<td>400</td>
<td>87 (21.8)</td>
<td>1 (ref)</td>
<td>N/A</td>
</tr>
<tr>
<td>Moderate</td>
<td>1351</td>
<td>430 (31.8)</td>
<td>1.680 (1.290-2.187)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severe</td>
<td>580</td>
<td>245 (42.2)</td>
<td>2.631 (1.971-3.513)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Living situation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alone</td>
<td>168</td>
<td>71 (42.3)</td>
<td>1 (ref)</td>
<td>N/A</td>
</tr>
<tr>
<td>With family or others</td>
<td>2163</td>
<td>691 (31.9)</td>
<td>0.641 (0.466-0.882)</td>
<td>.06</td>
</tr>
<tr>
<td><strong>Family conflict(^e)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td>1502</td>
<td>409 (27.2)</td>
<td>1 (ref)</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>829</td>
<td>353 (42.6)</td>
<td>1.982 (1.658-2.369)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Sedentary behavior (hours/day)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3-8</td>
<td>1150</td>
<td>313 (27.2)</td>
<td>1 (ref)</td>
<td>N/A</td>
</tr>
<tr>
<td>3-8</td>
<td>261</td>
<td>102 (39.1)</td>
<td>1.715 (1.296-2.271)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3-8</td>
<td>920</td>
<td>347 (37.7)</td>
<td>1.619 (1.344-1.951)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Sleep quality during quarantine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>1448</td>
<td>384 (26.5)</td>
<td>1 (ref)</td>
<td>N/A</td>
</tr>
<tr>
<td>Worse</td>
<td>451</td>
<td>249 (55.2)</td>
<td>3.416 (2.743-4.253)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Better</td>
<td>432</td>
<td>129 (29.9)</td>
<td>1.180 (0.931-1.495)</td>
<td>.17</td>
</tr>
<tr>
<td><strong>Region</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other provinces</td>
<td>2134</td>
<td>677 (31.7)</td>
<td>1 (ref)</td>
<td>N/A</td>
</tr>
<tr>
<td>Hubei Province</td>
<td>197</td>
<td>85 (43.1)</td>
<td>1.633 (1.214-2.197)</td>
<td>.001</td>
</tr>
</tbody>
</table>
### Table 1: \( \text{Unadjusted results} \) \( \text{Adjusted results} \)

<table>
<thead>
<tr>
<th>Variable</th>
<th>Total, N</th>
<th>Anxiety or depressive symptoms, n (%)</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
<th>Odds ratio (95% CI)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Infection cases</strong>&lt;sup&gt;f&lt;/sup&gt;</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>2285</td>
<td>736 (32.2)</td>
<td>1 (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Yes</td>
<td>46</td>
<td>26 (56.5)</td>
<td>2.736 (1.517-4.933)</td>
<td>.001</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Duration of quarantine</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \leq 3 \text{ weeks} )</td>
<td>1290</td>
<td>414 (32.1)</td>
<td>1 (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>&gt;3 weeks</td>
<td>1041</td>
<td>348 (33.4)</td>
<td>1.063 (0.893-1.264)</td>
<td>.49</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Frequency of going out</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Never</td>
<td>462</td>
<td>152 (19.9)</td>
<td>1 (ref)</td>
<td>N/A</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>( \leq 1 \text{ time per week} )</td>
<td>809</td>
<td>256 (33.6)</td>
<td>0.944 (0.740-1.205)</td>
<td>.64</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>2-4 times per week</td>
<td>769</td>
<td>261 (34.3)</td>
<td>1.048 (0.820-1.339)</td>
<td>.71</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>( \geq 5 \text{ times per week} )</td>
<td>261</td>
<td>93 (12.2)</td>
<td>0.958 (0.700-1.311)</td>
<td>.79</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

<sup>a</sup>Participants with an HADS-A score \( \geq 8 \) or an HADS-D score \( \geq 8 \) were classified as those with elevated anxiety or depressive symptoms.

<sup>b</sup>ref: reference.

<sup>c</sup>N/A: not applicable.

<sup>d</sup>Chronic diseases included the following options: cancer, hypertension, diabetes, cerebrovascular disease (eg, stroke, cerebral infarction, cerebral hemorrhage), ischemic heart disease, chronic hepatitis/cirrhosis, chronic bronchitis/emphysema, asthma, rheumatoid arthritis, psychological disorders, and others specified by the participants.

<sup>e</sup>Family conflict refers to family disputes over COVID-19–related preventive measures (eg, frequency of hand washing), concerns about mutual transmission of coronavirus among family members, and different opinions on information related to COVID-19 (eg, origins of the outbreak) were the three main triggers of family conflict.

<sup>f</sup>Infection cases: whether there were confirmed or suspected cases among family members, friends, colleagues, or in the community.

### Discussion

China’s large-scale quarantine was implemented in late January 2020, resulting in weeks of social isolation. In our sampled population, 32.7% experienced elevated anxiety or depressive symptoms during the quarantine, with 25.4% and 21.3% experiencing anxiety and depressive symptoms, respectively. This is more than triple the rates of lifetime anxiety and depressive symptoms previously reported for the Chinese population (7.6% and 6.8%, respectively) <sup>[8]</sup>. In our survey, the rates of elevated anxiety or depressive symptoms among participants with cancer or chronic diseases were found to be 34.8% and 45.8%, respectively, which are higher than the rate of 31.5% identified among participants without chronic diseases during the COVID-19 quarantine.

Consistent with the existing literature, this study also found that financial loss, infection concerns, sedentary behavior, poor sleep quality, living with cancer or other chronic diseases, or having family members with cancer were associated with anxiety and depressive symptoms among participants with cancer or chronic diseases were found to be 34.8% and 45.8%, respectively, which are higher than the rate of 31.5% identified among participants without chronic diseases during the COVID-19 quarantine. This study found some unique risk factors associated with elevated anxiety or depressive symptoms in the Chinese population during the COVID-19 outbreak. We found that people who lived alone had an increased risk of anxiety or depressive symptoms, which might be due to diminished social interactions during the quarantine. Conversely, we also found that family conflict related to COVID-19 might be a source of stress contributing to mental health problems. In our survey, the rate of family conflict during the COVID-19 quarantine was found to be 36%, and most family conflict was related to COVID-19, such as disagreements over how family members should protect themselves from the pandemic and different opinions about information related to COVID-19. These results are more likely to experience elevated anxiety or depressive symptoms than those above 40 years. A possible explanation for this result is that younger people might have heavier financial burdens and more access to information about the COVID-19 epidemic through social media, both of which could lead to increased stress <sup>[28]</sup>. Some studies have indicated that increased sedentary behavior was associated with anxiety and depressive symptoms during the COVID-19 pandemic <sup>[29]</sup>. Interestingly, our study found associations between both increased (>8 hours per day) and decreased sedentary time (<3 hours per day) and mental health symptoms. This could be explained by people who were working or taking care of sick family members suffering from intensified stress due to the likelihood of exposure to COVID-19. However, this finding needs further exploration.

This study found some unique risk factors associated with elevated anxiety or depressive symptoms in the Chinese population during the COVID-19 outbreak. We found that people who lived alone had an increased risk of anxiety or depressive symptoms, which might be due to diminished social interactions during the quarantine. Conversely, we also found that family conflict related to COVID-19 might be a source of stress contributing to mental health problems. In our survey, the rate of family conflict during the COVID-19 quarantine was found to be 36%, and most family conflict was related to COVID-19, such as disagreements over how family members should protect themselves from the pandemic and different opinions about information related to COVID-19. These results are more likely to experience elevated anxiety or depressive symptoms than those above 40 years. A possible explanation for this result is that younger people might have heavier financial burdens and more access to information about the COVID-19 epidemic through social media, both of which could lead to increased stress <sup>[28]</sup>. Some studies have indicated that increased sedentary behavior was associated with anxiety and depressive symptoms during the COVID-19 pandemic <sup>[29]</sup>. Interestingly, our study found associations between both increased (>8 hours per day) and decreased sedentary time (<3 hours per day) and mental health symptoms. This could be explained by people who were working or taking care of sick family members suffering from intensified stress due to the likelihood of exposure to COVID-19. However, this finding needs further exploration.

http://www.jmir.org/2020/8/e20328/
provide important empirical evidence for policy making; tailored strategies are advisable for different populations at high risk of increased psychological distress and problems. Social connectedness and support should be promoted and provided, especially to those who live alone as an effort to protect them from social isolation. Information on COVID-19 and health promotion could be delivered more effectively through multiple channels to minimize family conflict and cultivate better mental health.

There are some limitations in this study. Our sample was more educated than the general Chinese adult population and may not be representative due to limitations of the sampling method used. However, since random sampling is difficult to achieve in a situation like the COVID-19 pandemic, social media–based sampling is a preferred alternative [30]. Though we oversampled cancer patients and their family members through the WeChat contact networks of doctors, the numbers were still small. Findings should be interpreted with caution. Future studies exploring interactions between or among risk factors may be helpful in providing guidance for vulnerable populations. The results of this study highlight an urgent need for psychological support and counseling for populations at high risk for elevated anxiety or depressive symptoms during the current pandemic or any quarantine implementation. The WHO needs to urge the global medical community to provide screening for mental health problems and psychological services to vulnerable populations such as patients with cancer or other chronic diseases.

Acknowledgments
This work was supported by the National Natural Science Foundation of China (grant numbers 71573290, 81572391). The authors would like to thank the patients, their family members, and research staff in the hospitals and research sites involved.

Authors' Contributions
YG and CC have full access to all of the data of this study and take responsibility for the integrity of the data and the accuracy of the data analysis. YG and CC were responsible for study concept and design; YZ, WY, MZ, YL, HX, XL, JL, and SW contributed to data acquisition, analysis, or interpretation of data. YG and CC drafted the manuscript. YG, CC, YZ, WY, YL, MZ, and AM-W critically revised the manuscript for important intellectual content. YZ, YL, and MZ conducted the statistical analysis. YG, CC, YZ, YL, MZ, and WY offered administrative, technical, or material support. YG and CC supervised the study.

Conflicts of Interest
None declared.

References


22. WeChat. Wikipedia. URL: https://zh.wikipedia.org/wiki/%E5%BE%AE%E4%BF%A1 [accessed 2020-03-23]


24. Smarr KL, Keefe AL. Measures of depression and depressive symptoms: Beck Depression Inventory-II (BDI-II), Center for Epidemiologic Studies Depression Scale (CES-D), Geriatric Depression Scale (GDS), Hospital Anxiety and Depression Scale (HADS), and Patient Health Questionnaire-9 (PHQ-9). Arthritis Care Res (Hoboken) 2011 Dec;63 Suppl 11:S454-S466 [FREE Full text] [doi: 10.1002/acr.20556] [Medline: 22588766]


Abbreviations

**CESD**: Center for Epidemiologic Studies Depression Scale  
**COVID-19**: coronavirus disease  
**HADS**: Hospital Anxiety and Depression Scale  
**HADS-A**: Anxiety subscale of Hospital Anxiety and Depression Scale  
**HADS-D**: Depression subscale of Hospital Anxiety and Depression Scale  
**PHQ-9**: Patient Health Questionnaire-9  
**PTSD**: posttraumatic stress disorder  
**SARS**: severe acute respiratory syndrome  
**WHO**: World Health Organization
Impact of the COVID-19 Pandemic on Partner Relationships and Sexual and Reproductive Health: Cross-Sectional, Online Survey Study

Guanjian Li1, MD; Dongdong Tang1, MD; Bing Song2, MD, PhD; Chao Wang2, MD; Shen Qunshan2, MD; Chuan Xu2, MD; Hao Geng1, MD; Huan Wu2, MD, PhD; Xiaojin He1*, MD, PhD; Yunxia Cao1*, MD, PhD

1Reproductive Medicine Center, Department of Obstetrics and Gynecology, The First Affiliated Hospital of Anhui Medical University, National Health Commission Key Laboratory of Study on Abnormal Gametes and Reproductive Tract, Hefei, China
2Key Laboratory of Population Health Across Life Cycle, Ministry of Education of the People’s Republic of China, Anhui Province Key Laboratory of Reproductive Health and Genetics, Hefei, China

* these authors contributed equally

Corresponding Author:
Yunxia Cao, MD, PhD
Reproductive Medicine Center, Department of Obstetrics and Gynecology
The First Affiliated Hospital of Anhui Medical University
National Health Commission Key Laboratory of Study on Abnormal Gametes and Reproductive Tract
81 Meishan Road
Hefei, 230000
China
Phone: 86 15395104659
Fax: 86 055165161058
Email: caoyunxia6@126.com

Abstract

Background: In the past few months, the coronavirus disease (COVID-19) pandemic has caused extensive economic and social damage.

Objective: The purpose of this study was to assess the impact of COVID-19–related measures on partner relationships and sexual and reproductive health in China.

Methods: From May 1 to 5, 2020, 3500 young Chinese individuals were recruited through WeChat or Weibo to participate in a survey to obtain information on sexual and reproductive health (eg, sexual desire, frequency of sexual intercourse, sexual satisfaction, etc). The questionnaire also collected demographic data (eg, age, race, education, current financial status, sexual orientation, relationship status, etc).

Results: In total, 967 participants were included in the sexual health analysis. Due to the COVID-19 pandemic and related containment measures, 22% of participants (n=212) reported a decrease in sexual desire; 41% (n=396) experienced a decrease in the sexual intercourse frequency; 30% (n=291) reported an increase in the frequency of masturbation; 20% (n=192) reported a decrease in alcohol consumption before or during sexual activities, and 31% (n=298) reported a deterioration in partner relationships during the pandemic. The logistic regression analysis indicated that the following influenced partner relationships: accommodations during the pandemic (P=.046; odds ratio [OR] 0.59; 95% CI 0.30-0.86); exclusive relationship status (yes or no) (P<.001; OR 0.44; 95% CI 0.27-0.73); sexual desire (P=.02; OR 2.01; 95% CI 1.38-2.97); and sexual satisfaction (P<.001; OR 1.92; 95% CI 1.54-2.50). COVID-19 also caused disruptions in reproductive health services such as prenatal and postnatal care, childbirth and abortion services, contraception availability, and the management of sexually transmitted infections.

Conclusions: Our results show that many young people have wide-ranging issues affecting their sexual and reproductive health due to the COVID-19 pandemic and related containment measures. Strategies and guidelines are needed to safeguard the sexual and reproductive health of young people during this pandemic.
KEYWORDS
COVID-19; survey; novel coronavirus; sexual behavior; sexual health; reproductive health; young adults; youth; China

Introduction
In the past few months, the coronavirus disease (COVID-19) pandemic and related containment measures have caused extensive economic and social damage to many countries like China and the United States [1-3].

From February to April 2020, all schools and many businesses in China were closed. Everyone was required to implement “social distancing,” and the government restricted travel, parties, and outdoor activities [4,5]. In addition, many provinces have implemented guidelines to reduce pressure on the health care system, including the suspension of nonemergency medical care and elective surgeries [6]. These disruptions have had a significant impact on the physical and mental health, as well as quality of life, of individuals [7,8].

So far, there is little report about the effects of COVID-19 on sexual and reproductive health [9,10]. Sexually active young people are facing more and more health challenges globally [11,12], and various aspects of their reproductive and sexual health may be affected by COVID-19. On the one hand, many young people are facing economic and psychological pressures caused by job loss or suspension of schooling. On the other hand, separation from sexual partners and lack of access to comprehensive health care services may be increasing the risk of experiencing negative sexual health outcomes.

Network-based sexual health risk assessments have been considered acceptable, and internet technology has become a powerful tool to promote health [13,14]. To assess the impact of COVID-19 pandemic and related containment measures on partner relationships and sexual and reproductive health, we conducted a series of preliminary analyses using data from an internet-based survey among Chinese youths and young adults.

Methods
Participant Recruitment
We conducted a cross-sectional, online survey using Questionnaire Star, an online questionnaire survey platform with 82,000,000 users in China. A 20-item survey (Multimedia Appendix 1) was constructed to assess changes in people’s sexual and reproductive health during the COVID-19 pandemic. Between May 1 and 5, 2020, 3500 participants in China received links and emails from WeChat or Weibo (similar to WhatsApp and Twitter, respectively), inviting them to participate in a confidential, 20-minute, online survey about sexual and reproductive health on the Questionnaire Star platform.

Data Collection
Multiple reminders were sent via messaging software, and the invitation letter stated that the current survey was for participants who were sexually active. Approximately US $5 was offered as an incentive for participants who completed the questionnaire. Duplicate entries were prevented by restricting users with the same IP (Internet Protocol) address from accessing the survey more than once. A missed answer reminder component prompted participants about unfinished questionnaires in real time, and incomplete questionnaires were not submitted to the system. In addition, participants were unable to submit the questionnaire if their total answering time was less than 3 minutes.

Before entering the online survey system, all participants reviewed and approved the electronic consent page. This research was approved by the Ethics Review Committee of Anhui Medical University for research and publication purposes.

The questionnaire collected data on age, race, education, current financial status, SARS-CoV-2 (severe acute respiratory syndrome coronavirus 2) infection status of participants and those around them, self-rated health, accommodations before and during the pandemic, and medical and surgical history of participants and their partners, pregnancy (if female), abortion history, sexual orientation, relationship status (ie, exclusive partnership or not), sexual desire, frequency of sexual intercourse, sexual satisfaction, alcohol consumption before or during sexual activities, frequency of masturbation, frequency of use of pornographic content, proportion of condom use (in sexual encounters), risky sexual behavior, and presence of sexually transmitted infections (STIs). Symptoms were assessed for during the COVID-19 pandemic. Before the questionnaire was distributed, 10 college students and 2 professors participated in a pilot study to verify and modify the contents of the questionnaire.

Participants were included in the current analysis if they were 15-35 years old, live in China, and reported penetrative sex (defined as insertion of penis into vaginal or anal orifices) at least once at any time in the past 6 months (n=1076). Of those invited, 35.7% (n=1249) of individuals completed the survey. Foreigners (n=11); homosexual or bisexual individuals (n=16); people, or people with partners, who had COVID-19 (n=0) or had contact with someone with COVID-19 (n=2); and those with systemic diseases (n=23) and other serious conditions that can cause sexual dysfunction (n=10) were excluded since their experiences may differ, and their representation in the sample was small.

Due to the complexity of physiological conditions and interference factors, people with STIs (n=8) and those who were pregnant (n=25) or had undergone a recent abortion (n=6) were also excluded from the sexual health analysis, but the COVID-19–related impact on several aspects of their reproductive health and rights were measured. Participants who were pregnant were asked “Have you experienced any difficulties in obtaining maternal care or delivery services due to COVID-19 or the plans to manage it?”. Participants who reported a recent abortion were asked “Have you experienced any difficulties in obtaining abortion or post-abortion care due to COVID-19 or the plans to manage it?”. Participants who reported STIs were asked “Have you experienced any difficulties in obtaining medical advice or management due to COVID-19 or the plans to manage it?”. All participants who answered “yes” were invited to provide a description of their difficulties. Apart
from that, all participants were asked to fill in a response to “Have you experienced a shortage of contraceptives during the pandemic?”.

**Results**

**User Statistics**

A total of 967 participants were included in the sexual health analysis. The characteristics of the study participants are shown

**Table 1.** Participants’ demographic characteristics (N=967).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Total (N=967), n (%)</th>
<th>Male (n=541), n (%)</th>
<th>Female (n=426), n (%)</th>
<th>F</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (year)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>15-25</td>
<td>389 (40)</td>
<td>229 (43)</td>
<td>160 (36)</td>
<td>2.26</td>
<td>.13</td>
</tr>
<tr>
<td>25-35</td>
<td>578 (60)</td>
<td>312 (57)</td>
<td>266 (64)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
<td></td>
<td></td>
<td>3.10</td>
<td>.21</td>
</tr>
<tr>
<td>College or below</td>
<td>491 (47)</td>
<td>263 (45)</td>
<td>228 (50)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bachelor</td>
<td>405 (42)</td>
<td>240 (44)</td>
<td>165 (40)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Master or above</td>
<td>71 (10)</td>
<td>38 (11)</td>
<td>33 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Current financial situation</strong></td>
<td></td>
<td></td>
<td></td>
<td>21.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fine</td>
<td>221 (23)</td>
<td>134 (25)</td>
<td>87 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>330 (34)</td>
<td>151 (28)</td>
<td>179 (42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deteriorated</td>
<td>416 (43)</td>
<td>256 (47)</td>
<td>160 (38)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-rated health</strong></td>
<td></td>
<td></td>
<td></td>
<td>2.76</td>
<td>.25</td>
</tr>
<tr>
<td>Fine</td>
<td>282 (29)</td>
<td>154 (28)</td>
<td>128 (30)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>610 (63)</td>
<td>351 (65)</td>
<td>259 (61)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poor</td>
<td>75 (8)</td>
<td>36 (7)</td>
<td>39 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Accommodation (before pandemic)</strong></td>
<td></td>
<td></td>
<td></td>
<td>0.51</td>
<td>.77</td>
</tr>
<tr>
<td>Campus dormitory</td>
<td>416 (43)</td>
<td>229 (42)</td>
<td>187 (44)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>House with parents</td>
<td>348 (36)</td>
<td>200 (37)</td>
<td>148 (35)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>House without parents</td>
<td>203 (21)</td>
<td>112 (21)</td>
<td>91 (21)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Accommodation (during pandemic)</strong></td>
<td></td>
<td></td>
<td></td>
<td>1.37</td>
<td>.24</td>
</tr>
<tr>
<td>House with parents</td>
<td>706 (73)</td>
<td>403 (74)</td>
<td>303 (71)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>House without parents</td>
<td>261 (27)</td>
<td>138 (26)</td>
<td>123 (29)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**COVID-19–Related Impact on Sexual Health**

COVID-19–related impact on sexual health is summarized in Table 2. In all, 68.8% (n=665) of students included in the analysis reported that they were currently in an exclusive relationship. There were significant differences in sexual health and outcomes between students in an exclusive relationship compared to those who were not in an exclusive relationship.

Of the 967 participants included in the analysis, 22% (n=212) reported a decrease in sexual desire, 41% (n=396) experienced a decrease in the frequency of sex, 20% (n=192) reported a recent decrease in alcohol consumption before or during sexual activities, and 10% (n=94) reported a decrease in risky sexual behavior. In addition, 31% (n=298) reported partner relationship deterioration during the pandemic (Table 2). With regard to the frequency of masturbation, 30% (n=291) of participants reported an increase in masturbation during the pandemic, while 23% (n=227) reported an increase in the use of pornography.

The logistic regression analysis indicated that accommodations during the pandemic, exclusive relationship status, sexual desire, and sexual satisfaction were closely related to partner relationships (Table 3).
Table 2. Coronavirus disease (COVID-19)–related impact on sexual health (N=967).

<table>
<thead>
<tr>
<th>Items</th>
<th>Total (N=967)</th>
<th>In an exclusive relationship (n=665), n (%)</th>
<th>Not in an exclusive relationship (n=302), n (%)</th>
<th>F</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Partner relationship</strong></td>
<td></td>
<td></td>
<td></td>
<td>40.76</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fine</td>
<td>205 (21)</td>
<td>133 (20)</td>
<td>72 (24)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>464 (48)</td>
<td>285 (43)</td>
<td>179 (59)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deteriorated</td>
<td>298 (31)</td>
<td>247 (37)</td>
<td>51 (17)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sexual desire</strong></td>
<td></td>
<td></td>
<td></td>
<td>42.52</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fine</td>
<td>126 (13)</td>
<td>86 (13)</td>
<td>40 (13)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>General</td>
<td>629 (65)</td>
<td>395 (59)</td>
<td>234 (77)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deteriorated</td>
<td>212 (22)</td>
<td>184 (28)</td>
<td>28 (09)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sexual frequency</strong></td>
<td></td>
<td></td>
<td></td>
<td>153.38</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Increased</td>
<td>223 (23)</td>
<td>175 (26)</td>
<td>48 (16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>348 (36)</td>
<td>304 (46)</td>
<td>44 (15)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreased</td>
<td>396 (41)</td>
<td>186 (28)</td>
<td>210 (70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sexual satisfaction</strong></td>
<td></td>
<td></td>
<td></td>
<td>33.19</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Increased</td>
<td>115 (12)</td>
<td>54 (8)</td>
<td>61 (20)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>709 (73)</td>
<td>498 (75)</td>
<td>211 (70)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreased</td>
<td>143 (15)</td>
<td>113 (17)</td>
<td>30 (10)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Consumed alcohol before or during sexual activities</strong></td>
<td>132.01</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased</td>
<td>58 (6)</td>
<td>44 (7)</td>
<td>14 (5)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>717 (74)</td>
<td>555 (83)</td>
<td>162 (54)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreased</td>
<td>192 (20)</td>
<td>66 (10)</td>
<td>126 (42)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Frequency of masturbation</strong></td>
<td></td>
<td></td>
<td></td>
<td>21.99</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Increased</td>
<td>291 (30)</td>
<td>189 (28)</td>
<td>102 (34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>261 (27)</td>
<td>206 (31)</td>
<td>55 (18)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreased</td>
<td>106 (11)</td>
<td>78 (12)</td>
<td>28 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>309 (32)</td>
<td>192 (29)</td>
<td>117 (39)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Frequency of pornography use</strong></td>
<td></td>
<td></td>
<td></td>
<td>30.71</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Increased</td>
<td>227 (23)</td>
<td>123 (19)</td>
<td>104 (34)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>330 (34)</td>
<td>242 (36)</td>
<td>88 (29)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreased</td>
<td>115 (12)</td>
<td>89 (13)</td>
<td>26 (9)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>295 (31)</td>
<td>211 (32)</td>
<td>84 (28)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Proportion of condom use</strong></td>
<td></td>
<td></td>
<td></td>
<td>5.25</td>
<td>.07</td>
</tr>
<tr>
<td>Increased</td>
<td>97 (10)</td>
<td>61 (9)</td>
<td>36 (12)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>735 (76)</td>
<td>501 (75)</td>
<td>234 (77)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreased</td>
<td>135 (14)</td>
<td>103 (16)</td>
<td>32 (11)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Risky sexual behaviors</strong></td>
<td></td>
<td></td>
<td></td>
<td>18.87</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Increased</td>
<td>4 (1)</td>
<td>3 (1)</td>
<td>1 (1)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unchanged</td>
<td>76 (8)</td>
<td>55 (8)</td>
<td>21 (7)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Decreased</td>
<td>94 (10)</td>
<td>46 (7)</td>
<td>48 (16)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>None</td>
<td>793 (82)</td>
<td>561 (84)</td>
<td>232 (77)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

aChi-square test was performed between the exclusive relationship group and nonexclusive relationship group.
bThe “increased” data were merged with the “unchanged” data.
Table 3. Risk factors related to partner relationships determined by the logistic regression analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Univariate analysis</th>
<th>Multivariate analysis</th>
<th>95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P value</td>
<td>OR</td>
<td>P value</td>
</tr>
<tr>
<td>Age (year)</td>
<td>.03</td>
<td>1.38</td>
<td>.41</td>
</tr>
<tr>
<td>Education level</td>
<td>.66</td>
<td>_b</td>
<td>—</td>
</tr>
<tr>
<td>Current financial situation</td>
<td>.16</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Self-rated health</td>
<td>.02</td>
<td>1.85</td>
<td>.19</td>
</tr>
<tr>
<td>Accommodations (before pandemic)</td>
<td>.21</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Accommodations (during pandemic)</td>
<td>.02</td>
<td>0.59</td>
<td>.046</td>
</tr>
<tr>
<td>In/not in an exclusive relationship</td>
<td>&lt;.001</td>
<td>0.44</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Sexual desire</td>
<td>.002</td>
<td>2.01</td>
<td>.02</td>
</tr>
<tr>
<td>Sexual satisfaction</td>
<td>&lt;.001</td>
<td>1.92</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Alcohol consumption before or during sexual activities</td>
<td>.36</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Frequency of masturbation</td>
<td>.005</td>
<td>0.63</td>
<td>.21</td>
</tr>
<tr>
<td>Frequency of pornography use</td>
<td>.29</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Proportion of condom use</td>
<td>.52</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>Risky sexual behaviors</td>
<td>.41</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

*OR: odds ratio.

COVID-19–Related Impact on Reproductive Health

COVID-19–related impact on reproductive health is shown in Figure 1. Nine participants who were pregnant reported having difficulties accessing maternal care or delivery services due to COVID-19 or related measures. These difficulties included shortages in the number of hospital beds available for childbirth, restrictions on the number of people accompanying pregnant women for examination or hospitalization, and failure to receive timely prenatal examination.

Participants who reported a recent abortion described difficulties primarily with making appointments to see a doctor or for surgeries. Three participants who reported STIs experienced difficulties with medical management, mainly booking a doctor’s appointment and accessing medicines such as antibiotics.

In the current study, the proportion of condom usage was unchanged due to COVID-19. However, 8.9% (n=86) of participants said they had experienced a shortage of contraceptives.

Discussion

Principal Findings

Our study provides preliminary evidence on the direct impact of the COVID-19 pandemic and related containment measures on partner relationships and sexual and reproductive health. The results show that many young people had decreased sexual desire and frequency of sexual intercourse due to COVID-19. In addition, a relatively large number of participants reported a significant reduction in alcohol-related sexual consequences and risky sexual behavior. Increased family supervision or interference, less personal freedom overall, and poor mental health and partner relationships are likely contributors to these changes in sexual behavior.
We found that many participants reported an increase in masturbation frequency and use of pornography. Although masturbation may have helped some people achieve sexual satisfaction without the risk of SARS-CoV-2 infection, a high masturbation rate is related to a decrease in quality of life and sexual satisfaction [15]. High-frequency pornography use may also negatively impact sexual function and quality of life [16].

Our research also provides preliminary evidence of interruptions in reproductive health services due to COVID-19, such as prenatal and postnatal examination, delivery and abortion services, contraception availability, and STI management. In addition, we found that even in a country with a sound drug supply system such as China, contraceptives in some areas were out of stock or in short supply during the pandemic.

Limitations
The limitations of the current study include the use of a self-designed questionnaire and the reliance upon self-reporting in the midst of the constantly changing prevalence of COVID-19. As a result, our findings are based on cross-sectional data from local convenient samples. In addition, the impact of the COVID-19 pandemic on the sexual health of special groups, including lesbian, gay, bisexual, and transgender people, and people living with HIV, has not been reported in the current research. Further large-scale longitudinal studies are needed to understand the impact of the pandemic on sexual and reproductive health in different regions and populations.

Conclusions
The COVID-19 pandemic and related containment measures affect young people's sexual health, and targeted interventions are needed to improve health and well-being. In addition, since society is currently focusing on COVID-19 response, basic reproductive health services and supply chain operations have been disrupted. Such services should be protected from disruption and be delivered during the pandemic.
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Abstract
During the recent coronavirus disease (COVID-19) pandemic, telehealth has received greater attention due to its role in reducing hospital visits from patients with COVID-19 or other conditions, while supporting home isolation in patients with mild symptoms. The needs of patients with chronic diseases tend to be overlooked during the pandemic. With reduced opportunities for routine clinic visits, these patients are adopting various telehealth services such as video consultation and remote monitoring. We advocate for more innovative designs to be considered to enhance patients’ feelings of “copresence”—a sense of connection with another interactant via digital technology—with their health care providers during this time. The copresence-enhanced design has been shown to reduce patients’ anxiety and increase their confidence in managing their chronic disease condition. It has the potential to reduce the patient’s need to reach out to their health care provider during a time when health care resources are being stretched.

(J Med Internet Res 2020;22(8):e19493) doi:10.2196/19493
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Introduction
Given the current coronavirus disease (COVID-19) outbreak, telehealth is being adopted widely in innovative ways, so that patients can access care while maintaining social distancing without risking exposure to and spread of COVID-19. Telehealth also promotes the safety of essential clinical staff. Additionally, using telehealth can avoid unnecessary hospital visits, thereby providing some relief to the currently overstretched health resources [1]. With modern telehealth services, patients can arrange a video consultation (VC) with their general practitioner (GP) or specialists instead of traveling to the clinics [2]. Remote patient monitoring (RPM) and patient engagements are also major components of telehealth, which allow patients to share their health-related data with their health care workers in real time [3] and be involved in shared decision making with improved health literacy (Muscat et al, unpublished data) [4]. One of core enablers of telehealth is the provision of timely intervention to patients based on their real-time health indicators (eg, from RPM) before their next scheduled formal visit or via VC service.

As health care resources may be limited during the pandemic, the allocation of resources will focus on managing acutely sick patients with COVID-19 rather than non–COVID-19 patients [5]. During the pandemic, patients with chronic conditions, such
as obesity, diabetes, cardiovascular disease, and kidney disease, are at a higher risk of developing serious complications due to COVID-19 and dying [6]; there are also concerns that missing usual ongoing care can lead to adverse health outcomes.

Another concern is that patients with chronic conditions may be fearful of accessing their usual health care services in order to minimize their risk of infection and complications that may arise from infection [7]. Consequently, patients with chronic conditions in self-isolation are not attending clinic visits that not only provide health care services but also serve as a source of motivation for maintaining adherence to medications and behavior changes, such as diet and exercise, required to treat the chronic condition. With reduced clinic visits, patients’ communication channels with clinicians and nursing staff are cut off, thereby compromising the gains that were obtained with such interactions before the COVID-19 pandemic.

Telehealth for patients with chronic diseases during the pandemic is increasingly important, and we suggest that the innovative adoption of digital technologies can continue to provide valuable patient-clinician communication, not only for clinical care but also for maintaining adherence and behavior changes in patients. We suggest that care providers consider the inclusion of the “copresence” concept, which can be used to enhance the perception of presence and thus the relationship between patients and clinicians in the telehealth era. Copresence refers to a sense of connection with another interactant [8]. It is the perception by a communicator that another person in a mediated or online environment is real, immediate, or present [9]. When a person has a high copresence with others in a digitally mediated communication setting, he or she tends to feel more satisfied with the medium and is more likely to use digital tools. The feeling of copresence does not have to be built through rich or advanced technologies; it can be achieved by building up social cues for the interactions. Copresence was widely studied in the field of human-computer interactions, and its application has been used in the context of online shopping experience [10] and virtual team collaborations [11]. Copresence, when incorporated, can provide patients with the feeling that the clinicians are virtually with them, while not operationally increasing the workload of the clinical staff. We provide three copresence strategies that can be readily applied to ease the burden on care delivery and challenges to patients with chronic diseases during the pandemic.

Use of Telehealth for Patients With Chronic Diseases During the Pandemic

During the pandemic, telehealth can be used to provide more than conventional VC and RPM by building an efficient copresence-enhanced approach to reduce patients’ anxiety while their face-to-face meeting with GPs are reduced. Additionally, it could help relieve stress among health care workers by reducing the need to constantly monitor patients’ health-related data. During the pandemic, where health care resources are centered around the diagnosis and treatment of COVID-19 patients, it leaves patients with chronic diseases with a potentially longer feedback loop due to the lack of remote clinical support.

A Copresence-Enhanced Approach

In our previous work, we introduced a concise design to enhance patients’ perception of copresence through the sharing of information and emotions with their clinicians during remote monitoring [12]. The design has been built into a remote monitoring system for patients undergoing hemodialysis at home. The system allows patients to rate their emotions at the end of a dialysis session as part of the self-health reporting exercise, so the clinicians have a general understanding of the patient’s feelings at the end of their dialysis session. Dialysis data of patients expressing a low mood are reviewed as a priority. Patients can also include additional comments for each submission, and clinicians can send feedback (with or without comments) by simply clicking the confirmed function in the system to let patients know their dialysis data, including their self-reported emotions, has been reviewed. The design was shown to reduce patients’ anxiety caused by isolation during remote monitoring. The clinicians and nursing staff also reported satisfaction with the ease sending positive feedback to patients who were doing well with just one click.

During the COVID-19 pandemic, because of the social distancing and isolation rules, this remote monitoring system has become even more useful, as patients on home hemodialysis are able to continue managing their dialysis treatments themselves, without a visit to the dialysis clinic. The data from 65 active patients during past 5 months (February to June 2020) has led to 3166 recorded sessions. There is no increase in negative emotions expressed by patients after their dialysis treatments. In total, 31% of the sessions were recorded with additional comments. Patients continue to report feeling less isolated and lower anxiety levels when they receive feedback from their health care providers via the RPM system.

Copresence Strategies

Alleviating Patients’ Anxiety of Not Being Able to Visit Hospitals

During the pandemic, opportunities for patients with chronic diseases to meet their clinicians are limited despite increased health concerns. With telehealth solutions featuring a copresence-enhanced design, patients can find an easy-to-access channel to share their feelings and thoughts with their health care providers [12]. Allowing patients to express themselves is an important part of clinician-patient communication, and it can be effective in reducing patients’ anxiety and providing comfort [13]. Even without real-time or synchronous communication, patients can still benefit from copresence, and this can result in reduced anxiety caused by disconnection with their health care team. Patients’ confidence is also enhanced when they receive simple, encouraging messages [14]. They can be more mindful about their health and better adhere to recommended regimens and behaviors without constant checks and reminders.

Offsetting the Demand for Health Care Teams

The current way of adopting telehealth requires an additional investment in time for health care staff (eg, increased standby time of clinical staff to respond to patients’ needs outside of normal working hours) [15]. Unfortunately, the additional resources needed to monitor patients are not necessarily
available, especially during the pandemic. With copresence-enhanced functions, such as a one-click acknowledgment from the health care providers and prioritized response to patients’ records based on their emotions and health-related data, staff can spend less time on nonurgent responses, thus reducing the stress associated with managing patients’ expectations of a real-time connection with them through telehealth [16].

Providing Continuity When the Pandemic Ends

Patients with chronic diseases play a central role in the self-management of their medical condition [16] by making changes to their diet and physical activities to cope with their condition over a long period. Telehealth applications for patients with chronic conditions should be built to provide patients with more assistance and support for a positive behavioral change [17]. The copresence-enhanced design might give patients more confidence and assurance through subtle social cues delivered from the telehealth system [12] and has the potential to provide a continuity in nudging the shift from a hospital-centric chronic care model to a patient-centric one when the pandemic ends.

Conclusions

During the recent COVID-19 pandemic, more attention has been drawn to telehealth to emphasize its role in reducing hospital visits from both COVID-19 and non–COVID-19 patients and supporting home isolation in patients with mild symptoms. The needs of patients with chronic diseases tend to be overlooked during the pandemic. With reduced opportunities for routine clinic visits, patients with chronic diseases are adopting various telehealth services such as VC and RPM. We advocate for more innovative designs to be considered to enhance patients’ feelings of copresence with their health care providers during this time. The copresence-enhanced design has been shown to reduce patients’ anxiety and increase confidence in managing their chronic disease condition. It also has the potential to reduce patients’ needs to engage their health care providers during a time when health care resources are stretched in most countries severely affected by the pandemic.
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Abstract

Background: Artificial intelligence (AI) and the Internet of Intelligent Things (IIoT) are promising technologies to prevent the concerningly rapid spread of coronavirus disease (COVID-19) and to maximize safety during the pandemic. With the exponential increase in the number of COVID-19 patients, it is highly possible that physicians and health care workers will not be able to treat all cases. Thus, computer scientists can contribute to the fight against COVID-19 by introducing more intelligent solutions to achieve rapid control of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the virus that causes the disease.

Objective: The objectives of this review were to analyze the current literature, discuss the applicability of reported ideas for using AI to prevent and control COVID-19, and build a comprehensive view of how current systems may be useful in particular areas. This may be of great help to many health care administrators, computer scientists, and policy makers worldwide.

Methods: We conducted an electronic search of articles in the MEDLINE, Google Scholar, Embase, and Web of Knowledge databases to formulate a comprehensive review that summarizes different categories of the most recently reported AI-based approaches to prevent and control the spread of COVID-19.

Results: Our search identified the 10 most recent AI approaches that were suggested to provide the best solutions for maximizing safety and preventing the spread of COVID-19. These approaches included detection of suspected cases, large-scale screening, monitoring, interactions with experimental therapies, pneumonia screening, use of the IIoT for data and information gathering and integration, resource allocation, predictions, modeling and simulation, and robotics for medical quarantine.

Conclusions: We found few or almost no studies regarding the use of AI to examine COVID-19 interactions with experimental therapies, the use of AI for resource allocation to COVID-19 patients, or the use of AI and the IIoT for COVID-19 data and information gathering/integration. Moreover, the adoption of other approaches, including use of AI for COVID-19 prediction, use of AI for COVID-19 modeling and simulation, and use of AI robotics for medical quarantine, should be further emphasized by researchers because these important approaches lack sufficient numbers of studies. Therefore, we recommend that computer scientists focus on these approaches, which are still not being adequately addressed.

(J Med Internet Res 2020;22(8):e19104) doi:10.2196/19104
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Introduction
With the emergence of the novel coronavirus disease (COVID-19) pandemic, many regions and countries have been facing different risks at different times. Due to the high infectivity and spread of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), the virus that causes COVID-19, combined with its increased hospitalization rate, COVID-19 is a serious public health threat worldwide [1,2]. Artificial intelligence (AI) systems such as cognitive computing, deep learning, convolutional neural networks, and machine learning can play a critical role in detection, large-scale screening, monitoring, reduction of caregiver workload, and prediction of possible interactions with the new therapies for this virus [3-6]. In this review, we provide an analysis of AI applications that may help limit the spread of or even help eradicate this virus if properly adapted and applied by countries.

Methods
We conducted an electronic article search using the MEDLINE, Google Scholar, Embase, and Web of Knowledge databases. The search included only English-language publications, with a focus on evidence-based research articles. The search focused on both randomized and nonrandomized controlled trials, longitudinal studies, cross-sectional studies, and retrospective studies. A list of keywords were used with different combinations, as follows: SARS-CoV-2, COVID-19, novel coronavirus, artificial intelligence, internet of things, telemedicine, machine learning, modeling, simulation, and robotics.

Results
Figure 1 shows a summary of AI-based approaches to prevent the spread of COVID-19.

AI for Detection of Suspected COVID-19 Cases
A pandemic creates unique challenges to the delivery of health care, and these challenges must be faced by a limited number of health care workers. AI can help address these problems; for example, a smartphone app could be developed that collects signs, symptoms, previous locations of the patient, travel history, and updated areas of the outbreak, then processes and filters this information using algorithms so that only suspected cases are examined by physicians (Figure 2) [7].

On January 22, 2020, the Center for Systems Science and Engineering at Johns Hopkins University launched a publicly shared web-based interactive dashboard [8]. The aim of this dashboard was to accurately visualize and track reported cases of COVID-19 in real time. This revolutionary idea has contributed to the rapid identification of new outbreaks of the disease. The information on this dashboard is updated twice daily, which provides an added advantage. This has opened a new spectrum of AI to predict and recommend quarantine in areas where a threshold number of cases is reached. It can also aid early diagnosis of patients if they report travelling to these areas. All these data are displayed freely through Google Sheets and the ArcGIS Living Atlas [9].

Another important application of AI is remote monitoring of home-quarantined patients and their families via smartphones or smart bracelets. An automatic alarm will sound and provide a warning message if the patient or family member breaks quarantine.

All these contributions can significantly decrease the burden on health care workers and enable them to work more efficiently in a safe environment [7].
Figure 1. Summary of AI approaches to address the COVID-19 pandemic. AI: artificial intelligence; CAD: computer-aided diagnosis; COVID-19: novel coronavirus disease.
AI for Large-Scale COVID-19 Screening

Noncontact systems that use AI to measure signs and symptoms of COVID-19 are extremely important for large-scale screening in a significantly short period (Table 1). Rapid screening using these systems not only enables remote detection of suspected cases but can also be performed by significantly fewer personnel, which can reduce the work strain on areas such as airports and supermarkets and further augment social distancing [7].

Noncontact systems that can be used for large-scale screening include infrared thermal imaging technology and camera-based motion detection software to detect and analyze abnormal respiratory patterns [10].

One of the diagnostic signs of COVID-19 is fever [10]. Infrared thermal cameras enable real-time visualization of any transient or constant changes in the energy radiating from individuals, which enables estimation of surface temperature [11]. With the aid of AI detection algorithms, suspected individuals with COVID-19 can be automatically identified and tracked using infrared thermal cameras with minimal need for human monitoring.

Respiratory pattern is another diagnostic sign of individuals with COVID-19 [12,13]. The pattern of respiration in COVID-19 is quite different from that in the common cold or influenza [14,15]. Tachypnea, or abnormally rapid breathing, may indicate infection with COVID-19. Using a depth camera to conduct noncontact respiratory measurements of individuals and analyzing these measurements using AI detection algorithms was found to be a promising method for additional confirmation of COVID-19 cases [12,13].
AI for COVID-19 Monitoring

Large amounts of data from patients with COVID-19 are routinely manually collected and interpreted in hospitals with or without standalone monitoring devices. The processes of collecting patients’ monitor data in hospital wards are different in many hospitals, as different approaches are used worldwide. In some hospitals, data are only collected manually and then recorded in spreadsheets, which are discarded after the patient is discharged [17].

AI systems can collect monitor data from patients using personal digital assistants (PDAs), tablets, and similar equipment; the patients’ data can be stored in electronic health records (EHRs), where they can be easily shared and rapidly transferred when needed [18].

With different technologies and AI, the collection, analysis, and interpretation of patients’ monitor data can be fully or partially automatized, which diminishes both infection risk and the burdens imposed on medical staff to constantly gather, store, analyze, and interpret these data [17].

Several intelligent and expert systems have been developed for medical monitoring using wireless sensor networks. These methods have been found to be efficient when signals are continuous; however, the applicability of these expert systems to incomplete data has not yet been established [19].

Thoracic computed tomography (CT) without contrast is considered to be an effective method to detect, quantify, and monitor symptoms of patients with COVID-19. Deep learning algorithms could be developed to contribute to the analysis, interpretation, and tracking of large numbers of thoracic CT examinations [20].

Developing a video imaging–based high-speed medical monitoring system that uses motion tracking monitoring algorithms for patients with COVID-19 can also provide a large amount of factual information regarding vital signs (temperature, heart rate, respiratory rate, blood pressure, oxygen saturation) as well as status, condition severity, existing comorbidities, and patient discharge. Modal parameters can be subsequently extracted to analyze the level of severity or damage from COVID-19. Motion tracking monitoring has been investigated in several studies with very promising results [21,22].

It has been reported that patients with COVID-19 can be discharged from the quarantine ward if they meet the following criteria: being afebrile for a minimum duration of three days, respiratory symptoms resolved, improvements in radiological signs for pulmonary infiltrates, at least two consecutive negative COVID-19 nucleic acid tests with sampling intervals of at least 24 hours [15].

AI-based automated analysis tools for tracking the discharge criteria for patients with COVID-19 should be developed to determine and differentiate treated patients from those who still need to be isolated. In addition, AI-based automated CT image analysis tools for tracking, quantification, and detection of COVID-19 can assist in differentiating patients with COVID-19 from individuals who do not have the disease. Moreover, artificial neural networks can be trained to infer qualitative characteristics that are based on intensity as well as network inferences, which can be correlated according to the patient’s condition.

An exploratory study showed that AI can reliably and efficiently contribute to accurate detection and tracking of the progression or resolution of COVID-19. In this work, it was also reported that the rapid developments in AI-based automated tools for CT image analysis can achieve a high degree of accuracy in detection of COVID-19–positive patients in addition to precise assessment of the severity of the disease [23,24].

Table 1. Comparison of the cost and efficiency of AI systems versus conventional human labor for large-scale screening of COVID-19.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>AI systems for COVID-19 screening</th>
<th>Conventional human labor for COVID-19 screening</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cost</td>
<td>May be initially high but significantly decrease with time, leading to lower cumulative cost.</td>
<td>May be high or low according to country but will generally have higher cumulative cost, including the added cost of applying preventive measures for direct contact.</td>
</tr>
<tr>
<td>Sensitivity (probability of detection)</td>
<td>Very high if multiple confirmatory methods are used.</td>
<td>Affected by distractors.</td>
</tr>
<tr>
<td>Specificity (excluding negative conditions)</td>
<td>False positive results may occur due to other conditions having similar signs.</td>
<td>When screening is performed by expert health care workers, specificity will be high.</td>
</tr>
<tr>
<td>Duration of screening</td>
<td>Very short.</td>
<td>Relatively long and may require additional employees to shorten the duration.</td>
</tr>
<tr>
<td>Number of working hours</td>
<td>24 hours, 7 days a week in addition to the working hours of quarantined physicians and health care workers who are suspected to have COVID-19, who will be able to work from home.</td>
<td>No more than 48 hours of work per week and no more than an average of 8 hours of nighttime work per 24 hours of total work [16].</td>
</tr>
<tr>
<td>Possibility of COVID-19 infection among examined subjects and examiners</td>
<td>Very little or no contact between persons, which significantly decreases the possibility of transmission of COVID-19 infection.</td>
<td>High risk of transmission of COVID-19 infection even if preventive measures are followed, as human error may occur.</td>
</tr>
</tbody>
</table>

\(a\): artificial intelligence.

\(b\): COVID-19: coronavirus disease.
AI for Analysis of Experimental Therapies for COVID-19

Computer-aided drug design is highly efficient for rapidly identifying drug repurposing candidates and should be further investigated.

One example is the mechanism-based inhibitor N3, which was identified using computer-aided drug design. N3 was found to particularly inhibit the main protease of SARS-CoV-2 because it can fit within a substrate-binding pocket [25].

A crucial application for computer-aided drug repurposing is treating novel diseases such as COVID-19 by identifying drugs that were developed to treat other diseases. Drug repurposing can be realized by conducting systematic drug-drug interaction analyses and studying drug-target interactions, which can be performed using AI-based algorithms [26-28].

AI has been recognized to have a transformative influence on drug development. In accordance with a recent report, machine learning and big data can have great effects on health care systems and may have positive outcomes in the pharmaceutical market, as it has been predicted by industry experts that developing drugs through AI methods will provide significantly improved feedback. However, AI-based drug development may be slower to launch in the long term. If applied correctly, these methods can be highly competitive in the pharmaceutical industry [29,30].

Natural language processing is another branch of AI that can be applied in COVID-19 drug development. Its methods can be beneficial for extracting meaning from text using machine learning approaches and searching for external biomedical content in drug discovery [31,32]. Another AI approach is machine or computer vision, which is the use of algorithms to enable computers to comprehend the content of images. These images can be used to understand cell anatomy and identify novel treatments for COVID-19 [33].

The use of AI is prevalent in drug discovery, and many pharmaceutical corporations have established in-house partnerships or initiatives with AI companies. Some organizations are currently using AI approaches to find novel uses for late-stage drug candidates or repurpose existing drugs [34,35]. However, data of sufficient quality are needed to train systems for COVID-19 AI implementation. Data accessibility is an additional challenge because the systems will be trained via supervised learning, which requires substantial amounts of data on COVID-19 to accurately perform complex tasks.

Accessibility of data can also create costs if these data must be accessed by corporate partners or technology providers. Additionally, the data should be of high quality, as poor or corrupt data can affect the results. At present, although industry standards for data have been established for many uses, they currently may not apply in the case of COVID-19. Moreover, a substantial amount of effort is required to integrate data on COVID-19 into corporation systems to use it for AI.

AI for Screening COVID-19 Pneumonia

COVID-19 is spreading very rapidly worldwide; meanwhile, it can be difficult to diagnose the disease. These limitations can be partially accredited to the limited number of physicians who are capable of interpreting data and using identification methods compared to the great increase in the number of cases [36]. It has been reported that radiologists can distinguish COVID-19 pneumonia from other types of pneumonia in chest CT images with high specificity. Other reports have demonstrated that reverse transcriptase–polymerase chain reaction (RT-PCR) analysis has a low sensitivity of about 60% to 71% for detection of COVID-19 [37]. This may be due to decreased viral load in the test specimen or to laboratory error. The false negatives produced by RT-PCR analysis can hinder quarantine efforts and require tests to be repeated. On the other hand, the sensitivity of chest CT has been established to be approximately 56% to 98% for COVID-19 detection at initial presentation, and it may help rectify false negative results that are obtained by RT-PCR analysis during the early stages of development of the disease. Additionally, chest CT images can reveal disease progression [33].

Compared to non–COVID-19 pneumonia, CT images of COVID-19 pneumonia are more likely to show vascular thickening, fine reticular opacity, ground-glass opacity, peripheral distribution, and reverse halo sign in addition to bilateral peripheral involvement of multiple lobes. The CT signs may improve gradually approximately 14 days after the onset of symptoms. On the other hand, CT images of COVID-19 pneumonia are unlikely to show both peripheral and central distribution, pleural effusion, pleural thickening, lymphadenopathy, or air bronchogram [38]. Thus, future directions in chest CT may involve developing an AI-based classifier that can further augment the performance of radiologists when combined with clinical information.

Exploration of automated pneumonia analysis via deep learning is a very important issue for examination for many different reasons. The most important reason is that the chest radiographs of COVID-19 patients must be reviewed by highly trained specialists, which creates large amounts of work for those specialists. Further, it is very difficult to read these images because pneumonia is normally revealed over one or more areas of increased opacity [39]. This increase may be due to a reduction of the ratio of gas to soft tissue (lung parenchyma, stroma, and blood) in the lungs. Thus, when an amplified attenuation area (opacification) is reviewed on a CT or chest radiograph, it is crucial to define where the opacifications occur. Diagnosis is very complicated because other conditions can alter the appearance of a radiograph, such as bleeding, surgical changes, post-radiation changes, pulmonary edema, lung cancer, and volume loss due to collapse or atelectasis; aspects such as inspiration depth and patient positioning may also affect the radiograph. Due to these issues, interpreting chest images of COVID-19 patients by the human eye alone is extremely challenging [38].

Although the fields of machine learning and pneumonia research are individually well developed, very limited work is currently available regarding the application of machine learning for diagnosis of pneumonia, especially for patients with COVID-19. Research on deep learning algorithms has recently shown rapid progress. In general, pneumonia diagnosis for medical fields is
a broadly known discipline. The combination of those two areas would be novel and promising [40]. Previous research has been performed to apply image processing techniques for identification of cases with pneumonia. Other algorithms have been developed to crop and extract the lung regions from images. The Otsu thresholding method has been used to segregate infected cloudy pneumonia lung regions from healthy regions. Another detection method has been proposed based on cellular neural networks; the simulated results showed remarkable performance in differentiating the lung region area and normal area based on changes in segmentation and grayscale color [41].

It was also reported that machine learning has the important advantage of increased capability to evaluate the effects of interventions when studying subpopulations in clinical pneumonia research [40]. Another significant aspect of machine learning for identifying COVID-19 infection is image classification. This has resulted in the development of a range of networks for image classification. These networks usually employ backpropagation algorithms. Very large neural networks are usually needed for deep learning architectures. Some commonly used deep learning architectures include GoogLeNet, ResNet, and AlexNet [42].

Computational models for deep learning can discover intricate structures in very large data sets by using backpropagation algorithms to indicate how a machine would modify the internal parameters it uses to compute representations of each layer from representations of the previous layer [43]. Training deep learning networks that can recognize symptoms of COVID-19 pneumonia would be very beneficial. These networks could facilitate prescreening and automated diagnosis.

Research has provided insights into testing difficulties associated with very large radiograph image data sets. Most research in this area focuses on small and controlled data sets. For these data sets, irregular features may not be an issue. However, as the size of the data set increases, the number of irregular images also increases. It is particularly important to overcome this potential hurdle for COVID-19 diagnosis because a model that is used by medical industries must be capable of considering all radiographic forms. However, the model will still be required to function at high levels regardless of whether these image types are imputed [42].

Applying computer-aided detection to radiographs of patients with pneumonia may provide a supplement or alternative to human reading [44]. To develop an efficient AI algorithm that uses chest radiographs to predict clinical outcomes, the clinical settings and disease burden profiles of COVID-19 prevalence should be considered.

Software should be trained to use selected chest radiographs of patients with COVID-19 to automatically segment fields of the lung in other radiographs. After the classifier is trained on randomly selected chest radiographs, it can be applied to the remaining chest radiographs.

Chest radiographs commonly demonstrate many categories of abnormalities. Some disease processes may show a combination of abnormal shapes where the disease process has altered the patient’s normal anatomy, such as cardiomegaly and focal abnormalities. These focal abnormalities may appear as isolated density changes, such as pulmonary nodules and texture abnormalities. Texture abnormalities are characterized by diffuse changes [45]. In these situations, texture analysis may be useful for assigning a probability to each location in the lung fields [39].

In general, further developments and validation should be performed in multicenter studies, which would be significant for future research on AI and computer-aided diagnosis in COVID-19 radiology.

**AI and the Internet of Intelligent Things for COVID-19**

**Data and Information Gathering and Integration**

Patients with COVID-19 can provide novel types of data that are relevant to achieving medical goals. Self-tracking devices, mobile health apps, and social media can provide patients with information about COVID-19 and can enable them to monitor their health or even achieve a certain goal. Incorporating AI into devices offers tools and methods for designing and analyzing therapies that can be made accessible to patients and clinicians while supporting consistent integration into patients’ lives and clinicians’ practices [17,46,47]. This field not only offers promising challenges for patients with COVID-19 but can also improve systematic data collection to determine treatment effectiveness.

In the context of the Internet of Intelligent Things (IoIT), a “thing” is a system or entity composed of subsystems, and every subsystem is an indispensable component of the system [48]. Thus, if we divide COVID-19 medical and diagnostic devices in health centers or hospitals into things and modulate these things to be sufficiently intelligent to operate on their own, we can establish a behavior for every subsystem. The challenge is to understand each thing separately. Therefore, to understand the behavior of things used to help control COVID-19, it is necessary to understand the main subcomponents of each thing; then, we must understand the behavior of each subsystem to understand the behavior of the thing as a whole and how to enable it to connect and communicate with other things via the internet.

A crucial challenge for the advancement of digital health is efficient and effective integration of incomplete or heterogeneous information about COVID-19 from different sources and different types, such as interoperability solutions, insufficient availability, and existence of current information silos. All this contradicting information is hindering the development of effective applications. Different information types must be integrated, such as clinical information (including EHRs), information extracted from the biomedical literature by text mining, and high-throughput information on how drugs or chemicals interact in different circumstances [36].

Additionally, big data may be useful to optimize resource use when making informed decisions based on the availability of data related to COVID-19 cases. AI, machine learning, and the internet of things (IoT) could contribute significantly to this process [49-51].
Big data analysis performed via AI can be interpreted as a means of training computers to mimic thinking patterns and even simulate human behaviors. It is assumed that the accuracy of the achieved results will increase with increasing availability of processing power and data because it is desirable to perform machine learning using real-time data [52,53].

Intelligent computing systems can support decision-making even when the problems are complex. A great deal of success has been achieved in integrating expert systems into intelligent systems. However, expert systems may face difficulties in acquiring and processing COVID-19 knowledge. Thus, to recognize the involved patterns and the knowledge gained from different fields, it is vital to combine data mining with intelligent computing systems to determine the information gathered and the patterns involved, which may include clustering algorithms, neural network algorithms, regression algorithms, and Bayesian algorithms [54].

Numerous other challenges may also emerge, including privacy breaches, ethical concerns, and lack of information security. Thus, the ability to share, analyze, and gather information about COVID-19 in real time with different devices may add to the difficulty of maintaining patient privacy.

The mining of very large COVID-19 data sets may present difficulties in terms of computation and storage. For example, combining various types of information in heterogeneous COVID-19 data sets with global information systems can be complicated. Additionally, numerous COVID-19 experts are needed to formulate the data mining process. Finally, the accuracy of data mining results depends on the level of diversity of the gathered COVID-19 data set.

Data mining can also provide many benefits. For example, powerful high speed processes can be established to examine the enormous amounts of information related to COVID-19 and can provide a knowledge base for a specific area of COVID-19 information. Additionally, the diagnosis and prediction of COVID-19 can be automated, and data mining can enhance decision-making processes.

AI for Resource Allocation to Patients With COVID-19

As more countries are affected by COVID-19 worldwide, it is increasingly necessary to prioritize allocation of resources to patients with the disease [55].

If we attempt to calculate conservative estimates of the resources that will be needed to fight COVID-19, we find that the resources needed are beyond the available capacities of health care facilities. To achieve an accurate estimation of these resources, estimations should include human resources (such as medical staff, including therapists and nurses) and other facilities (including numbers of hospitals, emergency departments, intensive care units, adult beds, neonatal beds, pediatric beds, ventilators, oxygen concentrators, oxygen cylinders, oxygen plants, liquid oxygen, medications, personal protective equipment, critical medical supplies, and pulse oximeters). It is very important to assess all these resources before establishing any action plan for resource allocation.

Given these numbers, if the curve of infected individuals is not reduced and flattened over a short period of time, the COVID-19 pandemic will likely result in a shortage of medical resources, particularly ventilators and hospital beds. The number of medical workers who will be affected should also be taken into consideration, as these workers will commonly be quarantined. In addition, even after a vaccine is developed, time will be needed to produce, distribute, and administer it; shortages of the vaccine will probably arise as well.

Supply limitations restrain the speed of producing more resources, such as ventilators. Currently, manufacturers cannot state with certainty how many ventilators they can produce during a year.

Policy makers are facing decisions about which patients will be provided with available resources while taking into consideration that patients who do not receive these resources will very likely die.

These decisions cannot be made based on age alone. Professionals have indicated that prioritization should be based on which patients are more likely to survive to save the maximum possible number of lives [56].

To address the COVID-19 resource allocation problem, it is necessary to understand complex data structures related to the prioritization criteria and resources in question.

Applying big data analysis and data mining algorithms, including unsupervised and supervised machine learning, to optimize the prioritization process would be very helpful to reduce harm as much as possible in emergency situations when resources are scarce. With the use of a trained model, machine learning can also minimize human effort while improving or maintaining accurate prioritization.

Moreover, intelligent estimation of resource needs (especially oxygen needs) is crucial to be as accurate as possible in addition to deciding which source of oxygen would be better for a patient by considering the total gross oxygen flow that would be needed through anticipating the load of each patient based on severity and number of patients.

Developing an expert system or framework for reasonable and fair allocation of COVID-19 therapeutics and resources is very complex and requires coordination of many variables and estimations that must be guided by comprehensive and accurate information based on IoT technology, which can provide information about distributions, numbers, sizes, capacities, and risks related to both resources and the affected populations worldwide. The realization of such frameworks or expert systems will mainly depend on sharing and collecting data; this can be greatly facilitated by the IoT.

AI for COVID-19 Prediction

Transmission Rates

In the initial stages of the COVID-19 outbreak, it is critical to analyze and understand the dynamics of transmission of the virus. Changes in the estimations of transmission over time can offer insights in epidemiological situations and demonstrate the effectiveness of outbreak control measures [57].
These analyses can also provide predictions of future growth, assist risk estimation for countries, and guide strategy for alternative interventions [58]. These analyses present many challenges, especially in real time. Moreover, with COVID-19, the appearance of symptoms may be delayed due to the period of incubation; also, confirmation of cases may be delayed in accordance with detection and testing capacity.

AI approaches can account for these delays as well as for uncertainty by explicitly incorporating delays that result from the natural history of virus infection or reporting processes. In addition, individual data sources may be incomplete, be biased, or only capture some aspects of the dynamics of the outbreak. However, evidence synthesis approaches that fit with multiple data sources can enable more robust estimations of the transmission dynamics that can be gathered from noisy data [58,59].

Many factors can affect the transmission dynamics of COVID-19 throughout a country, such as outflow population size from a certain place to affected provinces or cities, geographic locations, interventions, social and economic activities, health care facilities, and environmental heterogeneity. The process of clustering temporal dynamics will provide various insights into the patterns of COVID-19 propagation. In addition, modified auto-encoders have been used to predict the accumulative number of new confirmed cases of COVID-19. By hypothesizing the initial amounts of the epidemiological outbreak, modified auto-encoders can be used with known architectures and parameters to predict the sizes of future outbreaks and simulate the impact of interventions on the severity and size of epidemics [43,57,60].

Data-driven AI-based methods offer real-time forecasting techniques for estimating and tracking the severity of epidemics, assessing their trajectory, predicting their length, and supporting decision-making by health care workers and governments [61,62].

Mutations

The prediction of genetic mutations in the SARS-CoV-2 genome has attracted much attention. Rapid progress has been realized to predict these mutations and analyze their effects. Tracing the mutations of SARS-CoV-2 can provide comprehensive understanding of the evolution dynamics of the virus.

In some studies, antigenic cartographies have been developed for quantifying and visualizing site mutations and antigenic differences [63]. Neural networks were applied in another study to predict point mutations that may appear on structure alignments of primary RNA sequences [64]. Network models were also outlined to demonstrate the dynamics and evolutionary patterns of a virus [65].

Many RNN-based neural networks have been developed for predicting time series tasks [66]. K-means clustering can also be used to find clusters of mutations of SARS-CoV-2, which can provide insights into the nature of mutations and how they can be addressed.

A model was proposed to forecast the properties of viruses that are not characterized antigenically using phylogenetic trees. Modeling sequential data dynamically is important. Recent research has provided ways to embed biological sequences into lower-dimensional vector spaces [67].

Severity and Mortality Rates

The assessment of COVID-19 severity by clinical presentation can no longer meet urgent clinical needs. Thus, introducing a deep learning–based model by quantitating clinical features to predict the severity and mortality rates of COVID-19 will be of significant value. Deep learning–based quantitative CT measurements of the extent of lesions and clinical features on initial admission can assist in predicting COVID-19 severity; this will enable physicians to triage patients and design treatment protocols and follow-up evaluations in advance.

Convolutional neural networks were introduced as a potential solution to problems faced in automatic organ segmentation [57,68].

In a recent study, a new model to forecast the prognosis of COVID-19 was established. It has been reported that parsimonious models, which contain five features (age, lactate dehydrogenase, C-reactive protein, CD4+ T-cell counts, and mass of infection), are an ideal measure for predicting COVID-19 severity. This is a common regression method with high-dimensional data (Cox proportion hazard regression model) that has been extended to and broadly used in logistic regression models for outcome forecasting and survival analysis. This approach may be superior to conventional methods when choosing predictors and may allow researchers to combine selected particular features into single signatures [69,70].

Another study demonstrated that machine learning algorithms are superior to traditional statistical modeling approaches for predicting mortality in patients with pneumonia. However, it was found that none of the samples or models assessed showed overall precise predictions of patient mortality, and all the samples revealed wide variations in performance based on the measures used [71].

In a recent study, researchers suggested an algorithm that could anticipate the mortality rate of patients with COVID-19 with accuracy that reached 90%. In that study, machine learning methods were used to establish a predictive model for early recognition of critically sick patients based on clinical and epidemiological data obtained from patients infected with COVID-19. The working mechanism for this machine learning model was based on quantitative sorting of the clinical features according to their criticality. The revealed features were then sorted, and an interpretable clinical route was obtained [23,72].

AI for COVID-19 Modeling and Simulation

Mathematical modeling of viruses and infections may help simplify the process of understanding virus dynamics. Many authors have used ordinary differential equations in virology and epidemiology to model and simulate different scenarios [73-75].

Viruses are believed to be among the most numerous and divergent biological systems [76]. However, despite their diversity, many shared events and common processes are found...
Disruption of one or more of these steps may impair or prevent propagation of the virus. Similarly, destabilizing the infective virions before they can attack host cells may be an effective way to prevent propagation. From a therapeutic viewpoint, the process of modeling and simulating the molecular-level dynamics of SARS-CoV-2 in detail at every stage in addition to the virions themselves is important and desirable in such situations and can greatly aid understanding and management of infection with the virus. This knowledge would also be required to address emerging drug-resistant viral strains and future outbreaks of novel pathogenic species similar to COVID-19. In theory, developing therapeutics that can target single or multiple steps in the viral replication cycle or critical processes that have limited capacity for viable mutation can reduce the opportunity for SARS-CoV-2 to develop resistance to administered drugs. Likewise, if simulations aid understanding of the dynamic and structural basis for COVID-19 drug resistance, antiviral drugs can be modified to account for mutations.

As in numerous areas in biology, to obtain a comprehensive understanding of virus operations, multidisciplinary approaches are required. Supported by structural biology advancements, AI and computational methods have emerged as very powerful tools that can complement experimental techniques with the use of mathematical modeling and simulations. In several cases, AI and computational approaches can help bridge information gaps among experiments through reporting in different temporal and spatial domains in addition to their considerable predictive powers.

**AI Robotics for Medical Quarantine and Isolated Patients With COVID-19**

COVID-19 is a highly transmissible disease that poses a real threat to health care workers. Transmission of this disease to health care workers is highly likely, especially during pandemics when hospitals are overloaded with infected patients.

AI can offer safe and efficient solutions, such as robots that health care professionals can operate while teleconferencing with patients. Teleoperated robots can accomplish common nursing tasks in hazardous areas, such as delivering meals or medications, collecting specimens, and transporting waste, with high accuracy and efficiency [78]. An obvious advantage of using these robots is that a single operator can control multiple robots while rapidly switching between quarantine areas. Other advantages include the ability to communicate with patients via a virtual telepresence system 24 hours per day, 7 days per week. Moreover, a robot called TRINA (Tele-Robotic Intelligent Nursing Assistant) was used to perform error-prone nursing jobs and showed promising results [79].

**Toward Preventative Medicine Using AI and Telemedicine**

Several studies have specifically demonstrated the significance of using telemedicine in public health emergencies and disasters. Telemedicine programs take time to develop; however, health systems that have already developed telemedical innovations can leverage and modify them to rapidly manage COVID-19 outbreaks [80].

Forward triage is considered to be a central strategy of health care surge control; it depends mainly on sorting patients prior to their arrival at the emergency department. On-demand or direct-to-consumer telemedicine is a forward triage method that enables effective screening of patients. This screening protects patients, health care workers, and the community from exposure; additionally, it is both patient-centered and conducive to self-quarantine. Telemedicine allows patients and physicians to communicate at any time by using smartphones and webcam-enabled computers [18,81].

At present, the main barrier to large-scale telemedicine screening for COVID-19 is testing coordination. As the availability of testing sites increases, development and integration of local systems into telemedicine workflows is needed to test appropriate patients while decreasing exposure using tents, in-car testing, or dedicated office space. To keep pace with the evolving recommendations regarding COVID-19, health systems are employing bots or automated logic flows that can refer only moderate- or high-risk patients to nurse triage lines and can also allow patients to request video visits with on-demand providers [7]. It is important that practices not routinely refer patients to urgent care medical centers or emergency departments, as this will create exposure risk for health care providers and overload these centers with patients.

Before the outbreak of COVID-19, several emergency departments adjusted their provider-in- triage models for rapid initial testing and evaluation to allow remote providers to perform intake [82]. In emergency situations, web conferencing software with secured open lines from the triage room to a provider can be rapidly implemented [83]. Employing a single remote clinician to cover several sites can address workforce challenges; however, this measure is difficult to implement if the software lacks a queuing function. To avoid exposing staff, telehealth visits can be conducted using paired tablets or commercial systems that enable communication with providers through dedicated connections. However, this system does not fully eliminate exposure of health care providers to patients who require certain manual procedures.

Electronic monitoring programs enable physicians and nurses to remotely monitor patients’ status in several hospitals. Through mobile integrated medical programs or community paramedicine, patients can be managed from their homes, with medical support provided virtually. In Houston, the ETHAN (Emergency Telehealth and Navigation) project uses telemedical oversight to augment in-person care provided by nearly 1000 responders, decreasing the requirement for transportation to emergency departments [84,85].

Telemedicine can offer rapid access to specialists who are not instantly available in person. Barriers to implementing these programs are largely related to credentialing, payment, and specialist staffing [86]. COVID-19 has raised concerns regarding workforce capacity. Telemedicine can enable quarantined physicians to remotely manage and treat patients, freeing time for other physicians to provide in-person care.
In addition, remote training sessions and online training modules can be made available to patients or clinicians who need assistance or in-time training. Program implementation, regulatory and payment structures, credentialing across hospitals, and state licensing will all require time; however, health systems that have already invested in telemedicine are well positioned to ensure that the patients with COVID-19 obtain the care they require. In this instance, telemedicine may be a perfect virtual solution.

Discussion

AI can potentially provide novel and reliable paradigms for health care services. Due to the nearly unlimited abilities of AI that are gained from its numerous algorithms and approaches, it can help address the virulent spread of the SARS-CoV-2 virus worldwide. Proper application of AI through the use of both existing and novel machine learning approaches may be pivotal to eliminating COVID-19. Furthermore, there is a need for major investment in this field to enable rapid response to the dangers of this disease; this may be a major factor in saving lives worldwide.
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Abstract

Background: The influence of media coverage on web-based searches may hinder the role of Google Trends (GT) in monitoring coronavirus disease (COVID-19).

Objective: The aim of this study was to assess whether COVID-19–related GT data, particularly those related to ageusia and anosmia, were primarily related to media coverage or to epidemic trends.

Methods: We retrieved GT query data for searches on coronavirus, cough, anosmia, and ageusia and plotted them over a period of 5 years. In addition, we analyzed the trends of those queries for 17 countries throughout the year 2020 with a particular focus on the rises and peaks of the searches. For anosmia and ageusia, we assessed whether the respective GT data correlated with COVID-19 cases and deaths both throughout 2020 and specifically before March 16, 2020 (ie, the date when the media started reporting that these symptoms can be associated with COVID-19).

Results: Over the last five years, peaks for coronavirus searches in GT were only observed during the winter of 2020. Rises and peaks in coronavirus searches appeared at similar times in the 17 different assessed countries irrespective of their epidemic situations. In 15 of these countries, rises in anosmia and ageusia searches occurred in the same week or 1 week after they were identified in the media as symptoms of COVID-19. When data prior to March 16, 2020 were analyzed, anosmia and ageusia GT data were found to have variable correlations with COVID-19 cases and deaths in the different countries.

Conclusions: Our results indicate that COVID-19–related GT data are more closely related to media coverage than to epidemic trends.

(J Med Internet Res 2020;22(8):e19611) doi:10.2196/19611
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Introduction
Infodemiology is defined as “the science of distribution and determinants of information in an electronic medium, specifically the Internet, or in a population, with the ultimate aim to inform public health and public policy” [1,2]. This field comprises both “supply-based” and “demand-based” infodemiology, with the latter assessing individuals’ health-seeking behavior (eg, through online searches) [2]. Over the years, infodemiological studies have become increasingly popular, focusing on different fields such as chronic diseases, risk behaviors, and infectious diseases [3,4]. Regarding the latter, the use of search query data to predict or monitor infectious outbreaks can be traced back to the 2002 severe acute respiratory syndrome (SARS) epidemic [5]. Subsequent studies have been conducted on influenza and other infectious diseases. Google Trends (GT) is one of the most commonly used data sources, albeit with mixed results. In fact, despite the initial optimism regarding the use of GT for influenza prediction (Google Flu Trends) [6] and despite the strong correlations of data with influenza-related emergency department visits [7], the unsatisfactory performance of Google Flu Trends led to its discontinuation [8].

In the context of the coronavirus disease (COVID-19) pandemic, there has been interest in GT (or other data on web-based activity), particularly concerning the potential role of these data in defining the proper timing and location for practicing appropriate risk communication strategies to affected populations [9]. In Europe, significant correlations were observed between COVID-19 cases and deaths and online interest on this topic [10]. In addition, GT data were found to predict COVID-19 incidence in Iran [11]. In contrast, as the number of COVID-19 cases increased, interest in telehealth and telemedicine among the US population did not correlate with the proportion of hospitals providing telehealth services [12].

Using GT to obtain information regarding COVID-19, presents two difficulties. One is that information demand may be disproportionate to the epidemiologic on account of media coverage (as described in other contexts [5]), and the other is the low specificity of the main COVID-19 symptoms. However, regarding the latter, while cough, fever and dyspnea can also occur in several other diseases, some more specific manifestations of COVID-19 have been described. Two symptoms that appear to be more specific are anosmia and ageusia [13]. This was not widely known to the general public before the publication of an interview with Hendrik Streeck in the German newspaper Frankfurter Allgemeine Zeitung on March 16, 2020 [14], which was then cited by media worldwide. The identification of these more specific symptoms raised interest in whether GT data for these manifestations could better correlate with COVID-19 incidence and deaths than data for less specific symptoms. While strong correlations between searches for smell-related information and the number of COVID-19 cases and deaths have been described in several countries [15], the role of media coverage in motivating smell-related searches cannot be disregarded.

Therefore, we aimed to assess whether searches for the terms anosmia and ageusia were primarily related to media releases or to COVID-19 epidemic trends.

Methods
This is a GT-based infodemiology study that complies with the methodological framework described by Mavragani and Ochoa [16].

Keyword Selection
In this study, we retrieved GT data on the keywords coronavirus (as a virus and search term), cough (as a topic), anosmia (as a disease), and ageusia (as a topic).

With the exception of coronavirus, no other nontopic or nondisease search terms were used. In fact, we tested the search terms loss of smell, hyposmia, olfaction, dysgeusia, and loss of taste [8] using translations of the terms into native languages of the studied countries (using double quotation marks when searching for keywords containing more than one word); however, the data retrieved with these queries were not consistent or of sufficient quality.

Region and Period Selection
We obtained country-level GT data for all analyses except for the worldwide analysis of the last five years. We retrieved GT data for the following time periods:

- A time frame of the last five years (up to the week of April 5 to 11, 2020): This time frame allowed us to assess worldwide search spikes of selected keywords over a long-term period.
- A time frame comprising the year 2020 (ie, the period ranging from the week of January 5 to 11 to the week of April 5 to 11, 2020): This time frame allowed us to identify the search trends for selected keywords throughout the year 2020 in 17 Western countries (where search data for anosmia were sufficient to perform an analysis). These GT data were plotted (without performing formal correlations) alongside data on COVID-19 cases in different countries.

Note that for this time frame, we retrieved data starting on January 5 (and not on the date that the first COVID-19 case was registered in each country), not only to allow between-country comparison but also because in the Western World, news coverage on SARS-CoV-2 infection started before the first confirmed cases were identified, and also because it is possible that there were COVID-19 cases in the Western World prior to the first identified cases (which may have been reflected in symptom web searches).
- A time frame ranging from the date of the first confirmed COVID-19 case in each country until March 15: This time frame allowed a closer analysis of search trends before the media started reporting that anosmia and ageusia can be
symptoms of COVID-19. To assess the impact of this media coverage, we analyzed 8 different countries and correlated web searches with the respective data on COVID-19 cases for that period. Correlations with the daily number of deaths were also performed (in this case, using a time frame ranging from the date of the first death in each country until March 15, 2020).

**Search Categories**

Categories and subcategories were not selected when searching for keywords.

**Data Analysis**

After plotting worldwide GT data on the selected keywords for the last five years, we retrieved GT data for the year 2020 and assessed the trends of those queries in the 17 countries where searches for anosmia were sufficient to perform an analysis.

To further assess the impact of media coverage on COVID-19–related GT data, and to assess whether the GT data correlated with COVID-19 cases, we focused on 8 countries in different stages of the COVID-19 pandemic: France, Germany, Italy, Portugal, Spain, the United Kingdom, Brazil, and the United States. For each country, we plotted the weekly GT data for selected keywords together with weekly data on new COVID-19 cases (numbers retrieved from official sources).

Subsequently, we performed an analysis restricted to the time period prior to March 16, 2020, the date that the media started reporting that anosmia and ageusia can be symptoms of COVID-19. In fact, from that date onward, GT data could largely reflect interest in media coverage rather than searches for symptoms that patients were experiencing. Therefore, for each country, between the date of the first confirmed COVID-19 case and March 15, 2020, we assessed the correlation (by means of the Pearson correlation coefficient, $r$) between the daily average of GT for anosmia and ageusia (herein reported as anosmia/ageusia) and daily data on new COVID-19 cases. Similar analyses were performed for new COVID-19 deaths (in the time frame from the date of the first COVID-19 death to March 15, 2020).

To facilitate plot reading, we plotted normalized weekly data on COVID-19 cases and deaths. That is, we plotted the total number of new COVID-19 cases and deaths as percentages of the respective maximum weekly values observed during the defined time period.

**Results**

On a worldwide scale, the GT data for different countries showed peaks appearing at similar times, with higher peaks for coronavirus than for other searches (Figure 1). Throughout five years, these peaks were only found in the winter of 2020. Queries for coronavirus as a virus and as a search term peaked at the same time. The second highest peaks were for cough, with two peaks coinciding with those of coronavirus. Anosmia and ageusia had slightly delayed identical peaks that were not identified when the terms cough or coronavirus were searched.

We analyzed search trends in 17 countries where the anosmia peak was clearly identifiable (in 2 of these countries, ageusia did not show any peak, and in 2 others, no peak was observed for cough). In particular, we started by observing the week when searches for each topic started to rise (Table 1). The first rise in coronavirus searches started in late January 2020, while the second peak of coronavirus searches appeared between February 16 and 22 in one country (Italy) and between February 23 and 29 in the remaining countries. Cough queries started in the same week in 3 countries, 1 week later in 4 countries, 2 weeks later in 2 countries, and more than 2 weeks later in 6 countries.
Figure 1. Global GT data on coronavirus, cough, anosmia, and ageusia. Data are presented as a percentage of the maximum value and on a weekly basis for periods of 5 years and 1 year up to the week of April 5 to 11, 2020. GT: Google Trends.
We observed that the onset of anosmia queries occurred from March 15 to 21 in 10 countries (corresponding to the week of the Hendrik Streeck interview in Frankfurter Allgemeine Zeitung) and from March 22 to 28 in 5 other countries (in Italy and Switzerland, the queries started before the week of March 15 to 21). The weeks of onset for ageusia and anosmia queries were the same in 7/15 countries (47%). The GT peaks for anosmia and ageusia were first observed from March 22 to 28, 2020, for all countries except Argentina and Chile (one week after the Streeck interview).

Subsequently, we analyzed 8 countries by plotting the average GT data for anosmia and ageusia with the number of COVID-19 cases. We observed that the GT peak coincided with the maximum weekly number of new COVID-19 cases in Italy but not in the other countries (Figure 2). For all countries (except Italy and Germany), the GT peaks were followed by sharp decreases.
Figure 2. GT data for coronavirus, cough, anosmia, and ageusia and relative frequency of new COVID-19 infections. Data are presented as a percentage of the maximum value on a weekly basis, from the week of January 5 to 11, 2020, to the week of April 5 to 11, 2020. *First confirmed COVID-19 case. **First confirmed death due to COVID-19. ***Hendrik Streeck interview to Frankfurter Allgemeine Zeitung reporting that anosmia and ageusia can be COVID-19 symptoms. COVID-19: coronavirus disease. GT: Google Trends.

Analyzing the data from the date of first confirmed case of COVID-19 until March 16, we observed that in countries with higher COVID-19 infection or death rates, there were moderate to good correlations between Google Trends for anosmia/ageusia and new COVID-19 cases or deaths (Table 2, Table 3, and Figure 3). By contrast, poor correlations were observed in countries with lower COVID-19 rates by March 15. The only exception was the United Kingdom, in which we observed strong correlations between Google Trends searches on anosmia/ageusia and new COVID-19 cases (r=0.739) and deaths (r=0.668) despite the low COVID-19 infection and death rates (0.3 deaths per million inhabitants).

These results are supported by between-countries comparisons (Figure 4). Prior to March 16, Italy was the country with the largest volume of searches for anosmia/ageusia; however, it was surpassed by France, the United Kingdom, and Spain following extensive media coverage of those symptoms.
Table 2. Frequency of new COVID-19 cases and deaths in the countries examined in the study. The analysis time frame for new COVID-19 cases was from the date of the first confirmed COVID-19 case in the respective country until March 15, 2020. The analysis time frame for COVID-19 deaths was from the date of the first confirmed COVID-19 death in the respective country until March 15, 2020.

<table>
<thead>
<tr>
<th>Country</th>
<th>COVID-19(^a) cases per million inhabitants as of March 15, 2020</th>
<th>COVID-19 deaths per million inhabitants as of March 15, 2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>Italy</td>
<td>411.1</td>
<td>30.0</td>
</tr>
<tr>
<td>Spain</td>
<td>169.6</td>
<td>6.24</td>
</tr>
<tr>
<td>France</td>
<td>80.8</td>
<td>1.89</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>20.9</td>
<td>0.32</td>
</tr>
<tr>
<td>Germany</td>
<td>58.2</td>
<td>0.14</td>
</tr>
<tr>
<td>United States</td>
<td>10.6</td>
<td>0.19</td>
</tr>
<tr>
<td>Portugal</td>
<td>23.8</td>
<td>0.0</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.95</td>
<td>0.0</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.

Table 3. Pearson correlation coefficients between Google Trends data on anosmia/ageusia and the frequency of new COVID-19 cases and deaths in Table 2.

<table>
<thead>
<tr>
<th>Country</th>
<th>Correlations with average GT(^a) searches for anosmia (as a disease)</th>
<th>Correlations with GT searches for anosmia (as a topic)</th>
<th>Correlations with GT searches for ageusia (as a disease)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>COVID-19(^b) cases, (P) value</td>
<td>COVID-19 deaths, (r)</td>
<td>COVID-19 cases, (P) value</td>
</tr>
<tr>
<td>Italy</td>
<td>0.796</td>
<td>&lt;.001</td>
<td>0.776</td>
</tr>
<tr>
<td>Spain</td>
<td>0.568</td>
<td>&lt;.001</td>
<td>0.755</td>
</tr>
<tr>
<td>France</td>
<td>0.552</td>
<td>&lt;.001</td>
<td>0.761</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.739</td>
<td>&lt;.001</td>
<td>0.668</td>
</tr>
<tr>
<td>Germany</td>
<td>–0.005</td>
<td>.975</td>
<td>N/A(^c)</td>
</tr>
<tr>
<td>United States</td>
<td>–0.081</td>
<td>.559</td>
<td>–0.141</td>
</tr>
<tr>
<td>Portugal</td>
<td>–0.312</td>
<td>.277</td>
<td>N/A</td>
</tr>
<tr>
<td>Brazil</td>
<td>–0.014</td>
<td>.953</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\(^a\)GT: Google Trends.

\(^b\)COVID-19: coronavirus disease.

\(^c\)Not applicable.
Figure 3. Average GT data for anosmia and ageusia and relative frequency of new COVID-19 infections and deaths. Data are presented as Loess-smoothed percentages of the maximum value (smoothed trends) on a daily basis from February 1 to March 15, 2020 (before the media publicized that anosmia and ageusia can be symptoms of COVID-19). Lines were smoothed to display trends more clearly. COVID-19: coronavirus disease. GT: Google Trends.
Figure 4. Average GT data for anosmia and ageusia before the media publicized that these terms can be symptoms of COVID-19 (February 1 to March 15, 2020) and in the 2 weeks before and after this media release (marked with a grey dashed line) (March 1 to 31, 2020). Data are presented on a daily basis as Loess-smoothed percentages of the maximum value and are adjusted for the population.

Discussion

Principal Findings

The results of this study suggest that COVID-19–related GT queries do not necessarily follow the evolution of the epidemic and, in particular for anosmia and ageusia, are more closely related to media coverage.

Using a stepwise approach based on 1- and 5-year perspectives, we showed that search peaks not only for coronavirus but also for anosmalageusia appeared for the first time in 2020; also, there may be a relationship between the two peaks. This is different from the cough search term, for which searches were detected for all years but which also showed a peak coincident with the coronavirus peak.

We then assessed countries with an identifiable anosmia peak in the northern and southern hemispheres. Surprisingly, in all countries, peaks for coronavirus, cough, and anosmalageusia all occurred simultaneously, irrespective of the pandemic stage. A simple interpretation is that this is unlikely to be associated with COVID-19 incidence. However, the time of onset differed for coronavirus or cough versus anosmia or ageusia; the latter coincided with the timing with which media news covered information on these symptoms (Table 4).

Table 4. Media coverage on the identification of anosmia and ageusia as COVID-19 symptoms.

<table>
<thead>
<tr>
<th>Language</th>
<th>Date</th>
<th>Title of index media news</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>German</td>
<td>March 16, 2020</td>
<td>Virologe Hendrik Streeck : “Wir haben neue Symptome entdeckt”</td>
<td>Frankfurt Allgemeine</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Zeitung [14]</td>
</tr>
<tr>
<td>Italian</td>
<td>March 17, 2020</td>
<td>Coronavirus, tra i sintoni frequenti la perdita totale di gusto eolfatto</td>
<td>Corriere de la Serra [17]</td>
</tr>
<tr>
<td>English (UK)</td>
<td>March 17, 2020</td>
<td>Coronavirus symptoms shock: Scientists discover NEW symptoms including lack of taste</td>
<td>Daily Express [18]</td>
</tr>
<tr>
<td>English (US)</td>
<td>March 13, 2020</td>
<td>Coronavirus is most contagious before and during the first week of symptoms</td>
<td>Science News [19]</td>
</tr>
<tr>
<td>Spanish</td>
<td>March 18, 2020</td>
<td>El coronavirus neutraliza los sentidos del olfato y el gusto</td>
<td>ABC [21]</td>
</tr>
<tr>
<td>Portuguese (BR)</td>
<td>March 18, 2020</td>
<td>Virologista alemão revela novos sintomas do coronavirus</td>
<td>Sputnik News [22]</td>
</tr>
</tbody>
</table>

We subsequently studied the peaks for coronavirus, cough, and anosmalageusia. The peak for anosmalageusia is delayed compared to that for cough, which is a major symptom of COVID-19. The peaks were usually short (1 week), confirming that most of the queries were driven by media coverage. Prior studies have also pointed out that GT data are highly influenced by media [23,24]; due to media coverage, aberrant ragweed pollen peaks were observed during the grass pollen season [25]. In fact, one important limitation of demand-based infodemiological studies is the difficulty of distinguishing the effects of a true biological epidemic from what generates interest or apprehension in internet users [2,5]. In that sense, complementing search data with click data has been suggested as a partial solution to overcome this limitation [2].
The correlation between anosmia/ageusia and deaths or new cases of COVID-19 varied substantially among countries. Depending on the country, there was a high correlation or no correlation at all. Prior to March 16, in countries with higher COVID-19 infection or death rates, there were moderate to good correlations between queries on anosmia/ageusia and new COVID-19 cases or deaths. This suggests that in the absence of substantial changes in media coverage and in the presence of a sufficiently high COVID-19 incidence, GT data mostly reflect searches for symptoms patients are experiencing. Thus, the strong correlations found by Walker et al [15] may reflect the facts that they analyzed GT data for anosmia/ageusia only up to March 25, 2020 (ie, up to the week before searches for anosmia/ageusia started to decrease); that their analyses on the associations between COVID-19 cases/deaths and premediatic coverage of anosmia GT data were restricted to three countries (the United Kingdom, Spain, and Italy); and that this premediatic coverage was considered by the authors to have occurred up to March 20, 2020 (ie, searches between March 16 and 19 were misclassified because they had already occurred under the potential influence of media coverage).

Limitations

Our study has some potentially relevant limitations. We used data at national levels, which may have not captured within-country heterogeneity on COVID-19 incidence or GT data; different results may have been obtained if the data were assessed at a more granulated level. Another relevant limitation concerns the fact that by March 16, 2020, the incidence of COVID-19 was still low in most Western countries; with the exception of Italy and Spain, the remaining Western countries had fewer than 100 confirmed COVID-19 cases per million inhabitants. The possibility of assessing a larger number of countries with higher numbers of COVID-19 cases would have allowed us to more confidently assess anosmia and ageusia search patterns (and their association with COVID-19 epidemiology) before and after media coverage on those symptoms.

Another important GT limitation concerns the representativeness of internet users [26]. Internet use is lowest among older persons, who constitute the age group with the highest COVID-19 morbidity. Finally, GT provides relative rather than absolute numbers, which may limit across-country comparisons. However, as expected, similar correlation coefficients were obtained when comparing GT data with relative or absolute numbers of COVID-19 cases/deaths.

Conclusions

At least in the initial stages of the SARS-CoV-2 pandemic, COVID-19–related web searches may more closely reflect media coverage (and subsequent users’ interest or apprehension) than epidemiological trends. The use of Google Trends has increased dramatically in the last decade; whereas in the past, the focus had been on surveillance and monitoring, the focus of research has now shifted to forecasting changes [27]. It appears to be important to link GT with other sources of data to overcome the limitations of using search information alone.
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Abstract

Background: In these trying times, we developed an R package about bibliographic references on coronaviruses. Working with reproducible research principles based on open science, disseminating scientific information, providing easy access to scientific production on this particular issue, and offering a rapid integration in researchers’ workflows may help save time in this race against the virus, notably in terms of public health.

Objective: The goal is to simplify the workflow of interested researchers, with multidisciplinary research in mind. With more than 60,500 medical bibliographic references at the time of publication, this package is among the largest about coronaviruses.

Methods: This package could be of interest to epidemiologists, researchers in scientometrics, biostatisticians, as well as data scientists broadly defined. This package collects references from PubMed and organizes the data in a data frame. We then built functions to sort through this collection of references. Researchers can also integrate the data into their pipeline and implement them in R within their code libraries.

Results: We provide a short use case in this paper based on a bibliometric analysis of the references made available by this package. Classification techniques can also be used to go through the large volume of references and allow researchers to save time on this part of their research. Network analysis can be used to filter the data set. Text mining techniques can also help researchers calculate similarity indices and help them focus on the parts of the literature that are relevant for their research.

Conclusions: This package aims at accelerating research on coronaviruses. Epidemiologists can integrate this package into their workflow. It is also possible to add a machine learning layer on top of this package to model the latest advances in research about coronaviruses, as we update this package daily. It is also the only one of this size, to the best of our knowledge, to be built in the R language.

(J Med Internet Res 2020;22(8):e19615) doi:10.2196/19615
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Introduction

The coronavirus disease (COVID-19) outbreak finds its roots in Wuhan with potential first observations in late 2019 [1]. On December 30, 2019, clusters of cases of pneumonia of unknown origin were reported to the China National Health Commission. On January 7, 2020, a novel coronavirus (2019-nCoV) was isolated. Two previous outbreaks have taken place since the year 2000 involving coronaviruses: (1) severe acute respiratory syndrome–related coronavirus (SARS-CoV) and (2) Middle East respiratory syndrome–related coronavirus (MERS-CoV) [2].

In the context of the global propagation of the virus, numerous initiatives have occurred mobilizing our current global technological infrastructure: (1) the internet and server farms; (2) the convergence in coding languages; and (3) the use of data, structured and unstructured.

First, the internet is used for exchanges between universities, research laboratories, or political leaders to cite a few examples. Second, the convergence in coding languages, in particular functional languages such as R (R Foundation for Statistical Computing), Python (Python Software Foundation), or Julia, has helped facilitate the communications between researchers. Reproducible research has accelerated in these past few years,
with principles such as open science, open data, and open code. The use of data has been amplified by the development of new methodologies within the field of artificial intelligence (AI), allowing researchers to generate and analyze structured and unstructured data in a supervised way, as well as in a semi- or unsupervised way [3]. Data initiatives have flourished across the world, collecting firsthand data, aggregating various data sets, and developing simulation-based models. The Johns Hopkins University of Medicine has made a great effort in terms of data visualizations, which has disseminated throughout the world [4]. In doing so, it has undoubtedly helped to raise citizens’ awareness, helped policy makers inform their population and avoid some potential fake news, or helped correct some misconceptions or confusion. The Johns Hopkins initiative has been followed by several others across the world, creating a large variety and diversity of data sets. This creation process allows researchers to benefit from different levels of granularity when it comes to the data dimensions such as geography, indicators, or methodologies; the open science characteristic is also an interesting aspect of the current research contributions [1].

With better access to these new technologies and methodologies, the breadth of expertise is more extensive; epidemiologists are leading the core of the research, but data scientists, biostatisticians, researchers in humanities, or social scientists can contribute and leverage their domain expertise using converging methodologies such as decision trees, text mining, or network analysis [5].

It is with these hypotheses in mind that we propose to replicate the spirit of the Allen Institute for AI initiative and to design an R package, whose main objective is to integrate easily in a researcher’s workflow. This package is named EpiBibR.

EpiBibR stands for an “epidemiology-based bibliography for R.” The R package is under the Massachusetts Institute of Technology license and, as such, is a free resource based on the open science principles (reproducible research, open data, and open code). The resource may be used by researchers whose domain is scientometrics but also by researchers from other disciplines. For instance, the scientific community in AI and data science may use this package to accelerate new research insights about COVID-19. The package follows the methodology put in place by the Allen Institute and its partners [6] to create the CORD-19 data set with some differences. The latter is accessible through downloads of subsets or a representational state transfer application programming interface. The data provide essential information such as authors, methods, data, and citations to make it easier for researchers to find relevant contributions to their research questions. Our package proposes 22 features for the 60,500 references (on June 26, 2020), and access to the data has been made as easy as possible to integrate efficiently in almost any researcher’s pipeline.

Through this package, a researcher can connect the data to her research protocol based on the R language. With this workflow in mind, a researcher can save time on collecting data and can use an accessible language to perform complex analytical tasks, for instance, be it in R or Python. Indeed, it is usual that researchers use multiple languages (functional or not) to produce specific outputs. This workflow opens these data to analyses from the most extensive spectrum of potential options, enhancing multidisciplinary approaches applied to these data (biostatistics, bibliometrics, and text mining, among others).

The goal of this package in this emergency context is to limit the references to the medical domain (here the PubMed repository) but to then leverage the methodologies used across different disciplines. As we will address this point later, a further extension could be to add references from other disciplines to not only benefit from the wealth of methodologies but also their theories and concepts. For instance, to assess the spread of the disease, the literature—and theories—from researchers in demography would certainly be relevant.

Methods

Motivation

Across the world, a couple of initiatives have emerged whose goals are primarily to provide access to medical references. The main objective is to disseminate, as much as possible, the extensive research that has been done in the past (and recent history) to save some time and to improve the efficiency of further investigation. Research processes need to be efficient, and the time spent to perform this research needs to be relevant in this emergency. In addition, by proposing a (as much as possible) comprehensive data set of medical references on the coronavirus topic, the wisdom of crowds principle may play a role. A broader community beyond university researchers may use it and help shorten the time to the vaccine production. Researchers from pharmaceutical companies or other organizations may tap into these data to fine-tune their research and research processes.

A nonexhaustive list of the current bibliographic packages comprises the LitCovid data set from the National Library of Medicine (NLM) [7], the World Health Organization (WHO) data set [8], the “COVID-19 Research Articles Downloadable Database” from the Centers for Disease Control and Prevention (CDC) - Stephen B. Thacker CDC Library [9], and the “COVID-19 Open Research Dataset” by the Allen Institute for AI and their partners [6]. All these resources are essential and serve various complementary purposes. They are disseminated to their respective channels (i.e., to their respective audiences). They are tailored to their specific needs. The LitCovid data set comprises 6530 references and can be downloaded from the United States NLM’s website in a format that suits bibliographic software. It deals primarily with research about 2019-nCoV. The WHO’s data set has around 9663 references, also specifically on COVID-19. The CDC’s database is proposed in a software format as well (Microsoft Excel [Microsoft Corp] and bibliographic software formats) and comprises 17,636 references about COVID-19 and the other coronaviruses. The Allen Institute for AI’s data set proposes over 190,000 references about COVID-19 as well as references about the other coronaviruses. It is accessible through different subsets of the overall database and a dedicated search engine. It also taps into a variety of academic article repositories.
In this context, the contributions made by the EpiBibR package are fourfold. First, with more than 60,500 references, EpiBibR is among the most extensive reference databases and is updated daily. The sheer number of references may be more suitable for a broader audience. Second, EpiBibR collects the data exclusively from PubMed to propose a controlled environment. Third, EpiBibR matches the keywords from the Allen Institute for AI’s database to offer some consistency for researchers. Last, it is an R package and, as such, can be integrated into a workflow a little more efficiently than a file necessitating a specific software. Research teams can install the package in their systems and tap into it without the risks of version issues.

Beyond these four differentiation elements, EpiBibR is not better or worse than any other existing database. It just serves its audience and its purpose, like the other databases. It has not been created to replace a current database but, to the contrary, to complement these databases. We do believe that we need more initiatives in this domain at the world stage to support and integrate all the potential audiences and various workflows across the world. As a result, these initiatives would help accelerate research on coronaviruses overall and COVID-19 in particular.

Functionality
As previously mentioned, EpiBibR is an R package to access bibliographic information on COVID-19 and other coronaviruses references easily. The package can be found at [10]. The command to install it is remotes::install_github ('warint/EpiBibR'). We advise making sure the latest version of the package has been installed on each researcher’s system. The installation procedure can be found on the README file of this Github account. A full website with the various functions and examples are accessible from this page as well. The vignette has been created based on this paper to extend the use cases as more data are collected.

The references were collected via PubMed, a free resource that is developed and maintained by the National Center for Biotechnology Information at the United States NLM, located at the National Institutes of Health. PubMed includes over 30 million citations from biomedical literature.

More specifically, to collect our references, we adopted the procedure used by the Allen Institute for AI for their CORD-19 project. We applied a similar query on PubMed (“COVID-19” OR Coronavirus OR “Corona virus” OR “2019-nCoV” OR “SARS-CoV” OR “MERS-CoV” OR “Severe Acute Respiratory Syndrome” OR “Middle East Respiratory Syndrome”) to build our bibliographic data.

To navigate through our data set, EpiBibR relies on a set of search arguments: author, author’s country of origin, keyword in the title, keyword in the abstract, year, and the name of the journal. Each of them can genuinely help scientists and R users to filter references and find the relevant articles.

To simplify the workflow between our package and the research methodologies, the format of our data frame has been designed to integrate with different data pipelines, notably to facilitate the use of the R package Bibliometrix with our data [11].

The package comprises more than 60,500 references and 22 features (see Textbox 1).
Textbox 1. Field tags and their descriptions.

<table>
<thead>
<tr>
<th>Tag</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AU</td>
<td>Authors</td>
</tr>
<tr>
<td>TI</td>
<td>Document title</td>
</tr>
<tr>
<td>AB</td>
<td>Abstract</td>
</tr>
<tr>
<td>PY</td>
<td>Year</td>
</tr>
<tr>
<td>DT</td>
<td>Document type</td>
</tr>
<tr>
<td>MESH</td>
<td>Medical Subject Headings vocabulary</td>
</tr>
<tr>
<td>TC</td>
<td>Times cited</td>
</tr>
<tr>
<td>SO</td>
<td>Publication name (or source)</td>
</tr>
<tr>
<td>J9</td>
<td>Source abbreviation</td>
</tr>
<tr>
<td>JI</td>
<td>International Organization for Standardization source abbreviation</td>
</tr>
<tr>
<td>DI</td>
<td>Digital Object Identifier</td>
</tr>
<tr>
<td>ISSN</td>
<td>Source code</td>
</tr>
<tr>
<td>VOL</td>
<td>Volume</td>
</tr>
<tr>
<td>ISSUE</td>
<td>Issue number</td>
</tr>
<tr>
<td>LT</td>
<td>Language</td>
</tr>
<tr>
<td>C1</td>
<td>Author address</td>
</tr>
<tr>
<td>RP</td>
<td>Reprint address</td>
</tr>
<tr>
<td>ID</td>
<td>PubMed ID</td>
</tr>
<tr>
<td>DE</td>
<td>'Authors’ Keywords</td>
</tr>
<tr>
<td>UT</td>
<td>Unique Article Identifier</td>
</tr>
<tr>
<td>AU_CO</td>
<td>'Author’s country of origin</td>
</tr>
<tr>
<td>DB</td>
<td></td>
</tr>
</tbody>
</table>
EpiBibR allows researchers to search academic references using several arguments: author, author’s country of origin, author + year, keywords in the title, keywords in the abstract, year, and source name. Researchers can also download the entire bibliographic data frame comprised of around 60,500 references with 22 metadata each.

In Textbox 2, we provide the descriptions of the functions available in the R language to collect the relevant information.

**Textbox 2. Descriptions of the functions to collect the relevant references.**

```r
EpiBib_data <- EpiBib_references()
Download the entire bibliographic data frame
colson_articles <- EpiBib_author("Colson")
Search all the articles written by Philippe Colson
canada_articles <- EpiBib_country("canada")
Search by 'author’s country of origin
yang2019 <- EpiBib_AU_YE(author = "yang", year = 2019)
Search by author and year
covid_articles <- EpiBib_title("covid")
Search by keywords in the title
coronavirus_articles <- EpiBib_abstract("coronavirus")
Search by keywords in the abstract
A2020_articles <- EpiBib_year(2020)
Search by year
bio_articles <- EpiBib_source("bio")
Search by source
```

**Results**

In what follows, a use case about how we can use such a data set is proposed. This section is not intended to offer a complete systematic literature review of the 60,500 references. This is the purpose of another article. However, we want to illustrate some powerful techniques that can be applied to this collection of references (for instance, social network analysis) while remaining at a very high level [12].

A systematic literature review consists of mainly four stages: (1) planning, (2) conducting, (3) analysis, and (4) synthesis and reporting. In the first stage, a preliminary study aims to build a corpus of articles citing the most relevant articles in the domain. The second stage is about producing a general review of the main topics used in the corpus. The third stage here is about making a cocitation analysis of the references in each corpus article. The last stage is about proposing a keywords co-occurrence analysis [13].

In our context, we propose a slightly modified perspective on a systematic literature review. The first stage is here at a different scale since we collect not just a few relevant articles to create the corpus but a vast, almost exhaustive, list of articles on a topic. It is worth noticing that the process of data selection consists more of what we define as an “algorithmic systematic literature review,” sometimes also referred to as “automation” [14]. An algorithmic systematic literature review comes with lots of benefits. The proposed modified systematic literature review improves the more classical approach since it does not rely on a manual search and extraction, with the potential biases and limitations it might create. An algorithmic systematic literature review combines the strength of both approaches: the power of big data with the academic soundness of the systematic literature review process. As such, it does not replace the expert’s analysis of the literature. On the contrary, it should be used to augment the expert’s study [3].

The bibliometrix package allows a thorough bibliometric analysis using R. Our EpiBibR data have been designed to integrate easily with the bibliometrix package. A shiny application is also available, called biblioshiny() [11]. This package has been used extensively for various exercises mobilizing massive amounts of data [15].

Let us first propose a simple count of the references on the coronaviruses literature. In Figure 1, the historical development of research on coronaviruses can be analyzed as having three stages: exploration, initial development, and rapid development in the past year and the current year.
In 2019, a little more than 1000 papers on coronaviruses had been produced, and in the first 5 months of 2020, close to 3400 papers were written on the topic. Those papers from the past 2 years seem to be an interesting, statistically representative sample. In Figure 1, we can also highlight the most productive authors as well as the most productive countries in terms of absolute counts. The most prolific authors provide interesting statistics since it is most likely to proxy research labs. In doing so, we can find which teams are working on which aspect of the coronaviruses. To illustrate our latter point, in Figure 2, we first propose a compelling visualization, called a Sankey diagram. It links authors, keywords, and sources on a connected map. It is the first way to create groups of researchers. The results could be used by policy makers to identify areas of research on this topic.

We can also use powerful techniques such as Social Network Theory to find potential clusters of topics, clusters of researchers, and groups of country collaborations. Figure 3 is an example of the latter. The United States and China produce the bulk of the research on coronaviruses.
Figure 2. Sankey diagram: authors <> keywords <> sources.

Figure 3. Country collaboration network.

Figure 4 is an illustration of author collaboration networks. As previously mentioned, we remain at a very high level here. However, policy makers or public health officers, for instance, could use these techniques to find more granular networks either
just within the 60,500 references or by crossing with other databases. We could even imagine crossing with unstructured data for some specific purposes [16].

**Figure 5** is about finding clusters of topics. This technique can be applied to subsamples of the 60,500 references to provide a more granular analysis.

**Figure 4.** Author collaboration network.

**Figure 6** proposes indeed to go further on the topic dimension. For instance, we can study the evolution over time of the author’s keywords usages.
Figure 5. Thematic maps.

Figure 6. Author's keywords usage evolution over time.
As previously mentioned, this section is not intended to cover a systematic literature review but rather to illustrate some of the potential uses of powerful techniques or highlight some of the interesting questions that can be addressed. With a data set of 60,500 references, we have access to a wealth of information. Combined with the state of the technological development we have access to today, multiple questions can be answered. To go further, we could imagine analyzing document cocitations or reference burst detections [17].

**Discussion**

**Further Developments**

Recent developments in computing power, as well as data accessibility, offer new tools to develop policies to promote new capabilities or enhance existing skills as a way to encourage the further coevolution of new capabilities, echoing ideas put forward by Hirschman [18] more than 50 years ago. The difference is that now researchers, policy makers, and business analysts can analyze them in practice. It is capitalizing on the principles from the “wisdom of crowds” [19-22].

In this global pandemic, knowledge sharing and open data can have an impact on the solutions as well as the pace to discover the answers. With such a package, the easy dissemination through such an integrated workflow and low-level pipeline of tools may also help public policies. It allows the use of research evidence in health policy making [23].

Developing easy access to data and data modelization is of great importance for evidence-based policy making. In the past, there were lots of areas in public policy making where data were not accessible. As a result, decisions were made on assumptions coming from theoretical foundations or benchmarks from other sources. In our day and age, with more and more access to data across the world, being open data initiatives or not, evidence-based decisions are more and more possible. Numerous authors have demonstrated the role of data in informing better evidence-based policies [23-26].

This R package is updated daily when it comes to collecting the references and their metadata, and it will also be updated regularly to propose different use cases and new functionalities. We will update the modeling contribution of the package. For instance, we will integrate some of the bibliometrix package’s functions directly in our package to ease the scientometrist’s workflow. We will also include some models for network analysis and natural language processing–based studies.

**Conclusion**

In these trying times, we believe that working with reproducible research principles based on open science, disseminating scientific information, providing easy access to scientific production on this particular issue, and offering a rapid integration in researchers’ workflows may help save time in this race against the virus, notably in terms of public health. In this context, we believe the bibliometric packages made available by research institutions, nongovernmental organizations, or individual researchers complement the other data packages and help provide a more comprehensive understanding of the pandemics. One of the objectives is to reduce “the barrier for researchers and public health officials in obtaining comprehensive, up-to-date data on this ongoing outbreak. With this package, epidemiologists and other scientists can directly access data from four sources, facilitating mathematical modelling and forecasting of the COVID-19 outbreak” [1].

This package aims at providing this easy access and integration in a researcher’s workflow. It is specially designed to collect data and generate a data frame compatible with the bibliometrix package [11]. Such data sets may facilitate access to the right information. Moreover, the use of massive data sets crossed with robust data analyses may foster multidisciplinary perspectives, raising new questions and providing new answers [27-29]. Classification techniques can be used to go through the large volume of references and allow researchers to save time on this part of their research. Network analysis can be used to filter the data set. Text mining techniques can also help researchers calculate similarity indices and help them focus on the parts of the literature that are relevant for their research.

The package collects references that are interesting, for the most part, for the medical domain and allows multidisciplinary perspectives on this data set. It could be interesting to get views from other disciplines, for instance, mathematics, computer science, political science, economics, and environmental science. This is the result of the emergency in which humanity finds itself right now. We could also envisage later to add references from other disciplines such as social sciences and augment, or open, the perspectives on the issue. Not only would we benefit from a multidisciplinary perspective through the methodology dimension, as the goal is with our EpiBibR package, but we would also benefit from the multidisciplinary perspectives through the ontological concepts and theories of these added domains.
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Abstract

Background: Social distancing is an effective preventative policy for the coronavirus disease (COVID-19) that is enforced by governments worldwide. However, significant variations are observed in following the policy across individuals and countries. Arguably, differences in citizens’ adherence actions will be influenced by their perceptions about government’s plans and the information available to guide their behaviors—more so in the digital age in the realm of mass influence of social media on citizens. Insights into the underlying factors and dynamics involved with citizens’ adherence process will inform the policy makers to follow appropriate communication and messaging approaches to influence citizens’ willingness to adhere to the recommendations.

Objective: The aim of this study is a comparative evaluation of citizens’ adherence process to COVID-19–relevant recommendations by the government. The focus is on how three different countries’ (United States, Kuwait, and South Korea) citizens, randomly sampled, respond to governments’ pandemic guidance efforts. We draw insights into two categories of perceived government roles in managing the pandemic: (1) citizens’ perceptions of government’s role in responding to the pandemic and (2) citizens’ perceptions of government’s business reopening efforts. Undoubtedly, the internet and social media have burgeoned, with differing effects on shaping individuals’ views and assessments of the COVID-19 situation; we argue and test for the effects of information sources, social media use, and knowledge on the adherence actions.

Methods: We randomly sampled web-based survey data collected by a global firm in May 2020 from citizens of the United States, Kuwait, and South Korea. A nonlinear ordered probit regression, controlling for several counterfactuals, was used for analysis. The focal estimated effects of the study were compared across countries using the weighted distance between the parameter estimates.

Results: The total sample size was 482 respondents, of which 207 (43%) lived in the United States, 181 (38%) lived in Kuwait, and 94 (20%) lived in South Korea. The ordered probit estimation results suggest that overall, perception of government response efforts positively influenced self-adherence ($P<.001$) and others’ adherence ($P<.001$) to social distancing and sheltering. Perception of government business reopening efforts positively influenced others’ adherence ($P<.001$). A higher intensity of general health information source for COVID-19 had a positive effect on self-adherence ($P=.003$). A higher intensity of social media source use for COVID-19 positively influenced others’ adherence ($P=.002$). A higher intensity of knowledge on COVID-19 positively influenced self-adherence ($P=.008$) and negatively influenced others’ adherence ($P<.001$). There were country-level variations—broadly, the United States and Kuwait had better effects than South Korea.

Conclusions: As the COVID-19 global pandemic continues to grow and governmental restrictions are ongoing, it is critical to understand people’s frustration to reduce panic and promote social distancing to facilitate the control of the pandemic. This study finds that the government plays a central role in terms of adherence to restrictions. Governments need to enhance their efforts on...
publicizing information on the pandemic, as well as employ strategies for improved communication management to citizens through social media as well as mainstream information sources.

\textbf{(J Med Internet Res 2020;22(8):e20634) doi:10.2196/20634}

\textbf{KEYWORDS}
COVID-19; adherence; social distancing; government perception; information sources; social media; knowledge

\textbf{Introduction}

The coronavirus disease (COVID-19) has spread worldwide as an epidemic with serious implications \cite{1}. Since its beginnings in Wuhan, China in December 2019, the COVID-19 pandemic has led to more than 5 million cases and 328,000 deaths reported across the world as of May 2020 \cite{2}. Although around 2 million people have recovered from the virus, the prevalence is still high.

There is no known cure for COVID-19 as of now. Although vaccines are being tested, no established ones are widely available yet to prevent COVID-19 \cite{3}. Infected individuals do not often exhibit any symptoms. The disease often progresses swiftly and kills patients at a much higher rate than the typical flu \cite{4}. A few treatment options are possible for a patient with COVID-19. One of them is a ventilator that assists breathing. Because of limited testing and treatment availability, individuals must adopt preventive measures so that they do not get the virus \cite{5}. Simple measures involve practicing good respiratory hygiene by washing hands with soap and water for at least 20 seconds at frequent intervals and avoiding touching the eyes, nose, or mouth with unwashed hands. More drastic efforts include social distancing, which is a set of nonpharmaceutical interventions or measures taken to prevent the spread of COVID-19 by maintaining a physical distance between people and reducing the number of times people come into close contact with each other; maintaining a safe distance from others; and sheltering practices by staying at home to avoid all contacts \cite{3,6}.

Governments in countries have instituted social distancing using policy directives and recommendations \cite{7}. However, government oversights to influence citizens to social distancing and sheltering must wrestle with citizen’s willingness to comply or adhere to the recommendations relevant to the disease prevention and mitigation. For example, whether a citizen is willing to comply with the social distancing recommendations provided by the government and maintain a safe distance from others or stay at home. Another example is citizen adherence to wearing masks in public as a precaution against COVID-19 \cite{8}. Significant variations are observed in citizens’ adherence to the COVID-19–relevant social distancing policy and masking in public across countries. The variation of agreeing that the guidelines are beneficial yet not following the guidelines by all citizens is a controversial issue in many countries \cite{9,10}. A plausible reason for the variation in adherence to the policy recommendations by citizens is a culmination of informative and social influence \cite{11} that is not explicitly understood in practice and academics well enough.

This study asks the research questions to what extent citizen’s perceptions about government efforts in the COVID-19 situation influence the adherence actions and to what extent information sources, social media (SM) use, and subsequent knowledge influence the adherence actions. Insights into the underlying factors and dynamics involved with citizens’ adherence process will inform the policy makers to follow appropriate communication and messaging strategies to influence citizens’ willingness to adhere to the recommendations.

Citizen’s perceptions of the government’s response to the COVID-19 situation and subsequent recovery efforts are critical in the context of implicit or explicit response to the social distancing recommendations. The adherence decision may be reliant on several factors. In the context of personal health compliance behavior, individuals follow health protection suggestions based on the perception of severity and vulnerability of a situation \cite{12,13}. Given a health-relevant policy recommendation, individuals will also assess the efficacy of the recommendations and whether they have abilities to manage the process. Given that the COVID-19 context is a stressful situation, the compliance action will depend on the cognitive appraisal processes of the situation and the differing sensitivity, vulnerability, interpretations, and reactions to the situation \cite{14,15}. Based on these arguments, we propose to test the conjectures:

- **Conjecture 1:** Citizens’ perceptions of the government’s role to respond to the pandemic have a positive influence on adherence intention.
- **Conjecture 2:** Citizens’ perceptions of the government’s business reopening efforts have a positive influence on adherence intention.

The COVID-19 situation is not limited to individuals only; it extends to the social fabric. The policy recommendations have social implications as limiting interactions disrupts social group activities such as parties, get-togethers, and even shopping in malls. Thus, individual behavior would be affected by social norms and practices, as espoused by social psychology research \cite{16,17}, and individuals will try to understand and move through complex situations \cite{18,19}. The COVID-19 situation is “difficult” in the sense that there is no treatment, and thus, individuals are more susceptible to learning from different sources and will subsequently manage the situation based on the knowledge gained from these information sources. The information available to people will also influence such behavior—more so in the current context of social media influences on people \cite{20}. Therefore, we argue the variation in the adherence intentions at the individual level is an outcome of the information and knowledge gathering process. Thus, the common belief shaped by an individual is based on the information and knowledge that he gathers from different
sources. Given that social media is emerging as a highly critical information source to influence individual beliefs and perceptions, it is beyond doubt that such an influence would be quite effective in the COVID-19 situation [20-22]. Thus, we propose to test the following conjectures:

- Conjecture 3: A higher intensity of health information source (HIS) used for COVID-19 influences citizens’ adherence intentions.
- Conjecture 4: A higher intensity of social media source use for COVID-19 information influences citizens’ adherence intentions.
- Conjecture 5: A higher intensity of knowledge accrual for COVID-19 information influences citizens’ adherence intentions.

Although the individual level variations depend on the perceptions about the government actions and knowledge gained from different sources, the individual is also embedded within the normative influence of a country and its cultural fabric to follow certain social and cultural norms [23]. As already observed, governmental efforts toward the COVID-19 situation have differing outcomes across countries. To explore this normative influence, we conduct a comparative evaluation of citizens’ adherence process to COVID-19–relevant recommendations by the governments in three different countries: the United States, Kuwait, and South Korea. In summary, this study examines the impact of government efforts during the COVID-19 pandemic on citizens’ adherence, as well as the impact of information sources, social media use, and subsequent COVID-19 knowledge on citizens’ adherence in three different countries with differing cultures.

Methods

Recruitment

A focus group of 10 people in Kuwait was initially conducted. The focus group was asked to comment and provide insight into the subject matter. The feedback was that the cultural aspects are significant factors in terms of self adherence and belief of others adhering to governmental recommendations. Thus, we tried to expand to other countries with different cultures to understand the cultural impact on adherence better. However, although the chosen countries are different in culture, constrained by resources, the sampling strategy was limited to the countries that the authors are familiar with to gain firsthand experience to explain any similarities and differences.

A global survey-deploying firm collected the data for this study using online platforms. The firm recruited respondents from the United States, Kuwait, and South Korea in May 2020. The firm sampled respondents using age, gender, ethnicity, and a geographic region–based strata and quota matching process. Participation in the survey was free and voluntary; the respondents filled in electronic informed consent that was shown on the first page of the survey. The firm protects the confidentiality of anonymous respondents.

Data Collection

Data was collected using a survey instrument, as shown in Multimedia Appendix 1 Table A1. The questions asked participants about the cause and current state of the COVID-19 situation, their opinion on the government’s role during the COVID-19 pandemic, and their information sources for the COVID-19 situation. The survey items included simple information-seeking questions, along with several existing validated scales from prior studies [24-30].

The survey instrument was pilot tested using a sample of 48 respondents, leading to minor refinements to a few items. A total of 535 participants took the survey. Because of missing responses to the items, 53 observations were excluded, resulting in a sample size of 482. Responses were coded, validated, and analyzed using STATA version 16 (StatCorp).

Sample Demographics

Table 1 shows the descriptive statistics and pairwise correlations among the key variables used in this study. A detailed descriptive statistic, correlation tables, and distribution details of several demographic controls used in the models are available in Multimedia Appendix 1 (Table A2, Textbox A1, Table A5, and Figures A1-A5).

Table 1. Summary statistics and pairwise correlations among key variables (N=482).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>Min</th>
<th>Max</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Self-adherence (1)</td>
<td>4.28 (1.13)</td>
<td>1.00</td>
<td>5.00</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other’s adherence (2)</td>
<td>3.16 (1.14)</td>
<td>1.00</td>
<td>5.00</td>
<td>0.24</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response (3)</td>
<td>0.00 (0.80)</td>
<td>−2.66</td>
<td>0.75</td>
<td>0.69</td>
<td>0.31</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reopen agreement (4)</td>
<td>2.34 (1.21)</td>
<td>1.00</td>
<td>5.00</td>
<td>−0.10</td>
<td>0.11</td>
<td>−0.22</td>
<td>1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HISa-general (5)</td>
<td>0.01 (0.56)</td>
<td>−1.80</td>
<td>2.14</td>
<td>0.11</td>
<td>0.02</td>
<td>0.00</td>
<td>0.13</td>
<td>1.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMb-general (6)</td>
<td>−0.01 (0.92)</td>
<td>−2.58</td>
<td>1.95</td>
<td>−0.12</td>
<td>0.19</td>
<td>−0.03</td>
<td>0.01</td>
<td>−0.15</td>
<td>1.00</td>
<td></td>
</tr>
<tr>
<td>Knowledge (7)</td>
<td>0.01 (2.33)</td>
<td>−7.37</td>
<td>5.53</td>
<td>0.34</td>
<td>−0.08</td>
<td>0.33</td>
<td>−0.20</td>
<td>−0.02</td>
<td>−0.11</td>
<td>1.00</td>
</tr>
</tbody>
</table>

aHIS: health information source.
bSM: social media.
Study Variables

The main dependent variables in this study are self-adherence and others’ adherence. Self-adherence was measured using the question of whether they would comply with the social distancing measures. Others’ adherence was measured by asking whether the respondent believes that others would comply with social distancing measures. Table 1 shows that, on average, self-adherence was 4.28 out of 5, showing that most people are adhering to social distancing recommendations. However, the mean for others’ adherence was less, 3.16, showing lower levels of others’ adherence to social distancing.

Five independent variables were of interest in this study. First, the independent variable response reflects on the individual’s perception that the government response to the COVID-19 pandemic is effective. This variable was operationalized using four questions on the effectiveness, rights, and responsibilities of the government to respond to the COVID-19 situation (see Multimedia Appendix 1 Table A1). The internal consistency of the items was tested using Cronbach α (.81), and the standardized score was generated for the response variable. As Table 1 shows, the variable response has a mean of 0.00 and a standard deviation of 0.80.

The second independent variable, reopen agreement, reflects the individual’s perception of whether the government has a right to decide when to reopen businesses. The variable was measured with a single item on a five-point scale. The mean of this variable was 2.34, with 1.21 standard deviation, indicating the disagreement bias of respondents toward government plans to reopen businesses.

The respondents were asked where they obtained health information on COVID-19, whether from social media, TV, newspapers, friends and family, or doctors and health care specialists. The HIS-general variable was coded using the scheme mentioned in Multimedia Appendix 1 Table A1. Furthermore, the SM-general variable was coded to reflect on the individual’s intensity of social media platform use (further details on HIS-general and SM-general are provided in Multimedia Appendix 1 Textbox A2, Table A3, and Table A4).

The knowledge variable was coded to reflect the respondents’ overall knowledge of COVID-19, as mentioned in Multimedia Appendix 1 Table A1. The mean for knowledge was 0.01, with a minimum of −7.37 and a maximum of 5.53, showing poor overall knowledge on COVID-19.

In addition to these key variables of interest, several control variables, as mentioned in Multimedia Appendix 1 Table A1, are included to account for counterfactual explanations relevant to our models.

Econometric Analysis

The empirical model specifies how individuals express their opinion toward adherence to social distancing and sheltering guidance set by the government. We specified self-adherence and others’ adherence as two dependent variables. The set of independent variables we focused on include response, reopen agreement, HIS-general, SM-general, and knowledge. A set of control variables to enhance the robustness of our empirical model include demographics characteristics of the survey participants, such as gender, age group, household income, and ethnicity. The empirical model is described below:

\[ Y(\text{Self-Adherence}, \text{Others’ Adherence})_i = \beta_0 + \beta_1 \times \text{Response}_i + \beta_2 \times \text{Reopen Agreement}_i + \beta_3 \times \text{HIS-General}_i + \beta_4 \times \text{SM-General}_i + \beta_5 \times \text{Knowledge}_i + \text{Controls}_i + \epsilon_i \]

where Controls include gender, age groups, household income, and ethnicity. The country dummy was included in the full sample model but was removed for subsample analyses. Since the dependent variables are ordinal values, we used an ordered probit model to estimate the parameters of the key variables with robust standard errors (see Multimedia Appendix 1 Textbox A3 for details on the model). Using ordered probit regression, we estimated to what extent our set of key variables influence self-adherence and others’ adherence separately.

Results

Table 2 presents the key estimation results (detailed estimations are provided in Multimedia Appendix 1 Table A6). The first four columns (1-4) in the table show the parameter estimates for the self-adherence dependent variable for the United States, Kuwait, South Korea, and the full sample (all). The columns 5-8 in Table 2 show the parameter estimates for the others’ adherence regression for the United States, Kuwait, South Korea, and the full sample (all).

The first set of findings are relevant to the effect of the response variable on the outcomes. We found that the coefficients of response were positive and statistically significant at P<.001 across all columns. This suggests that individuals who believe that government response efforts are positive follow adherence guidance on social distancing and sheltering. At the same time, higher perception that government response efforts are positive leads individuals to believe that others will also follow adherence guidance on social distancing and sheltering.

We compared the coefficients of the estimated coefficients using a model-based chi-square comparison test with Bonferroni adjustments. Table 3 presents the results. We found that the positive effect of response on adherence shows that individuals who reside in the United States and Kuwait are more likely to follow adherence than South Korea.
The second set of findings were related to the effect of reopen agreement on the outcomes. As shown in Table 2, we found that the coefficient of reopen agreement was not significant for self-adherence for all the models. However, the coefficients of reopen agreement were positive and statistically significant for others’ adherence for Kuwait (P = .008) and South Korea (P = .01) but not significant for the United States (P = .19). This set of findings suggests that in Kuwait and South Korea, an individual’s opinion on the government’s reopening efforts influence only their belief on others’ following adherence guidance on social distancing and sheltering practices. In contrast, in the case of the United States, the agreement on the reopening of businesses does not have any effect on any adherence outcomes. Interestingly, across countries, there is not
a significant comparative difference in this effect, as the comparative chi-square values are not significant, as shown in Table 3.

A third finding was that the coefficients of HIS-general were positive and statistically significant (P=.003) for self-adherence only and not on others’ adherence, suggesting that individuals use various information sources to guide their actions on adherence but not on others. Fourth, the coefficients of SM-general were positive and statistically significant for the United States (P=.04), South Korea (P=.048), and Kuwait (P=.008) for others’ adherence only, suggesting that individuals use social media to formulate their belief on others’ adherence to social distancing and sheltering behavior. Comparisons of coefficients for HIS-general and SM-general across three countries did not show statistically significant results.

Finally, the coefficients of knowledge on COVID-19 show different effects on self-adherence and others’ adherence. For US residents, knowing more about the virus is positively associated with self-adherence (column 1 of Table 2). However, residents in Kuwait who know more about the virus are less likely to believe that others will adhere to social distancing and sheltering guidance (column 6 of Table 2). The full sample analysis shows that the direction of the coefficients was positive for self-adherence and negative for others’ adherence, suggesting that this effect is consistent overall but differs across countries.

**Discussion**

**Findings and Implications**

In general, this study finds that, in all three countries, government response efforts, business reopening agreements, as well as the intensity of information source use, social media use, and knowledge about the COVID-19 pandemic all influence either self-adherence or belief in others adhering. Table 4 summarizes the findings from this study.

**Table 4. Summary of findings.**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Self-adherence</th>
<th>Others’ adherence</th>
<th>Findings</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>US</td>
<td>Kuwait</td>
<td>South Korea</td>
</tr>
<tr>
<td>Response</td>
<td>Pos</td>
<td>Pos</td>
<td>Pos</td>
</tr>
<tr>
<td>Reopen agreement</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>HIS-general</td>
<td>Pos</td>
<td>Pos</td>
<td>Pos</td>
</tr>
<tr>
<td>SM-general</td>
<td>NS</td>
<td>NS</td>
<td>NS</td>
</tr>
<tr>
<td>Knowledge</td>
<td>Pos</td>
<td>NS</td>
<td>NS</td>
</tr>
</tbody>
</table>

aPOS: positive association.
bC: conjecture.
cNS: not significant.
dHIS: health information source.
eSM: social media.
fNeg: negative association.

The first finding inherently suggests a *persuasion effect* for governments’ adherence guidelines on individuals. This persuasion effect in terms of conveying information and communicating risks to the public during the COVID-19 crisis are becoming complicated due to the large amount of misinformation, uncertainty surrounding the source and spread of the virus, and the absence of a vaccine [31-35]. However, previous research has shown that trusting the health system has a significant impact on public willingness to receive and adhere to health instructions [36]. This persuasion effect is highly effective when the government provides guidelines’ context (ie, detailed explanations, implications, and consequences of the guidelines to the individuals). However, the magnitude of the persuasion effect differs across the three countries sampled in this study. Several reasons can be attributed to explain the differences, with a plausible one pointing to the expectations of citizens that the government is doing everything right for them. In the case of the United States and Kuwait, the citizens expect that the governments need to provide enough information and rationale to take away their individual and social freedom in the form of sheltering and distancing measures. However, citizens of South Korea are more willing to follow government guidelines during a national crisis.

The second finding suggests that individuals expect that others will adhere to guidelines given that they agree to the reopening stipulations—although they themselves may not do so. A plausible argument points to human’s self-interests. To instantiate, individuals would expect that life should go back to normal in the post-COVID-19 situation [37]. The COVID-19 situation has led to countrywide unemployment, economic
downturn, and a lack of supplies—leading to a stressful situation for individuals who carry on with their livelihoods. Although reopening provides avenues for economic recovery, there is no guarantee that people will follow the suggested safe-distancing and other guidelines. Research finds that there is a positive and significant correlation between overall risk perception and economic threat perception [36]. People that perceive a high personal economic threat may feel that the government is not managing the crisis well; this thereby impacts their adherence. Therefore, individuals are a bit cautious but hopeful that recovery attempts will increase others’ adherence to the guidelines.

The third set of findings emphasizes the information-based decision-making process of individuals in the COVID-19 situation. As much as we have validated the influence of the perceptions of the individuals on the government’s actions, the adherence decision is influenced by the information that is available to the individual. Moreover, following our coding scheme and the sensitivity checks of the impact of general versus specific information sources on the self-adherence outcomes, it can be inferred that channeling information to citizens should follow a broader spectrum [34]. In other words, individuals are influenced by broader information sources such as friends, families, doctors, and social sources rather than relying entirely on only popular channels such as newspapers and television. This is the same irrespective of the individual’s country, referring to any lack of comparative effects across the countries. This finding is in line with research done on the social influence that shows that health behaviors spread through perceived norms with whom common identities are most shared [38]. Social networks can amplify the spread of behavior regardless of whether the behavior is harmful or beneficial to the pandemic [39,40]. Therefore, sending out information such as nudges [40] that is related to what others within the community are doing would influence an individual adherence level. Nudges and normative information may be an alternative method that the government can use to impose the spread of policies better.

The fourth set of findings highlights some interesting roles of social media on the individual’s adherence decisions in the COVID-19 situation. Although previous studies have found an impact of social media use on individual behavior during the COVID-19 pandemic [41,42], this study examines the impact of social media use on adherence. This study finds that the influence of social media is significant on others’ adherence but not on self-adherence. We contrasted and compared this with the previously mentioned information source effects. As it was observed, information sources influence self-adherence, but social media influences others’ adherence. These findings would suggest that shaping social norms is effective through social media. In this effect, the prominence of social media platforms such as Twitter, Instagram, Snapchat, and WhatsApp is additionally validated in the analysis, compared to Facebook and YouTube. Plausibly, some social media platforms such as Twitter and Instagram are relatively informative; some are more socially inclusive ones; WhatsApp, Snapchat, and a few others like YouTube and Facebook are entertainment-oriented platforms. These distinctions are not exclusive but may help to explain the higher impact of informative social media versus entertaining social media to shape an expected social norm regarding adhering decisions.

The final set of findings and implications are about the effect of the knowledge level on the symptoms, treatments, and risks associated with COVID-19 on adherence intentions. A recent study has found a positive and significant correlation between awareness and knowledge, and adherence to social distancing [43]. This study supports this finding and further finds that a higher knowledge level is influential in shaping the decisions on self-adherence for the United States, whereas it raises a skepticism on others’ adherence decisions for Kuwait. A possible reason may be due to differences in the cultural norm as well as the information surrounding the culture or community. Disseminating accurate information about what most people are doing is helpful and health-promoting; however, if the surrounding community is not health-promoting, providing purely descriptive normative information may backfire by reducing positive behaviors among people who already engage in them [40]. Furthermore, when it comes to health information dissemination, often less is better than giving too much, as deeper knowledge may sway different perceptions or lead to anxiety and panic [44,45]. Thus, a balanced approach in disseminating details about COVID-19 and possible implications is essential while keeping in mind that not all information would lead to positive outcomes.

Practice and Policy Implications
A set of implications and recommendations for public health officials and policy makers can be drawn from this study. This study points to the gap in the responsible behavior of individuals while following self-adherence versus expecting others’ decisions. In that, the current government efforts to mitigate and the expectation that everything should be back to normal have differing consequences. Existing work suggests that the efficacy and outcomes of policy recommendations depend on the individuals’ beliefs and subsequent action [46,47]. The first step in this process is the strong belief of whether the recommended action will help in mitigating the threat or situation. The key to minimizing rejection and maximizing acceptance of recommendation, thus, is reliant on how the recommendations are framed and the subsequent ways the relevant information is disseminated and communicated. Care needs to be taken in framing information dissemination and communication channels in managing the current COVID-19 pandemic.

The understanding of the aspects relevant to the persuasion process of information dissemination to citizens so that not only negative and fear-based appeals and messages are spread but also positive and emotion-based messages that can lead to better appeals is important. As it is already seen, popular press and television channels may not do justice to the messages unless the source design of the messages constructs the message appropriately. The snowballing effects of fear-based appeals and subsequent rejection would have a highly negative consequence.

The study also highlights the importance of information sources in terms of compliance intention and, thus, the importance of managing misinformation and misleading channels. Health
Authorities have warned that widespread misinformation about COVID-19 is a severe concern causing xenophobia worldwide [48]. Given the spread of information through the channels, it is not easy for individuals to discern individual responsibilities and expectations of others, without which the situation may get quickly aggravated and spread panic. Thus, as much as channels are used to disseminate, the prominence of social media in this pandemic cannot be underestimated [40], and effective social media strategies need to be deployed by policy makers to defuse the fear, anxiety, and panic-inducing effects of information by nudging positive health behaviors within communities [14,49].

This study has implications for health systems across countries that are facing heightened levels of stress because of COVID-19. Efforts to contain the spread of the disease have virtually failed, leading to ventilator-based treatment of patients with COVID-19. Health systems are working to increase supply by finding any possible way to create capacity for patients with COVID-19 while following tactics such as stopping elective procedures and surgeries.

In this context, knowledge-based decisions by citizens play an important role, such as to know whether to go to a hospital for COVID-19 symptoms or not. Knowledge of exact symptoms and risks may empower citizens to make decisions at their ends and stay away from hospitals, and avail possible treatments at their end.

Thus, this study unravels a set of insights, reflecting and collecting data on the differing adherence outcomes across countries. The insights inform four policy recommendations: (1) governments should tell citizens precisely what individuals need to do for themselves; (2) governments should also tell what individuals should expect from others and what others need to do when dealing with other individuals; (3) messages from policy makers to citizens must be done through social media and similar channels rather than only through press and TV; and (4) messages need to provide knowledge about the disease along with information that should calm the citizens, and messages should nudge citizens on what others in their community are doing in terms of health-promoting behavior.

Limitations
This study examines factors that influence citizens adhering to social distancing and their belief in others’ adherence of social distancing at a point in time. However, the citizen might go back and forth in the adherence process, and the knowledge level or source of information may change over time. This is a limitation of this study, as the data set used is a cross-sectional survey. Future studies could examine how a citizen’s adherence changes over time. In addition, using the random sampling process of the public in the United States, Kuwait, and South Korea samples may include fewer familiar respondents to the study context. In particular, the questionnaire was on the internet. Therefore, respondents are all users of the internet. The study does not examine noninternet users, which could have differential impacts. Thus, the generalization of the sample to a uniform national culture characteristic is a limitation of this study. Future studies could conduct both internet and noninternet surveys, and examine the difference in terms of adherence behavior.

Conclusions
The rapid spread of COVID-19 has generated great public interest and media coverage around the outbreak, and it has created social unrest and economic downturn. Strict measures of mitigation have been implemented to avoid the breakdown of the health system [50] and reduce the deaths caused by the virus. Efforts to contain the spread of the disease have virtually failed with efforts to find a way to keep the economies sustained. In this context, the social distancing policy deems to be a lifesaver not only for individuals but also for economies across the world.

As the COVID-19 global pandemic continues to grow and governmental restrictions are ongoing, it is critical to understand people’s frustration to reduce panic and promote social distancing to facilitate the control of the pandemic. This study finds that the government plays a central role in terms of adherence to restrictions and provides several insights that are important for the government to frame the message, information, and communication for the citizens. The pandemic may end socially or medically—in the sense that, prior to the vaccine or effective treatment, exhausted and frustrated people will return to regular life [51]. As several countries are lifting restrictions, listening to people’s voices of frustrations, an equal and opposite criticism is often voicing that these steps are premature. This conflict is not easy to resolve and points to the need for understanding public voices and opinions more carefully than the medical end of a pandemic. This study is a step in exploring more nuances to the citizen’s mindsets underlying the voices, and we expect that the recommendations based on the insights will provide effectiveness to the social distancing and masking measures, and will help to curb COVID-19.
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Abstract

Background: In South Korea, the number of coronavirus disease (COVID-19) cases has declined rapidly and much sooner than in other countries. South Korea is one of the most digitalized countries in the world, and YouTube may have served as a rapid delivery mechanism for increasing public awareness of COVID-19. Thus, the platform may have helped the South Korean public fight the spread of the disease.

Objective: The aim of this study is to compare the reliability, overall quality, title–content consistency, and content coverage of Korean-language YouTube videos on COVID-19, which have been uploaded by different sources.

Methods: A total of 200 of the most viewed YouTube videos from January 1, 2020, to April 30, 2020, were screened, searching in Korean for the terms “Coronavirus,” “COVID,” “Corona,” “Wuhan virus,” and “Wuhan pneumonia.” Non-Korean videos and videos that were duplicated, irrelevant, or livestreamed were excluded. Source and video metrics were collected. The videos were scored based on the following criteria: modified DISCERN index, Journal of the American Medical Association Score (JAMAS) benchmark criteria, global quality score (GQS), title–content consistency index (TCCI), and medical information and content index (MICI).

Results: Of the 105 total videos, 37.14% (39/105) contained misleading information; independent user–generated videos showed the highest proportion of misleading information at 68.09% (32/47), while all of the government-generated videos were useful. Government agency–generated videos achieved the highest median score of DISCERN (5.0, IQR 5.0-5.0), JAMAS (4.0, IQR 4.0-4.0), GQS (4.0, IQR 3.0-4.5), and TCCI (5.0, IQR 5.0-5.0), while independent user–generated videos achieved the lowest median score of DISCERN (2.0, IQR 1.0-3.0), JAMAS (2.0, IQR 1.5-2.0), GQS (2.0, IQR 1.5-2.0), and TCCI (3.0, IQR 3.0-4.0). However, the total MICI was not significantly different among sources. “Transmission and precautionary measures” were the most commonly covered content by government agencies, news agencies, and independent users. In contrast, the most mentioned content by news agencies was “prevalence,” followed by “transmission and precautionary measures.”

Conclusions: Misleading videos had more likes, fewer comments, and longer running times than useful videos. Korean-language YouTube videos on COVID-19 uploaded by different sources varied significantly in terms of reliability, overall quality, and title–content consistency, but the content coverage was not significantly different. Government-generated videos had higher reliability, overall quality, and title–content consistency than independent user–generated videos.

(J Med Internet Res 2020;22(8):e20775) doi:10.2196/20775
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Introduction

The coronavirus disease (COVID-19) is rapidly spreading all over the world. South Korea has noticeably flattened the curve of infection and recorded low fatality rates despite an explosion of cases after the 31st patient was confirmed [1]. The South Korean government’s key strategies were transparency in sharing information, mass screening, tracking of suspected cases, and the reallocation of medical resources [1].

However, without public cooperation, these governmental measures would not have been effective. South Korea’s success, thus far, prompts us to seek answers to the following questions:

- “What explains the early adoption of social distancing among Koreans?”
- “Why did they come to accept the cost to their privacy and voluntarily cooperate with authorities?”
- “What persuaded them to change their behaviors in such a short time?”

YouTube may have served as a valuable tool in providing information on COVID-19, creating understanding among South Koreans and urging them to cooperate with the authorities in implementing precautionary measures. South Korea is one of the best connected countries in the world, with 88.5% of the population accessing the internet via smartphones in 2019 [2]. Even on public transportation such as buses, subways, and trains, South Koreans enjoy free public Wi-Fi. Thus, commuters can easily access online video platforms without worrying about their phone bill. YouTube has become the most popular video platform in South Korea in terms of monthly average use time [3]. Bearing in mind that health conscious consumers often search for health information online, South Koreans may have accessed YouTube for information on COVID-19 [4]. Therefore, due to its popularity, YouTube may have provided timely and relevant information on COVID-19 to the public.

The popularity of a YouTube video has been the focus of marketing researchers since the platform became one of the leading types of advertising media [5]. Researchers primarily ask, “What key factors determine video popularity?” Many factors have been suggested, such as the video’s title, thumbnail, subtitles, video upload date and time, delivery style, running time, or social network of the YouTube channel [6]. There have also been attempts to build computer-based video popularity prediction models [7-9]. However, the measurement of popularity is not easy to determine because video metrics are constantly evolving. For example, it seems reasonable to consider a video clip with 1 million views in 1 week popular compared to a video with the same views that have been accumulating for 5 years. In medical informatics, the video power index (VPI) has been proposed to solve this problem using a simple formula [10]. VPI captures the views, likes, and dislikes over the number of days that the video has been posted.

In contrast with marketing researchers who have studied social media to promote their brand or merchandise, medical researchers have been using social media for public health surveillance [11]. Social media can be used as a tool to provide a snapshot of the public’s interest in and response to ongoing health issues [12]. A wide variety of health topics have been analyzed so far, including infectious diseases, mental disorders, and chronic diseases [11]. For example, previous studies have quantitatively analyzed Twitter data to assess people’s attitudes toward mental illness [13,14]. In addition to YouTube, various sources were used to retrieve health-related data, including search engines, blogs, forums, and social media platforms such as Google, Bing, Baidu, Yahoo, Twitter, and Facebook [15]. The frequency of relevant keywords or trending hashtags, as well as numbers of views, likes, and shares, is typically measured. Manual coding and computer-based methods including content analysis, text mining, natural language processing, and topic modeling have been used to determine the most talked about topics [11,16]. Moreover, there were also attempts to predict infectious disease outbreaks or quickly detect a person who has depression. Demand-based infoveillance studies using internet search queries have primarily focused on predicting infectious disease outbreaks, such as Zika, influenza, dengue, and the measles virus [17-19]. Other studies analyzed user’s behavior on social media and proposed a model that was based on machine learning for the early detection of depression and suicidal risk [20,21].

Content analysis has been widely used in YouTube studies involving online medical information. The question of who is supplying what information has been addressed in various fields of research, including ulcerative colitis, tinnitus, sleep apnea, cervical cancer, and orthodontics [22-26]. In contrast with Twitter studies that use computer-assisted content coding, the content in these studies was extracted from videos and manually coded. Notably, the medical information and content index (MICI) has been a commonly used tool in infectious disease studies since it was proposed to systematically assess the content coverage of Ebola hemorrhagic fever [27]. MICI assesses five key components for understanding infectious disease: (1) prevalence, (2) transmission, (3) clinical symptoms, (4) screening and testing, and (5) treatment and outcome.

Recently, YouTube has garnered attention from researchers in medical communication and education. Traditionally, written medical information has been criticized for its low accessibility. Extensive use of medical jargon, with which laypeople may be unfamiliar, hinders the delivering of complete messages [28]. Such accessibility problems have also been a barrier in informed or shared decision making [29]. In contrast, YouTube videos offer easy-to-understand information because videos can contain multimedia elements such as graphics, animations, and voice-overs using verbal expressions. In this regard, YouTube could be a user-friendly tool to educate the public on health-related topics.

However, there are concerns about the reliability and quality of online information. Viewers may be exposed to misinformation because YouTube does not have a verification process that videos must pass before being published. The spread of misinformation via social media is amplified by the filter bubble and the echo chamber effect. Many people access news from their social media feeds, which are curated by an algorithm for each person. This filtered information exposes users less to opposing viewpoints and isolates them in their own bubbles [30]. Furthermore, the echo chamber effect means that people
prefer to read articles that confirm and strengthen their original opinions. Users also prefer to interact with like-minded people, allowing misinformation more opportunities to go viral [31]. It is the responsibility of each YouTube user to be aware of the veracity of the information they watch and share.

Moreover, the reliability and quality of medical information are of the highest importance. Inaccurate information may lead to physical harm or irreversible damage. Medical misinformation may have life-threatening consequences for vulnerable populations such as patients with cancer, children, and older people. For example, patients with cancer taking alternative medicine are more likely to refuse evidence-based therapies and have higher mortality rates than patients who do not take alternative medicine [32]. Moreover, thriving antivaccine movements on social media have made parents hesitant to have their children vaccinated, possibly contributing to a reduction in vaccination rates and leading to multiple measles outbreaks [33].

Researchers, therefore, have tried to compare misleading and useful information as well as evaluate the reliability and quality of consumer medical information. Some studies have attempted to examine the differences in video metrics between misleading and useful videos, including the number of views, likes, dislikes, and running time [34-37]. The results have been controversial. Various measurement tools have been suggested to evaluate the reliability and quality of consumer medical information, such as DISCERN, Health on the Net code, the Journal of the American Medical Association Score (JAMAS) benchmark criteria, and the global quality score (GQS) [10,38-43]. Other studies have compared videos based on their sources (ie, government agencies, news agencies, health care professionals, and independent users) and then on the reliability and quality of these sources. Their results indicate concerns about the reliability of information that is neither monitored nor filtered. Although government- or professionally generated videos were more likely to be reliable and accurate, they were falling behind in nurturing their YouTube presence [34,44,45]. In contrast, individual user-generated videos were superior in number [35]; however, they were more likely to be inaccurate and incomplete [46]. Consequently, consumers are exposed to misleading medical information.

The impact of disseminating misinformation is particularly important in the context of public health emergencies. False beliefs or misperceptions disseminated via YouTube can spread mistrust toward authorities, generate confusion, and heighten public anxiety. Furthermore, fake news can cause people to engage in undesirable behaviors such as panic buying of food, medicines, and toilet paper due to fears about the pandemic [47]. Panic buying and hoarding can make it difficult for physically challenged or older people to buy essential products. Therefore, several studies have analyzed the spread of medical information through YouTube videos on outbreaks of several infectious diseases such as the H1N1 influenza, Ebola virus disease, and Zika virus disease [27,35,48,49].

Social media has been analyzed as a source of information on infectious disease in a number of studies; however, there is limited research on COVID-19. Twitter and Weibo have been analyzed to understand the impacts of COVID-19 and social distancing on mental health [50,51]. Although several studies have analyzed the content of COVID-19 videos in English, Spanish, and Chinese, this study is, as far as we are aware, the first to evaluate the Korean-language content of COVID-19 videos on YouTube [36,44,52]. Korean, which is a distinct language and not a dialect of Chinese or Japanese, is the only official language of Korea; therefore, it is important to evaluate the Korean video content.

This study investigated three main research questions:

1. Are there differences in video metrics between misleading and useful Korean-language videos about COVID-19 on YouTube?
2. Do Korean-language YouTube videos on COVID-19 that are uploaded by different sources vary significantly in reliability, overall quality, title–content consistency, and content coverage?
3. Do government videos have higher reliability, overall quality, title–content consistency, and content coverage compared to independent user–generated videos?

**Methods**

**Recruitment**

Data were obtained from publicly available YouTube videos. A total 200 of the most extensively viewed videos were screened from the YouTube video application programming interface. The search criteria used to obtain the videos comprised of the following terms in Korean: “Coronavirus,” “COVID,” “Corona,” “Wuhan virus,” and “Wuhan pneumonia.” Although the authors are aware that the last two keywords are inappropriate as they could create the impression of discrimination, these terms had to be included in the search to identify the videos uploaded on YouTube during the initial phase of the COVID-19 pandemic from January to early February 2020. Prior to the World Health Organization announcing the official name of the virus on February 11, 2020, “Wuhan virus” and “Wuhan pneumonia” were the commonly used terms describing the virus on social media [53].

Videos uploaded from January 1, 2020, to April 30, 2020, were included. Exclusion criteria were videos in languages other than Korean and videos that were duplicated, irrelevant, or livestreamed. Date of upload; source; number of views, likes, dislikes, and comments; the view ratio (number of views / days); and the likes ratio (likes * 100 / [likes + dislikes]) as of May 1, 2020, were collected.

As shown in Figure 1, a total of 1,610,865 videos were obtained. Of the 200 most widely viewed videos, 95 videos were excluded based on the exclusion criteria. A total of 105 videos with 126,633,036 views were included in the study. Of the 105 included videos, 47 (44.76%) were from independent users, 39 (37.14%) were from news agencies, and 11 (10.48%) were from health care professionals. Government agencies contributed only 8 (7.62%) of the total videos.
**Ethics Statement**

This study was reviewed and approved as exempt research by the corresponding author’s Institutional Review Board (CR-20-102-L).

**Assessment of Popularity**

The VPI was used to assess video popularity [10]. The formula for VPI is the (ratio of likes * ratio of views / 100). The view ratio (number of views / days); and the likes ratio (likes * 100 / [likes + dislikes]) as of May 1, 2020, were assessed.

**Categorization of Source**

Videos were categorized based on their source, which comprised of government agencies, news agencies, health care professionals, and independent users. Government agencies include the Korea Centers for Disease Control and Prevention (KCDC), central disaster management headquarters, Cheongwadae (the executive office and official residence of the South Korean president), the regional health departments, medical associations, academic institutions, and hospitals. News agencies include news clips from newspapers or a broadcast television network. Health care professionals include physicians, nurses, pharmacists, or other health care providers, who do not represent the opinion of their affiliation. Independent users are individuals who are not health care professionals and have no established affiliation, and we included YouTubers from both Korea and other countries who made Korean-language videos.

**Assessment of Usefulness**

Videos were classified as useful or misleading, and useful videos were defined as those with scientifically correct information. This study’s authors are physicians who have provided patient care in Korea during the COVID-19 pandemic and are aware of the uncertainty regarding the disease; therefore, KCDC guidelines as of May 1, 2020, were used as a standard to determine whether a video’s content was scientifically correct. Misleading videos were defined as those with scientifically unproven information, and we considered a video misleading if it contained any misleading information at all because it still had the potential to disseminate misinformation. The complete list of misleading information is available in Textbox 1.

**Textbox 1.** Detailed statements about misleading videos.

- The coronavirus disease (COVID-19) outbreak is not a concern for the public.
- COVID-19 does not exist, and it is a hoax perpetrated to make money.
- COVID-19 has been weaponized.
- Conspiracy theories are concerned with where it originated, how it spread, and who was responsible for it.
- Authorities are hiding the truth.
- COVID-19 was manufactured with the goal of human depopulation.
- One type of food or supplement is recommended over another as a cure or for the prevention of COVID-19.
- COVID-19 has occurred as part of nature’s revenge on humankind for cruelty to wild animals.
- People are recommended to not follow the guidelines of the Korea Centers for Disease Control and Prevention.
- People are recommended to follow scientifically unproven measures.
- The COVID-19 pandemic was prophesied by clairvoyants.
- COVID-19 was started to insert microchips into people under the guise of a vaccine.
- COVID-19 was created to build a global surveillance system.
Assessment of Reliability
Videos classified as useful were further analyzed for reliability, overall quality, title–content consistency, and content. There is still no consensus on how to evaluate medical information contained in videos; therefore, we adopted the evaluation tools commonly used in previous studies on online consumer health information, such as tools for websites (JAMAS, GQS) and written patient information on treatment choices (DISCERN) [10,27,36,39,41-43]. The reliability of videos was determined using both the modified DISCERN index and the JAMAS benchmark criteria. DISCERN assesses clarity, reliability, bias, reference supplementation, and areas of uncertainty [36,42]. One point is awarded for each criterion, and the maximum total score is 5 points. JAMAS benchmark criteria consist of authorship, attribution, disclosure, and current status [10,42,43]. One point is awarded for each criterion, and the maximum total score is 4 points. The full list of the modified DISCERN index and JAMAS benchmark criteria is available in Multimedia Appendices 1 and 2, respectively.

Assessment of Overall Quality
The overall quality of the videos was determined by the GQS, which is a 5-point Likert scale ranging from 1 (poor quality) to 5 (high quality) [10,41,43]. It consists of the flow of information, ease of use, and usefulness. The full list of GQS criteria is available in Multimedia Appendix 3.

Assessment of Title–Content Consistency
We created a novel scoring system for assessing title–content consistency because there was no validated evaluation tool for this. The title–content consistency index (TCCI) is a 5-point Likert scale ranging from 1 (poor consistency) to 5 (high consistency), which rates the sensationalist style of a video, that is, the gap between title and content. This index was developed based on previous research on junk news and clickbait [53,54]. The full list of TCCI is available in Multimedia Appendix 4.

Content Analysis
We used the MICI for content analysis [27,36]. MICI is a 5-point Likert scale to assess five components of medical information: (1) prevalence, (2) transmission and precautionary measures, (3) signs and symptoms, (4) testing, and (5) treatment and outcome. The full list of MICI is available in Multimedia Appendix 5.

Statistical Analysis
All videos were reviewed and evaluated by two independent authors. Discrepancies between the authors were resolved by discussion. Interreviewer agreement for categorical variables was analyzed using the Cohen kappa coefficient. Interreviewer agreement for continuous variables was analyzed using intra-class correlation coefficient (ICC) estimates and their 95% confidence intervals based on average measures, absolute agreement, and two-way random model. The kappa coefficients of agreement regarding the classification of source and the usefulness of the videos were k=1 in both cases, indicating full agreement between the authors. ICCs regarding DISCERN, JAMAS, GQS, TCCI, and MICI were 0.47 (95% CI 0.29 to 0.81), 0.93 (95% CI 0.80 to 0.98), 0.71 (95% CI 0.17 to 0.90), 0.89 (95% CI 0.70 to 0.96), and 0.91 (95% CI 0.73 to 0.97), respectively. The Shapiro-Wilk test was used to assess the normality of data. Normally distributed continuous variables were presented as mean (SD). Nonnormally distributed continuous variables were presented as median (IQR). Categorical variables were compared by chi-square test or Fisher exact tests and presented as a number (percentage). Student t test for continuous variables and chi-square test for categorical variables were used to compare misleading and useful videos. Kruskal-Wallis test and Mann-Whitney test with Bonferroni correction were used to compare the four sources. All analyses were conducted with the R statistical package version 3.6.3 (R Foundation for Statistical Computing). A P value<.05 was considered statistically significant.

Results
Misleading Versus Useful Video
The characteristics of misleading and useful videos are contained in Table 1. Of the total videos, 37.14% (39/105) contained misleading information. Independent user–generated videos showed the highest proportion of misleading information at 68.09% (32/47), while all the government-generated videos were useful. The mean number of likes was 1.47 times higher in misleading videos (18,266 vs 12,389, P=.03). The mean number of comments was 1.42 times higher in useful videos (2203 vs 3224, P=.02). Misleading videos had almost twice the running time than useful videos (795 seconds vs 405 seconds, P=.03). There was no significant difference in the mean views, dislikes, and VPI between the two groups (P=.11, P=.08, P=.31, respectively).
Table 1. The characteristics of misleading and useful videos.\textsuperscript{a}

<table>
<thead>
<tr>
<th>Variables\textsuperscript{b}</th>
<th>Misleading videos</th>
<th>Useful videos</th>
<th>Total</th>
<th>(P) value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Videos, n (%)</td>
<td>39 (37.14)</td>
<td>66 (62.86)</td>
<td>105 (100)</td>
<td>N/A\textsuperscript{c}</td>
</tr>
<tr>
<td>Video metrics, mean (SD)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Views</td>
<td>972,020 (800,267)</td>
<td>1,344,307 (1,537,507)</td>
<td>1,206,029 (1,320,654)</td>
<td>.11</td>
</tr>
<tr>
<td>Likes</td>
<td>18,266 (12,772)</td>
<td>12,389 (13,519)</td>
<td>14572 (13,490)</td>
<td>.03</td>
</tr>
<tr>
<td>Dislikes</td>
<td>774 (656)</td>
<td>545 (622)</td>
<td>630 (641)</td>
<td>.08</td>
</tr>
<tr>
<td>Comments</td>
<td>2203 (1532)</td>
<td>3224 (2983)</td>
<td>2845 (2581)</td>
<td>.02</td>
</tr>
<tr>
<td>Days</td>
<td>79 (22)</td>
<td>70 (27)</td>
<td>73 (26)</td>
<td>.09</td>
</tr>
<tr>
<td>Length (seconds)</td>
<td>795 (1046)</td>
<td>405 (340)</td>
<td>550 (713)</td>
<td>.03</td>
</tr>
<tr>
<td>VPI\textsuperscript{d}</td>
<td>67,708 (159,243)</td>
<td>129,469 (443,911)</td>
<td>106,529 (365,137)</td>
<td>.31</td>
</tr>
<tr>
<td>Source, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Independent users</td>
<td>32 (68.09)</td>
<td>15 (31.91)</td>
<td>47 (44.76)</td>
<td>N/A</td>
</tr>
<tr>
<td>News agencies</td>
<td>4 (10.26)</td>
<td>35 (89.74)</td>
<td>39 (37.14)</td>
<td>N/A</td>
</tr>
<tr>
<td>Health care professionals</td>
<td>3 (27.27)</td>
<td>8 (72.73)</td>
<td>11 (10.48)</td>
<td>N/A</td>
</tr>
<tr>
<td>Government agencies</td>
<td>0 (0.00)</td>
<td>8 (100)</td>
<td>8 (7.62)</td>
<td>N/A</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Student \textit{t} test was used to compare misleading and useful videos.

\textsuperscript{b}Continuous variables were presented as mean (SD), and categorical variables were presented as n (%).

\textsuperscript{c}N/A: not applicable.

\textsuperscript{d}VPI: video power index.

**Video Metrics, Reliability, Overall Quality, and Title–Content Consistency of the Useful Videos by Source**

Video metrics, reliability, overall quality, title–content consistency, and content of the useful videos by source are presented in Table 2. The distribution of views, likes, comments, and length was significantly different across the four sources (independent users: \(P=.04\), news agencies: \(P=.005\), health care professionals: \(P=.03\), and government agencies: \(P=.002\)). Videos by government agencies had the shortest median running time of 41 seconds, with the highest views. VPI, as a measurement of popularity, was not significantly different among sources. Government agency–generated videos achieved the highest median score of DISCERN (5.0, IQR 5.0-5.0), JAMAS (4.0, IQR 4.0-4.0), and GQS (4.0, IQR 3.0-4.5), while independent user–generated videos achieved the lowest median score of DISCERN (2.0, IQR 1.0-3.0), JAMAS (2.0, IQR 1.5-2.0), and GQS (2.0, IQR 1.5-2.0). These differences were statistically significant (\(P<.001\), \(P<.001\), \(P<.001\), respectively). The median scores of TCCI were 3.0 (IQR 3.0-4.0) in independent users, 5.0 (IQR 4.0-5.0) in news agencies, 3.0 (IQR 2.0-4.0) in health care professionals, and 5.0 (IQR 5.0-5.0) in governmental agencies (\(P<.001\)).
Table 2. Video metrics, reliability, overall quality, title–content consistency, and content of the useful videos by source.

<table>
<thead>
<tr>
<th>Variables^a</th>
<th>Independent users</th>
<th>News agencies</th>
<th>Health care professionals</th>
<th>Government agencies</th>
<th>Total</th>
<th>P value^b</th>
</tr>
</thead>
<tbody>
<tr>
<td>Videos, n (%)</td>
<td>15 (22.73)</td>
<td>35 (55.03)</td>
<td>8 (12.12)</td>
<td>8 (12.12)</td>
<td>66 (100.00)</td>
<td>N/A^c</td>
</tr>
<tr>
<td>Video metrics, median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Views</td>
<td>744,824 (553,149-1,050,672)</td>
<td>906,731 (768,863-1,282,426)</td>
<td>928,563 (768,613-1,083,527)</td>
<td>2,418,742 (856,649-3,806,445)</td>
<td>888,772 (726,536-1,292,581)</td>
<td>.04</td>
</tr>
<tr>
<td>Likes</td>
<td>9643 (5063-18,041)</td>
<td>7523 (4727-12,831)</td>
<td>20,874 (14,977-27,702)</td>
<td>1037 (157-15,169)</td>
<td>9756 (4598-16,432)</td>
<td>.005</td>
</tr>
<tr>
<td>Dislikes</td>
<td>348 (190-494)</td>
<td>305 (195-469)</td>
<td>789 (396-894)</td>
<td>104 (19-1280)</td>
<td>355 (179-698)</td>
<td>.10</td>
</tr>
<tr>
<td>Comments</td>
<td>1251 (779-2516)</td>
<td>2938 (1810-5570)</td>
<td>2031 (1055-3242)</td>
<td>179 (35-3921)</td>
<td>2377 (1251-4151)</td>
<td>.03</td>
</tr>
<tr>
<td>Days</td>
<td>56 (32-84)</td>
<td>85 (47-98)</td>
<td>72 (67-94)</td>
<td>74 (54-82)</td>
<td>75 (49-96)</td>
<td>.22</td>
</tr>
<tr>
<td>Length (seconds)</td>
<td>422 (246-518)</td>
<td>207 (165-536)</td>
<td>791 (371-822)</td>
<td>41 (36-176)</td>
<td>249 (162-602)</td>
<td>.002</td>
</tr>
<tr>
<td>VPI^d</td>
<td>15,689 (5786-112,775)</td>
<td>22,326 (4568-50,043)</td>
<td>33,709 (16,773-54,613)</td>
<td>9652 (755-208,260)</td>
<td>18,092 (5780-56,760)</td>
<td>.54</td>
</tr>
<tr>
<td>Reliability, median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DISCERN</td>
<td>2.0 (1.0-3.0)</td>
<td>4.0 (4.0-5.0)</td>
<td>4.5 (3.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
<td>4.0 (3.0-5.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>JAMAS^e</td>
<td>2.0 (1.5-2.0)</td>
<td>3.0 (3.0-4.0)</td>
<td>2.5 (2.0-3.0)</td>
<td>4.0 (4.0-4.0)</td>
<td>3.0 (2.0-4.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Overall quality, median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GQS^f</td>
<td>2.0 (1.5-2.0)</td>
<td>3.0 (2.0-3.0)</td>
<td>3.5 (2.5-4.5)</td>
<td>4.0 (3.0-4.5)</td>
<td>3.0 (2.0-3.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Title-content consistency, median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TCCI^g</td>
<td>3.0 (3.0-4.0)</td>
<td>5.0 (4.0-5.0)</td>
<td>3.0 (2.0-4.0)</td>
<td>5.0 (5.0-5.0)</td>
<td>5.0 (5.0-5.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Content</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevalence</td>
<td>10 (66.67)</td>
<td>27 (77.14)</td>
<td>5 (62.50)</td>
<td>2 (25)</td>
<td>44 (66.67)</td>
<td>N/A</td>
</tr>
<tr>
<td>Transmission and precautionary measures</td>
<td>11 (73.33)</td>
<td>23 (65.71)</td>
<td>7 (87.50)</td>
<td>8 (100)</td>
<td>49 (74.24)</td>
<td>N/A</td>
</tr>
<tr>
<td>Signs and symptoms</td>
<td>4 (26.67)</td>
<td>17 (48.57)</td>
<td>3 (37.50)</td>
<td>7 (87.50)</td>
<td>31 (46.97)</td>
<td>N/A</td>
</tr>
<tr>
<td>Testing</td>
<td>7 (46.67)</td>
<td>15 (42.86)</td>
<td>4 (50)</td>
<td>4 (50)</td>
<td>30 (45.45)</td>
<td>N/A</td>
</tr>
<tr>
<td>Treatment and outcome</td>
<td>3 (20)</td>
<td>16 (45.71)</td>
<td>4 (50)</td>
<td>1 (12.50)</td>
<td>24 (36.36)</td>
<td>N/A</td>
</tr>
<tr>
<td>Total score of MICI^h, median (IQR)</td>
<td>5.0 (3.0-7.0)</td>
<td>5.0 (3.5-6.5)</td>
<td>7.0 (2.5-8.0)</td>
<td>5.0 (5.0-9.0)</td>
<td>5.0 (3.00-7.0)</td>
<td>.77</td>
</tr>
<tr>
<td>Individual scores of the MICI components, median (IQR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prevalence</td>
<td>1.0 (0.0-1.0)</td>
<td>1.0 (1.0-1.0)</td>
<td>1.0 (0.0-2.5)</td>
<td>0.0 (0.0-0.5)</td>
<td>1.0 (0.0-1.0)</td>
<td>.18</td>
</tr>
<tr>
<td>Transmission and precautionary measures</td>
<td>2.0 (0.5-3.0)</td>
<td>2.0 (0.0-3.0)</td>
<td>2.5 (1.5-3.5)</td>
<td>3.0 (2.0-3.5)</td>
<td>2.0 (0.0-3.0)</td>
<td>.23</td>
</tr>
<tr>
<td>Signs and symptoms</td>
<td>0.0 (0.0-1.0)</td>
<td>0.0 (0.0-2.0)</td>
<td>0.0 (0.0-2.0)</td>
<td>2.0 (2.0-2.5)</td>
<td>0.0 (0.0-2.0)</td>
<td>.03</td>
</tr>
<tr>
<td>Testing</td>
<td>0.0 (0.0-2.0)</td>
<td>0.0 (0.0-2.0)</td>
<td>0.5 (0.0-1.0)</td>
<td>1.0 (0.0-2.5)</td>
<td>0.0 (0.0-2.0)</td>
<td>.86</td>
</tr>
<tr>
<td>Treatment and outcome</td>
<td>0.0 (0.0-0.0)</td>
<td>0.0 (0.0-2.0)</td>
<td>0.5 (0.0-2.0)</td>
<td>0.0 (0.0-0.0)</td>
<td>0.0 (0.0-1.0)</td>
<td>.23</td>
</tr>
</tbody>
</table>

^aContinuous variables were presented as median (IQR), and categorical variables were presented as n (%).

^bKruskal-Wallis tests were used to calculate P values.

^cN/A: not applicable.

^dVPI: video power index.

^eJAMAS: Journal of the American Medical Association Score.
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Content Analysis of the Useful Videos by Source

Of the useful videos, 74.24% (49/105) provided information on “transmission and precautionary measures,” 66.67% (44/105) contained information on “prevalence,” 46.97% (31/105) contained “signs and symptoms,” 45.45% (30/105) contained “testing,” and 36.36% (24/105) contained “treatment and outcome.” “Transmission and precautionary measures” were the most discussed topic by government agencies, news agencies, and independent users. Every video by government agencies covered “transmission and precautionary measures,” and 7 out of 8 (87.50%) videos mentioned “signs and symptoms.” On the other hand, the most mentioned topic by news agencies was “prevalence,” followed by “transmission and precautionary measures.” The total score of MICI was not significantly different among sources (P=0.77). The highest median score among individual MICI components was shown in “transmission and precautionary measures” of government agency–generated videos (3.0, IQR 2.0-3.5).

Discussion

Principal Findings

This study is the first of its kind to evaluate the Korean-language content of COVID-19 videos on YouTube. Previous COVID-19 YouTube studies have captured videos using a relevant filter at the time of the search or have been mainly descriptive [36,52]. In this study, we analyzed the 200 most popular videos uploaded between January 1, 2020, and April 30, 2020, which comprised 126,633,036 views. We conducted content analysis and assessed the reliability, overall quality, and title–content consistency of the videos.

One must be cautious when labeling content as misinformation; however, the majority of YouTube studies in the field of emerging infectious disease did not show detailed criteria or specific examples of misleading videos. Some of them showed two or three examples of conspiracy theories, and others merely mentioned that they classified videos as misleading if they conveyed at least one scientifically unproven piece of information [35,55,56]. In contrast, one study on the Ebola virus provided specific examples of misleading videos [46]. COVID-19–related YouTube studies are not unlike previous studies on other infectious diseases, and one briefly mentioned that they reviewed published references as the standard for what is known about COVID-19 [57]. Notably, a study performed by Li et al [44] provided statements recorded from YouTube videos classified as misleading. Li et al [44] also created a novel five-point scoring system to assess the usefulness of a video. However, this score is not designed to distinguish misleading videos from useful ones but to measure how much of the video content is useful. Unlike previous studies, we set clear criteria to distinguish misleading from useful videos and provided a complete list of misleading information in Textbox 1.

Out of 105 videos, 39 (37.14%) were found to be misleading. This percentage is higher than that from a previous study that evaluated English-language videos addressing COVID-19 (19/69, 27.5%) [44]. Useful videos did not exceed misleading ones in popularity, which suggests that the chance of a layperson being exposed to inaccurate information is quite high. Unfortunately, fake news spreads six times faster than verified news and receives higher viewer interaction [58,59]. Biggs et al [37] reported that misleading videos are more viewed than useful videos because the useful ones have longer running times; however, recent studies on COVID-19–related YouTube videos have returned inconsistent results. Although useful videos gained more views than misleading ones in this study, the difference was not statistically significant (1,344,307 vs 972,020, P=0.11). Furthermore, useful videos earned more comments but fewer likes than misleading videos (3224 vs 2203, P=0.02 and 12,389 vs 18,266, P=0.03, respectively). Previously, there was an attempt to compare Mandarin videos regarding COVID-19 to English ones. They reported that misleading Mandarin videos gained more views than useful ones, but the result was the opposite for English videos (Mandarin: 91,949 in useful videos, 151,868 in misleading videos, P=0.30; English: 288,545 in useful videos, 1621 in misleading videos, P<0.001) [36]. Another study on English-language COVID-19–related videos found that there were no significant differences in views, likes, and dislikes between useful and misleading videos (P=.50, P=.79, P=.10, respectively) [44].

In this study, most of the misleading information was delivered by independent users (32/39, 82.05%). Moreover, some of these videos generated a lot of interaction from viewers. For example, one video suggested that because of COVID-19, a microchip will be inserted into people under the guise of a vaccine to build a global surveillance system; this video gained 330,672 views with 2454 comments. Another video mentioned a conspiracy theory that COVID-19 is a biological weapon, and it was manufactured for human depopulation. Another video with 1,478,262 views claimed that COVID-19 was predicted in works of fiction or in movies. One video posted by a shaman was entirely misleading. It consisted of question-answer pairs, and a shaman answered questions about COVID-19 such as, “When will the COVID-19 pandemic end?” and “When will a COVID-19 vaccine be available?”

The mere fact that a video uploader is a doctor or health expert does not imply that their videos provide accurate medical information. There were 3 out of 11 videos posted by health care professionals that were misleading; 2 videos addressed misleading information throughout the entire running time. There was 1 video that alleged the existence of a conspiracy theory as to when COVID-19 originated and who is responsible for the virus. Another video recommended one vitamin supplement as a cure for COVID-19. In contrast, one video posted by a pharmacist provided partially useful information, but it was still classified as misleading since videos containing any misleading information could potentially disseminate...
misinformation. This video included helpful information during the first half of the running time, such as characteristics of the viral disease, transmission, hand hygiene, and face masks. However, during the second half, the video recommended several foods such as ginger, onions, green tea, and black beans as immune boosters against COVID-19. Although good nutrition is key to staying healthy, this video was classified as misleading because no food or dietary supplement alone can prevent COVID-19.

Most videos by news agencies in this study provided scientifically accurate information (35/39, 89.74%). Video clips of television-based news were often posted on YouTube, amplifying the impact of traditional media. Given the inclusion criterion for this study, it can be reasoned that consumers may have the social media literacy skills to choose appropriate videos among the hundreds of thousands of videos that can be viewed on YouTube.

Government-generated videos were effective delivery tools. Although they comprised only 7.62% (8/105) of the total videos, they were all useful and gained the highest median views (P=.04). They also had the shortest median running time at 41 seconds (P=.002) and showed higher reliability and overall quality (all P<.001). These findings are consistent with previous studies. A systematic review of health care information on YouTube found that government-agency–generated videos had credible information [45]. Similarly, in a study performed by Li et al [44], government videos only contributed 2.89% (2/69) of COVID-19–related English videos, but they contained only useful information and showed higher reliability compared to consumer videos (DISCERN: 4.57 vs 2.12, P=.008; JAMAS: 2.71 vs 1.50, P=.03) [44].

However, credible videos with high quality were not popular. Considering that videos generated by government agencies received the least number of likes and comments (P=.005, P=.03, respectively), they failed to encourage viewer interaction and engagement. They also showed the lowest VPI as a measurement of popularity, but the VPI was not significantly different (P=.54). Government or news agencies were also more likely to post videos with a proper title (median TCCI of 5.0, IQR 4.0–5.0 and 5.0, IQR 5.0–5.0, respectively). In contrast, independent users were more likely to post clickbait videos with sensationalist headlines or eye-catching, attention-grabbing thumbnails with large gaps between the title and their content (median TCCI 3.0, IQR 3.0–4.0). Viewers are more likely to select emotionally appealing titles, regardless of the correctness of the content [60].

Several studies have reported content differences among analyzed COVID-19–related YouTube videos. Basch et al [52] reported that “quarantine and travel restrictions” was the most discussed item in English and Spanish videos (89/89 and 84/89, respectively), and “precautionary measures” was covered in less than one-third (0/100 to 31/100) of the videos. In a study performed by Khatri et al [36], only 10% (2/21) of Mandarin videos covered “testing” compared to 53.19% (25/47) of the English videos [36]. In our study, 45.45% (30/66) of videos covered “testing.” On the other hand, “transmission” was the most mentioned subject in both Mandarin and English videos, which is similar to our finding (49/66, 74.24% in our study; 43/47, 91.49% in English; 17/21, 81% in Mandarin).

Through content analysis, we can understand the characteristics of popular COVID-19–related videos in Korea. As shown in Table 2, the most common content was “transmission and precautionary measures.” Even all the videos published by the government agencies covered “transmission and precautionary measures.” Various personal protective strategies were emphasized in these videos, including washing hands, wearing a mask, maintaining a distance of 1-2 meters, staying home when sick, and avoiding gatherings. These strategies may encourage people to practice preventive behaviors such as personal hygiene and social distancing. Asymptomatic carriers were also mentioned in these videos, and the comments on these videos show that people share similar concerns. For example:

“I am young and healthy. It looks like I will probably be okay, but what if I spread the virus to my parents without knowing it? They are old and weak. I’ve got to stay at home.”

The second most common content area in Korean videos regarding COVID-19 covered “signs and symptoms.” These videos may encourage people who develop suspicious symptoms to be screened as soon as possible. Early detection of the symptoms of COVID-19 may enable people to visit the hospital early on, improving treatment responses and leading to decreased mortality.

Furthermore, videos frequently mentioned call centers run by KCDC or the regional health department. In addition, they recommended having a consultation from the call center first before visiting a hospital if an individual had suspicious symptoms or had come in contact with a patient with COVID-19. This could prevent the spread of the virus from patients who are infected to health care providers.

Of the videos uploaded by independent users, two were “patient experience” videos. One video is filmed by a patient lying in a hospital bed who has COVID-19. The patient, who was having difficulty breathing, was trying to talk to the viewers about not taking any risks regarding COVID-19. The other video includes a survivor of COVID-19 who shares his personal story and experience with viewers. Viewers shared their opinions through the comments under these videos.

“Thank you for sharing your story. I hope you will get better soon.
It looks like so much pain. It is so sad and scary.
When you go outside, please wear a mask. It is for our family and friends.”

Science is not supposed to be a popularity contest, but governments should exert more effort to disseminate accurate and complete information via social media to ameliorate the negative health consequences of misinformation. Peer-reviewed or expert-approved videos are expected to provide credible medical information [61]. However, only a few of them that were uploaded by government agencies, universities, hospitals, and medical associations were included in this study because they did not rank within the 200 most viewed videos. The efforts of health care professionals cannot efficiently compete with
malicious people and bots, who are able to automatically post millions of messages [62,63].

Limitations

This study includes several limitations. First, this is a cross-sectional study, so it is limited to capturing YouTube scenes at a certain point in time. Common search terms or the most viewed videos may change over time, and longitudinal changes in video metrics such as views, likes, dislikes, or comments were not captured. Second, there is no validated tool for evaluating video-based medical information. Therefore, we adopted the evaluation tools commonly used in previous studies on online consumer health information. A comprehensive evaluation tool for the medical content of videos needs to be developed. Third, we could not tell whether watching a video clip led to a change in health behavior. For example, some people enjoy watching conspiracy videos to pass time and may be able to distinguish which stories are valid. Thus, they may end up following the guidelines of authorities regardless of their viewing such videos. More research is needed to evaluate the relationship between exposure to misinformation and health behaviors. Fourth, we did not collect any data on the viewers. All the YouTube video metrics were collected anonymously, so we could not grasp the viewers’ demographic characteristics.

Conclusions

Misleading videos had more likes, fewer comments, and longer running times than useful videos. Korean-language YouTube videos on COVID-19 uploaded by different sources varied significantly in terms of reliability, overall quality, and title–content consistency, but the content coverage was not significantly different. Government-generated videos had higher reliability, overall quality, and title–content consistency than independent user–generated videos.

Although there is concern about the spread of misinformation via YouTube, the educational value of this website cannot be ignored. YouTube can be a powerful tool to keep the public informed during a crisis in a controlled and reassuring manner. However, to do so, accurate information must be made available on such platforms. Therefore, governments should have a stronger presence on social media and produce more online videos to reach a wider audience. First, to accomplish this, policy makers should support health institutions financially so they can use social networking platforms to their full potential. For example, an educational program could be developed to teach health care providers how to make YouTube videos and engage with the audience on social media. Second, health care professionals should cooperate with social media influencers, not compete with them, to reach more people. For example, the top-10 most subscribed YouTubers could create and upload a video in collaboration with a physician guest that provides a combination of entertainment and information on COVID-19. Thus, YouTube users would be able to obtain more high-quality information than false data. Third, compelling content should be used, as it can grab viewers’ attention. For example, visually attractive recordings can receive more views, and emotionally persuasive videos with exemplar stories are more likely to catch viewers’ attention than those with statistical evidence [64]. In this regard, effective communication via YouTube would contribute to reducing the risk of undesirable behavior, such as panic buying, and help the public distinguish between valid information and fake news. YouTube could serve as a rapid and inexpensive platform for reaching more people with accurate information during a public health crisis.
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Abstract

Background: A novel disease poses special challenges for informatics solutions. Biomedical informatics relies for the most part on structured data, which require a preexisting data or knowledge model; however, novel diseases do not have preexisting knowledge models. In an emergent epidemic, language processing can enable rapid conversion of unstructured text to a novel knowledge model. However, although this idea has often been suggested, no opportunity has arisen to actually test it in real time. The current coronavirus disease (COVID-19) pandemic presents such an opportunity.

Objective: The aim of this study was to evaluate the added value of information from clinical text in response to emergent diseases using natural language processing (NLP).

Methods: We explored the effects of long-term treatment by calcium channel blockers on the outcomes of COVID-19 infection in patients with high blood pressure during in-patient hospital stays using two sources of information: data available strictly from structured electronic health records (EHRs) and data available through structured EHRs and text mining.

Results: In this multicenter study involving 39 hospitals, text mining increased the statistical power sufficiently to change a negative result for an adjusted hazard ratio to a positive one. Compared to the baseline structured data, the number of patients available for inclusion in the study increased by 2.95 times, the amount of available information on medications increased by 7.2 times, and the amount of additional phenotypic information increased by 11.9 times.

Conclusions: In our study, use of calcium channel blockers was associated with decreased in-hospital mortality in patients with COVID-19 infection. This finding was obtained by quickly adapting an NLP pipeline to the domain of the novel disease; the adapted pipeline still performed sufficiently to extract useful information. When that information was used to supplement existing
structured data, the sample size could be increased sufficiently to see treatment effects that were not previously statistically detectable.

(J Med Internet Res 2020;22(8):e20773) doi:10.2196/20773
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**Introduction**

Outbreaks of novel diseases can create enormous strain on public health systems. Since the time of Snow’s pioneering work [1] on the epidemiology of the London cholera outbreak of 1854, it has been clear that information is key to the successful abatement of these substantial public health challenges. Currently, health care systems have access to quantities of data that would have been unimaginable in Snow’s time. Because these data are in electronic format, they can be manipulated and exploited rapidly. However, a novel disease poses special challenges for informatics solutions. Biomedical informatics relies for the most part on structured data; structured data require a preexisting data or knowledge model; and a novel disease will not have a preexisting knowledge model. This poses a formidable obstacle to leveraging informatics solutions to address the type of public health crisis the world is facing at the time of writing. One solution to the lack of structured information is natural language processing (NLP).

Biomedical text mining, or the use of textual data, in electronic health records (EHRs) has often been proposed as a method for converting unstructured data to the structured data that is needed in public health informatics. One of the advantages of biomedical text mining is that it can be developed rapidly [2], which can permit the leveraging of electronic health records of patients with a novel disease as quickly as they are entered into the EHR. However, although this has often been suggested [3], there has never been an opportunity to actually test that claim in real time. Thus, the current novel coronavirus disease (COVID-19) pandemic, with all of its challenges, presents an opportunity to advance the state of public health informatics. In this paper, we tested this possibility with a case study on the effects of use of calcium channel blockers (CCBs) in patients with high blood pressure on the risk of death from COVID-19 infection. An association between CCB and the outcome of COVID-19 has already been suggested [4] but has not previously been explored in a large multicenter clinical study.

**Methods**

**Data Source and NLP Pipeline**

The data used in this study were obtained from 39 different hospitals in the Paris metropolitan area in the Assistance Publique – Hôpitaux de Paris (AP-HP) system. Focusing on this region of the country and on a large number of hospitals afforded a diversity of patient demographics that would not be available in most other parts of the country. As of May 4, 2020, the Entrepôt de Données de Santé (EDS)-COVID data set contained 84,966 electronic records of suspected or confirmed patients with COVID-19 (see Table 1 for further details on the data set). The records comprise structured fields and free text documents, including clinical notes and narratives. Most of the textual documents do not follow a specific structure and contain different types of patient information, such as patient history, family history, laboratory results, drug history, and prescriptions. Therefore, they represent an excellent test case for the real abilities of text mining. We used the following pipeline:

- Typical preprocessing steps (ie, text cleaning and sentence detection) were applied to the full data set (see Multimedia Appendix 1 for a detailed description).
- Drug names and details of administration (dose, route of administration, frequency, and duration) were extracted via a deep learning approach based on bidirectional encoder representations from transformers (BERT) contextual embeddings [5] (NLP Medication).
- Specific phenotypes associated with COVID-19 (eg, obesity, smoking status), scores (eg, sequential organ failure assessment score) and physiological measures (eg, BMI), were extracted via a list of 60 regular expressions (NLP RegExp).
- All signs, symptoms, and comorbidities included in the Unified Medical Language System (UMLS) [6] were extracted with the quickUMLS algorithm [7] (NLP UMLS).

A visual depiction of the pipeline is provided in Multimedia Appendix 2.

The NLP medication extraction model was a bidirectional long short-term memory with a conditional random field (BiLSTM-CRF) [8] layer on top of a vector representation of tokens using BERT [5]. We fine-tuned multilingual BERT on a set of 10 million clinical texts from EHRs. The model was trained on the APMed corpus, a manually annotated corpus of French clinical texts described in [9]. We used the FLAIR [10] implementation with 2 layers of 1024 units for the LSTMs with an asynchronous stochastic gradient descent (ASGD) optimizer and a reduction of the learning rate on plateau.

The NLP regular expression for the extraction of specific phenotypes was a set of 60 regular expressions developed manually and iteratively by medical informatics experts and physicians. We evaluated their precision at the sentence level using a random sample of 100 positive sentences for each regular expression. Examples of these expressions can be found in Multimedia Appendix 3.

All the terms extracted by the NLP pipeline, regardless of the method, were automatically annotated according to their modality (negated or hypothetical) and experience in the text, as described in previous work [11]. The outputs of the NLP pipeline were normalized to the Observational Medical
Outcomes Partnership (OMOP) common data model (CDM) [12] and were fed back to the database system on a daily basis.

Data Availability
Data supporting this study can be made available on request, on condition that the research project is accepted by the scientific and ethics committee of the AP-HP health data warehouse [13].

Clinical Application: Long-Term CCB Use and Outcomes of COVID-19 in Patients With High Blood Pressure
The clinical goal of this case study was to evaluate the potential effects of CCBs on in-hospital mortality related to COVID-19 [4]. To achieve this goal, we used two different sources of data. The first source was two elements of structured data: International Classification of Disease, Tenth Revision (ICD-10) codes and medication prescriptions from an electronic prescription system. The second source was information on medications and comorbidities extracted by the NLP pipeline from nonstructured fields in the EHR. The inclusion criterion for patients was COVID-19 disease confirmed by reverse transcriptase–polymerase chain reaction (RT-PCR).

We considered a patient as receiving long-term treatment with CCBs (Multimedia Appendix 4) if there were at least two mentions (in structured data or extracted with NLP, respectively) in the last 6 months. We qualified cases as having comorbidities through one occurrence of an ICD-10 code (Multimedia Appendix 5) or two NLP mentions in the last 6 months.

The measured outcome was in-hospital mortality. We used a multivariate Cox proportional hazard model [14] that was adjusted according to age, gender, and the presence of obesity, diabetes, and cancer. The level of significance was set as \( P = .05 \), and all statistical tests were two-sided. We used R statistical software v.3.6.2 (R Project) with the Survival package.

Results
NLP Pipeline
As Table 1 shows, NLP markedly expanded the quantity of medication and phenotype information available for the analysis. The number of data points for medication increased by 7.2 times \((\text{NLP medication}/\text{structured medication})\), and the number of phenotypes increased by 15.2 times \( ((\text{NLP RegExp} + \text{NLP UMLS})/\text{ICD-10 codes}) \). Among the 84,966 patients with records present in the EDS-COVID cohort (Table 1), 45,593 (53.7\%) contained drug information in their narrative EHR documents, whereas only 19,791 (23.3\%) of the patients had medication information available in the structured fields in the EHR.

For specific phenotypes with existing ICD-10 codes (Figure 1), information was only available in clinical free-text fields for the majority of patients: 7133/8526 (60.2\%) for diabetes, and 2138/2871 (74.5\%) for obesity. Some items were absent from the structured data but could be recovered using the NLP extraction pipeline, such as COVID-19–specific symptoms such as ageusia (2449 patients) and anosmia (2732 patients).

In terms of quality, the extraction of medication names showed an F1 score of 93.8\% (91.6\% after normalization) in all sections. When focusing on the admission and discharge treatment sections, the F1 score was 96.7\% (96.0\% after normalization). The detailed results are shown in Multimedia Appendix 6. Regarding the phenotypes extracted by regular expressions in our case study, hypertension showed a precision of 99\%, and obesity, diabetes, and cancer showed precisions of 94\%, 80\%, and 91\%, respectively.

Table 1. Description of the information extracted using the NLP pipeline in the EDS-COVID cohort (N=84,966).

<table>
<thead>
<tr>
<th>Source</th>
<th>Patient records (N=84,966), n (%)</th>
<th>Documents (N=1,524,057), n (%)</th>
<th>Data points, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>NLP(^{a}) Medication</td>
<td>45,593 (53.7)</td>
<td>696,125 (45.7)</td>
<td>5,995,945</td>
</tr>
<tr>
<td>NLP RegExp(^{b})</td>
<td>44,498 (52.4)</td>
<td>711,900 (46.7)</td>
<td>5,449,932</td>
</tr>
<tr>
<td>NLP UMLS(^{c})</td>
<td>44,035 (51.8)</td>
<td>833,610 (54.7)</td>
<td>19,626,172</td>
</tr>
<tr>
<td>Structured medication</td>
<td>19,791 (23.3)</td>
<td>N/A(^{d})</td>
<td>826,554</td>
</tr>
<tr>
<td>ICD-10(^{e}) codes</td>
<td>38,993 (45.9)</td>
<td>N/A</td>
<td>1,643,819</td>
</tr>
</tbody>
</table>

\(^{a}\)NLP: natural language processing.

\(^{b}\)RegExp: regular expression.

\(^{c}\)UMLS: Unified Medical Language System.

\(^{d}\)N/A: not applicable.

\(^{e}\)ICD-10: International Classification of Disease, Tenth Revision.
Case Study
Of the 84,966 total patients, 3965 (4.7%) were included using the NLP pipeline, of which only 1343 (15.9%) could be included if the study were limited to the use of structured data; this increased the number of patients added for the case study increased by 2.95 times (Multimedia Appendix 7). A detailed description of the population of patients who tested positive for COVID-19 with a history of high blood pressure can be found in Multimedia Appendix 8). In terms of the temporal depth of CCB treatment information, Figure 2 shows that a higher volume of information was obtained from text fields compared to structured data.
When using only structured data, we observed an adjusted hazard ratio (aHR) of 0.83 (95% CI 0.67-1.05) for treatment with CCBs; this result was not statistically significant ($P=.12$). When including NLP data, the aHR became 0.82 (95% CI 0.71-0.94), which represents a statistically significant reduction of the risk of death ($P=.005$). Similar results can be observed that support an increased risk of mortality with the presence of diabetes and cancer as comorbidities (Table 2).
Figure 2. Quantity of information about calcium channel blockers for the two data sources over time. NLP: natural language processing.

![Graph showing calcium channel inhibitors in clinical text or in structured data over time.]

Table 2. Results of the multivariate Cox survival model.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Structured data</th>
<th>NLP(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>aHR(^b)</td>
<td>95% CI</td>
</tr>
<tr>
<td>Calcium channel blockers</td>
<td>0.83</td>
<td>0.67-1.05</td>
</tr>
<tr>
<td>Age (years)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45-64</td>
<td>Reference</td>
<td>N/A(^d)</td>
</tr>
<tr>
<td>18-44</td>
<td>0.20</td>
<td>0.03-1.46</td>
</tr>
<tr>
<td>65-74</td>
<td>1.50</td>
<td>0.99-2.27</td>
</tr>
<tr>
<td>75-84</td>
<td>1.68</td>
<td>1.14-2.48</td>
</tr>
<tr>
<td>85+</td>
<td>2.45</td>
<td>1.66-3.61</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>Reference</td>
<td>N/A</td>
</tr>
<tr>
<td>Male</td>
<td>1.59</td>
<td>1.27-2.00</td>
</tr>
<tr>
<td>Obesity</td>
<td>1.07</td>
<td>0.81-1.42</td>
</tr>
<tr>
<td>Diabetes</td>
<td>1.22</td>
<td>0.98-1.52</td>
</tr>
<tr>
<td>Cancer</td>
<td>1.20</td>
<td>0.96-1.49</td>
</tr>
</tbody>
</table>

\(^a\)NLP: natural language processing.
\(^b\)aHR: adjusted hazard ratio.
\(^c\)HR: hazard ratio.
\(^d\)N/A: not applicable.
Discussion

In this paper, we investigated the potential utility of biomedical NLP in the context of a rapidly emerging novel disease. To do this, we asked a specific question: Does the leveraging of unstructured textual information via NLP yield clinically actionable information? To answer this question, we used NLP to extract information about hypertension and a medication for treating it from the EHRs of patients with COVID-19. The results showed that an NLP pipeline can be adapted quickly to the domain of a novel disease, it can perform well enough to extract useful information, and when that information is used to supplement the structured data that is already available, the sample size can be increased sufficiently to see treatment effects that were not previously statistically detectable.

Several agencies, notably the European Medicines Agency, have highlighted the benefits of using real-world data for research, in particular for the generation of complementary evidence and new hypotheses [15]. During the peak of the COVID-19 pandemic, the time available for clinicians to enter EHR data was greatly reduced. Medical informatics became vital to manage the crisis in hospitals and acquire better knowledge of the disease. The NLP pipeline was implemented within two weeks at the beginning of the COVID-19 epidemic in France, building on previous developments in artificial intelligence and text mining at AP-HP. More specifically, combining nonspecific preexisting developments (eg, negation, family history, and hypothesis detection) to tailored extractions (ie, regular expressions) allowed us to obtain rapid results of sufficient quality.

Approximately 60 internal research projects exploring EDS-COVID data were submitted for Institutional Review Board approval within the first eight weeks of COVID-19 epidemic. More than half of these projects studied variables such as symptoms (eg, ageusia), radiological signs (eg, crazy paving), comorbidities (eg, obesity), and drug history (eg, hydroxychloroquine), requiring extraction of information from narrative reports in EHRs.

The case study described in this paper shows the possible impact of using information extracted from text in the EHR for COVID-19 research. More precisely, the conclusions of the above study would have been different if information from unstructured fields had been excluded. In our case study, the addition of information from NLP did not dramatically change the hazard ratio from the analyses; however, it allowed us to include more patients and therefore narrowed the CIs and increased the statistical power. Note that the increased statistical power is mainly due to the increase in the number of patients included and the quantity of data available. Further analyses are required to assess the validity of the associations detected here, given that some confounding biases may remain and provoke false positive results. Reproducing the analysis with an external population or performing falsification testing [16] could help improve the validity of these findings.
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Abstract

Background: The coronavirus disease (COVID-19) pandemic began in Wuhan, China, in December 2019. Wuhan had a much higher mortality rate than the rest of China. However, a large number of asymptomatic infections in Wuhan may have never been diagnosed, contributing to an overestimated mortality rate.

Objective: This study aims to obtain an accurate estimate of infections in Wuhan using internet data.

Methods: In this study, we performed a combined analysis of the infection rate among evacuated foreign citizens to estimate the infection rate in Wuhan in late January and early February.

Results: Based on our analysis, the combined infection rate of the foreign evacuees was 0.013 (95% CI 0.008-0.022). Therefore, we estimate the number of infected people in Wuhan to be 143,000 (range 88,000-242,000), which is significantly higher than previous estimates. Our study indicates that a large number of infections in Wuhan were not diagnosed, which has resulted in an overestimated case fatality rate.

Conclusions: Increased awareness of the original infection rate of Wuhan is critical for proper public health measures at all levels, as well as to eliminate panic caused by overestimated mortality rates that may bias health policy actions by the authorities.

(J Med Internet Res 2020;22(8):e20914) doi:10.2196/20914
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Introduction

In December 2019, the first cases of coronavirus disease (COVID-19) were reported in Wuhan, China, a megacity with a population of approximately 11 million people. To prevent the spread of this highly infectious disease, the government initiated a city-wide lockdown on January 23, 2020. However, despite these efforts, COVID-19 spread to many countries across the world, reaching pandemic levels, and continues to be a serious public health concern due to its high mortality rate.

According to the large-sample analysis by Wu and McGoogan [1], China’s case fatality rate (CFR) was 2.3%—that is, 1023 deaths from 44,672 confirmed cases as of February 11, 2020, with a significant proportion of cases originating from Wuhan. The large number of infected people in Wuhan put a tight strain on essential medical resources. The city had a much higher mortality rate (according to Feb 10th statistics: CFR=4.05% [748 deaths/18,454 diagnoses]; Apr 24th statistics: CFR=7.69% [3869 deaths/50,333 diagnoses]) than the rest of China. The overall CFR of 2.3% for China was likely overestimated, due
to strained medical resources and a large number of undiagnosed patients. According to a recent study, 78% of those who had been infected were asymptomatic [2]. Therefore, a large number of asymptomatic infections in Wuhan might have never been diagnosed, which contributed to the overestimated CFR. An accurate estimation of the infection rate is therefore important to assess Wuhan’s CFR precisely.

**Methods**

Using Markov Chain Monte Carlo methods, Wu et al [3] estimated that 75,815 individuals (95% CI 37,304-130,330) had been infected in Wuhan as of January 25, 2020. Following this, a number of foreign governments evacuated their citizens and performed thorough etiological tests on them. This group of evacuees can serve as a “random” sample to estimate the infection rate in Wuhan. With internet search as an important source of epidemiologic information on COVID-19 [4], we performed a combined analysis of the infection rates of these population samples using publicly available data (Table 1), instead of a simple pooled calculation, considering potential differences in lifestyles and pathogen exposure across different populations. The combined analysis was done using the Comprehensive Meta-Analysis Software (Biostat, Inc).

**Table 1.** Number of infected people from different countries.

<table>
<thead>
<tr>
<th>Country</th>
<th>Evacuation date</th>
<th>Confirmed cases (n=14), n</th>
<th>Evacuees (n=1401), n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Japan [5]</td>
<td>N/A</td>
<td>9</td>
<td>566</td>
</tr>
<tr>
<td>Korea [6-8]</td>
<td>January 31, 2020</td>
<td>1</td>
<td>368</td>
</tr>
<tr>
<td>Germany [9]</td>
<td>February 1, 2020</td>
<td>2</td>
<td>124</td>
</tr>
<tr>
<td>Singapore [10-12]</td>
<td>January 30, 2020</td>
<td>1</td>
<td>92</td>
</tr>
<tr>
<td>Italy [13]</td>
<td>February 2, 2020</td>
<td>1</td>
<td>56</td>
</tr>
</tbody>
</table>

\( ^a \text{N/A: not applicable.} \)

**Results**

Our analysis demonstrates that there is no significant heterogeneity across different population samples (heterogeneity test \( P=.491 \)). The combined infection rate is 0.013 (95% CI 0.008-0.022) (Figure 1). Based on our results, we estimate the number of infected people in Wuhan, China, to be 143,000 (range 88,000-242,000), which is significantly higher than the estimate proposed by Wu et al [3].

**Discussion**

Our estimate indicates that a large number of infections in Wuhan were not diagnosed. The number of undiagnosed cases in late January and early February is larger than the final diagnosed count reported to date (n=50,333), which has resulted in an overestimated CFR. In addition, our study suggests that the lower CFR (0.51%) estimated by the Centre for Evidence-Based Medicine [15] does not indicate viral variants and loss of virulence. Taken together, increased awareness of the original infection rates in Wuhan, China, is critically important for appropriate public health measures at all levels.
as well as to eliminate panic caused by overestimated mortality rates that may bias health policy actions by the authorities.
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Abstract

Background: The coronavirus disease (COVID-19) pandemic has led to rapid acceleration in the deployment of new digital technologies to improve both accessibility to and quality of care, and to protect staff. Mixed-reality (MR) technology is the latest iteration of telemedicine innovation; it is a logical next step in the move toward the provision of digitally supported clinical care and medical education. This technology has the potential to revolutionize care both during and after the COVID-19 pandemic.

Objective: This pilot project sought to deploy the HoloLens2 MR device to support the delivery of remote care in COVID-19 hospital environments.

Methods: A prospective, observational, nested cohort evaluation of the HoloLens2 was undertaken across three distinct clinical clusters in a teaching hospital in the United Kingdom. Data pertaining to staff exposure to high-risk COVID-19 environments and personal protective equipment (PPE) use by clinical staff (N=28) were collected, and assessments of acceptability and feasibility were conducted.

Results: The deployment of the HoloLens2 led to a 51.5% reduction in time exposed to harm for staff looking after COVID-19 patients (3.32 vs 1.63 hours/day/staff member; P=0.002), and an 83.1% reduction in the amount of PPE used (178 vs 30 items/round/day; P=0.02). This represents 222.98 hours of reduced staff exposure to COVID-19, and 3100 fewer PPE items used each week across the three clusters evaluated. The majority of staff using the device agreed it was easy to set up and comfortable to wear, improved the quality of care and decision making, and led to better teamwork and communication. In total, 89.3% (25/28) of users felt that their clinical team was safer when using the HoloLens2.

Conclusions: New technologies have a role in minimizing exposure to nosocomial infection, optimizing the use of PPE, and enhancing aspects of care. Deploying such technologies at pace requires context-specific information security, infection control, user experience, and workflow integration to be addressed at the outset and led by clinical end-users. The deployment of new telemedicine technology must be supported with objective evidence for its safety and effectiveness to ensure maximum impact.
Introduction

The coronavirus disease (COVID-19) pandemic has overwhelmed even the most developed and well-resourced health systems [1]. Difficult decisions regarding the rationing of personal protective equipment (PPE) for health care workers and even access to care for patients have had to be made [2]. Protecting the health and safety of care workers is a key priority to maintain the quality of care delivered to individual patients and the ability of health systems to deliver care at scale [3]. In Italy, up to 20% of health care workers have become infected with the virus [4], and in the United Kingdom, over 15% of positive tests have been in critical health care workers [5] and over 100 have died [6]—a picture that has been seen globally. A key aspect of this has been severe disruption and shortages in the global supply of PPE due to excess demands and misuse [7]. As such, novel methods that optimize PPE use and protect both health care workers and patients from COVID-19 transmission are urgently needed [8].

Digital innovation has been identified as key to tackling the challenge to staff safety that COVID-19 confers [9]. The pandemic has rapidly accelerated the deployment of new technologies such as telemedicine services [10]. Telemedicine provides a means to deliver care efficiently and leverage access to multiple remote specialists while simultaneously protecting staff and patients from exposure to the virus [11,12]. Mixed-reality (MR) technology offers an immersive experience in which real and virtual elements of an environment dynamically coexist; it is the most recent iteration and extension of telemedicine innovation with the potential to revolutionize clinical care and education through the provision of enhanced functionality and novel content.

The HoloLens2 is an untethered wearable holographic computer that allows bidirectional communication with multiple remote users via video, voice, and MR composites. The technology has been used previously in a variety of clinical and educational scenarios, including perioperative planning, surgical training, anatomical teaching, and 3D telemedicine support [13-17]. The technology offers the potential to increase user immersion and engagement, supplement situational awareness and access to knowledge in real time, and improve performance. It allows users to interact and manipulate spatially registered 3D holographic content within a real environment, and to remotely link with multiple devices and users to allow simultaneous collaborative interaction and working within the visualized environment. MR technology is in its infancy but is the logical next step in the move toward the provision of digitally supported clinical care and education.

The HoloLens2 device has not previously been deployed for the delivery of ward-based secondary care in high-risk environments. This technology-led pilot therefore deployed and evaluated the HoloLens2 for the delivery of remote care across a range of inpatient settings in a UK teaching hospital during the COVID-19 pandemic response. The aim was to assess the practicalities and impact of deploying MR telemedicine technologies for improving staff safety during the pandemic.

Methods

Conduct

The objective of this project was to assess the practicalities and clinical impact of introducing a remote distributed care model supported by the HoloLens2. All technologies sit within a multidomain system that includes its users and environment; it cannot be developed, deployed, or evaluated in isolation [18]. Workflow considerations and human factors must therefore also be considered alongside technical decisions when understanding the practicalities and impact of implementing a digital technology and models of care at pace.

A prospective, observational, nested cohort evaluation of the HoloLens2 as a technology-led quality improvement (QI) project was performed. The device was deployed and evaluated across three distinct clinical clusters: a COVID-19 general medicine ward, a specialist COVID-19 unit providing continuous positive airway pressure support, and finally a specialist unit providing care to COVID-19 patients with renal disease. High-level aggregate outcome data pertaining to staff exposure to high-risk COVID-19 environments and PPE use were collected. Assessments of feasibility and acceptability were undertaken via user experience questionnaires with Likert and free-text responses. Local institutional registration and approval was obtained, and data governance and infection prevention and control procedures were agreed upon prior to the commencement of the project. No additional ethical approval was required as the project was conducted as a technology-led QI project under the supervision of the institutional QI team. Explanatory information was provided to all participants. All data were arranged, structured, and analyzed in Microsoft Excel (V15.22, Microsoft Corporation) and IBM SPSS (V26, IBM Corporation). With regards to statistical analysis, standard descriptive statistics were employed, and two-tailed Student’s t tests were used to compare differences, with significance set at P<.05.

Workflow

Prior to the deployment of the HoloLens2, standard clinical practice in all three areas was to provide clinical care through face-to-face ward rounds comprising 3-8 clinical staff members. This required all to don appropriate PPE and provide care in high-risk environments. For this project clinical teams were provided with standardized training on the basic functions of the HoloLens2 device. Teams were not given specific instructions on how to alter their clinical practice or models of care and were free to use the technology in an optimal way for
their local clinical context to support the transition to a remote distributed care model.

In general, following deployment a single senior member of staff would enter the COVID-19 environment to undertake rounds, with the remainder of the team joining virtually from a COVID-19–protected, nonclinical remote location. All members of the team then played an active role in clinical assessment and decision making through the bidirectional audio-visual functionality of the device, and specifically through the first-person bedside view provided to the remote team members. In addition, relevant imaging and electronic health record (EHR) data were placed directly into the field of vision of the device user, with the aim of improving situational awareness, informing better clinical decision making and further reducing the risk of viral transmission by minimizing the need to interact physically with equipment and technology in high-risk areas. In parallel, members of the remote team would document encounters in the EHR, and undertake electronic ordering and prescribing in real time. Device use and functionality is illustrated in Figure 1.

Figure 1. Images demonstrating the use and functionality of the HoloLens2 device. (A) View of end-user in personal protective equipment wearing the device. (B) View of remote clinical team engaging in clinical round from a safe location. (C) First-person view through the HoloLens2 showing the remote clinical team and relevant imaging placed in the user’s field of view as mixed-reality composites (image generated with study group to ensure the protection of patient privacy and data).

HoloLens2
The HoloLens2 is produced and marketed by Microsoft Corporation (Redmond, WA, USA) and is an untethered mixed-reality headset that combines several types of sensors, infrared time-of-flight depth measurement, high-definition cameras, accelerometers, and microphones. It provides a true heads-up display functionality with the ability to place interactive 2D and 3D objects, such as medical imaging or EHR data, within a user’s visual field. Simultaneously, it provides live bidirectional communication via video and voice with multiple remote users through the Remote Assist application to enable hands-free multidisciplinary telemedicine at the bedside. Microsoft Dynamic 365 Remote Assist utilizes the architecture of Microsoft Teams—a unified communication and collaboration platform that combines chat, video meetings, file storage, and application integration—which was deployed across the National Health Service (NHS) in England to help providers respond to the COVID-19 pandemic [19]. The deployment of existing well-used and flexible platforms is likely to be beneficial as their technical and security considerations are already understood.

Information Security and Governance
Ensuring appropriate information security and governance is vital when utilizing new digital technologies, especially when sensitive patient data may be shared electronically. In the United Kingdom, NHSX and other relevant bodies recently updated their guidelines on the use of digital technology and sharing of data during the pandemic, recognizing that a pragmatic, risk-based approach needs to be taken and that an effective pandemic response will require new workflows [20]. For the
deployment of the HoloLens2 and Remote Assist, we connected devices to the secure hospital Wi-Fi network; devices were specifically white listed by media access control address (MAC address) and secured by WPA2 preshared key authentication. We utilized mobile device management to automate deployment, provisioning, policy management, application delivery, and updates across all devices. User accounts were protected with strong passwords and multifactor authentication. Institutional approval for data protection, confidentiality, and information sharing was obtained.

**Infection Prevention and Control**

The aim of this project was to protect staff from infection; therefore, ensuring a standardized process for wearing the device with PPE and for device decontamination was vital. Specific PPE requirements varied according to each clinical setting, local risk assessment, and clinical tasks being undertaken. However, all members entering a high-risk environment are required to wear 4-5 distinct items of PPE, including gown or apron, gloves, hat, mask or respirator, and eye protection. A pragmatic, risk-based approach to wearing and decontaminating the HoloLens2 devices was developed, with a standard method for using the device with different PPE that included the use of surgical caps to protect the device, as well as customized full-face visors for higher risk areas that had a strip cut out to ensure that the sensors and cameras on the headset were not obstructed, while ensuring adequate protection for staff. The cleaning process was aligned with that used for the decontamination of reusable items of PPE such as full-face plastic visors. The development of safe ways to wear and decontaminate the devices was conducted in partnership with our organizational Infection Prevention and Control team prior to commencing the project. An example of donning/doffing and decontamination procedures has been provided in Multimedia Appendix 1.

**Results**

In total, 52 inpatient beds were included across the three clinical clusters, with an aggregate of 51 days of clinical care evaluated during the project. A total of 28 members of clinical staff (n=16, 57.1% male; n=18, 64.3% <35 years of age) completed assessments of acceptability and feasibility, 20 (71.4%) of whom had no experience using the HoloLens2 prior to the project; 23 (82.1%) participants had never used video calling or telemedicine software before the COVID-19 pandemic.

Deployment of the HoloLens2 led to a significant reduction in the mean aggregate duration (hours/day/staff member) that clinical staff were exposed to high-risk COVID-19 environments while delivering clinical care (3.32 hrs vs 1.63 hrs, \( t = 3.21, P = .002 \)) as shown in Figure 2A. The total reduction in exposure ranged from 7.15 hrs to 15.45 hrs per day collectively for each team. This represents 222.98 hrs per week of reduced staff exposure to COVID-19 infection across the three clinical areas evaluated, equivalent to a 51.5% reduction. The overall reduction in exposure to risk was achieved by reducing the number of staff on each round by 2-6 people and by greatly reducing the duration of each round. In addition, by allowing the completion of administrative tasks that were previously undertaken following completion of the round in parallel, overall efficiency was increased and postround workload was reduced:

*Time was saved by not waiting for other people to change PPE between patients and having to repeat the plan on coming out for bays/side rooms. By the time the ward rounds were complete, the documentation and most of the scans/reviews had been requested.*  

[Renal medicine consultant]

Deployment of the HoloLens2 also led to a significant reduction in the mean number of PPE items used (items/round/day) while delivering clinical care in high-risk COVID-19 environments (178 vs 30, \( t = 3.88, P = .02 \)), as shown in Figure 2B. The total reduction in PPE items used ranged from 100 to 204 per day for each team. This represents a total saving of approximately 3100 items of PPE per week across the three clinical areas evaluated, which is equivalent to an 83.1% reduction. Importantly, 89.3% (25/28) of clinical staff felt that their team was safer when using the HoloLens2 to look after COVID-19
positive patients. No member of staff reported any safety concerns while using the device, and all respondents were happy to use it again:

The most important thing is that it is able to protect us from getting infected... [Junior doctor]

With regards to device functionality, all respondents utilized bidirectional audio-visual communication, 23 (82.1%) used EHR data MR composites, 21 (75.0%) used imaging MR composites, and 16 (57.1%) used interactive MR tools such as 3D object annotation. Overall, 21 (75.0%) users agreed the device was easy to set up and 20 (71.4%) thought it was comfortable to wear:

To be honest I forget I am wearing it most of the time. [General medicine consultant]

In total, 22 (78.6%) staff agreed that the HoloLens2 led to a quicker round, 21 (75.0%) a more efficient round; 22 (78.6%) had a better experience of undertaking care when using the device and 19 (67.9%) felt more engaged with the round and clinical decision making. The majority agreed that the device improved the quality of patient care (n=19, 67.9%) and that it enabled staff to make better clinical decisions (n=17, 60.7%). Only a single respondent (3.6%) reported that it reduced the quality of care, and 2 (7.2%) participants thought it did not help support better decision making. Most agreed that the HoloLens2 improved the quality of communication within the clinical teams (n=20, 71.4%), teamwork (n=23, 82.1%), and clinical situational awareness for staff while reviewing patients (n=19, 67.9%):

You can really see a clear picture so we can fully see all the signs, which on a crowded ward round you may not when you are stuck at the back somewhere. [Junior doctor]

Overall, 21 (75.0%) respondents could see the clear benefit in using the technology, and 15 (53.6%) respondents agreed that it should be used for all ward rounds.

Discussion

Principal Findings

This technology-led pilot project has demonstrated that wearable MR devices may have a role to play in protecting staff and reducing PPE use during a pandemic response. The use of the HoloLens2 led to an 83.1% reduction in PPE use and a 51.5% reduction in the time spent by clinical staff in high-risk areas. Nearly 90% of staff felt that their clinical team was safer when using the HoloLens2 to care for COVID-19–positive patients. This feedback suggests that these material improvements in safety and PPE use do not impact the quality nor consistency of care provided and may even enhance aspects of multiprofessional care that have been hampered due to restrictions and changes in practice resulting from COVID-19. The provision of first-person, hands-free audio and visual communication across a distributed team, together with the ability to introduce relevant health data via MR composites is an important development in telemedicine and has the potential for far wider applicability outside of the immediate response to COVID-19.

Limitations

This project suggests that substantial benefits can be obtained through the wider roll-out of MR-based technology; however, this pilot project is not without its limitations. The technology has been deployed in a digitally mature organization and across clinical areas led by motivated and interested staff. As such, there is a risk of early adopter bias, a deployment timeline that is not universally achievable, and the potential for this enthusiasm to have influenced the reported outcomes and provide an overestimation of its usability and practicality. In addition to this, the deployment within a single organization in a nonblinded, randomized, or controlled fashion may have led to the introduction of further bias and implications for the wider applicability of the findings. Further to the limitations in the methodology of this pragmatic pilot study, some issues with the technology were also highlighted. These included limited battery life, concerns around remote participants adequately hearing those not wearing the device (eg, patients), and stability and connection problems related to network speed and capacity. A key concern articulated by some users was that by providing distributed care, team members do not spend direct time with patients, which in turn may have negative consequences for future interactions and the overall quality of the doctor-patient relationship. Despite these valid concerns, patients themselves recognized the benefits presented by the technology:

They are not only saving me... I am not passing anything onto them or their friends. [Patient]

In order to realize the potential benefits of this technology fully, it is vital that further work is undertaken to better understand all aspects of its impact on care delivery, staff safety, and patient outcomes. COVID-19 has led to a rapid expansion in the use of telemedicine and other digital technologies, but much of this has been understandably done at pace, without robust evaluation or assessment strategies, and often with little evidence for its safety, efficacy, and cost-effectiveness [21,22]. There is a need to develop a standardized process for effective governance, as well as robust and transparent evaluation strategies that encompass all aspects of the technology and how it impacts patients, hospitals, and the staff that use it. In addition, there is a need to develop what is an off-the-shelf solution further so that it can better meet the context-specific aspects of in-hospital care; for example, the production of device-specific protective face shields or the development of clinically focused software that allows more user-friendly blending of health data MR composites. The current ad-hoc use of generic software, while meeting the overall objective, limits future applications and potential impact.

Comparison With Prior Work

The use of electronic or smart PPE has been identified as having the potential to protect staff and conserve resources, while simultaneously providing rapid access to emergency care [11]. However, these have largely focused on mobile or desktop solutions rather than devices which are truly wearable, and often involve ad-hoc technology fixes. The use of hands-free MR technology allows for objective improvements in communication and situational awareness for all members of the team. Enabling remote MR-supported clinical assessments can enhance the
ability of team members to recognize and respond to changes in a patient’s condition over and above that offered by more basic voice or video technologies [23]. The provision of first-person, real-time audio and visual information allowed team members to “get a feel” for the patient they are consulting on despite physical distance. This was particularly evident for more junior members of the team, who may previously have not been directly at the bedside during consultations. Further to providing equivalent, if not enhanced, quality of care, obviating the physical presence of the majority of the clinicians in the ward significantly reduced the use of PPE. This is key to rationalize PPE use and may mitigate the significant supply chain disruption and equipment shortages that have been seen globally during the pandemic [24]. In addition to reducing the time clinicians spent exposed to harm and the amount of PPE used, the devices further minimized the risk of disease transmission by removing the need to handle equipment physically, such as computers, in the clinical environment. Even with proper hand sanitization and PPE use, there is still the potential for contamination of portable medical equipment [25], and so reducing physical interaction is key in minimizing risk. Finally, it is estimated that up to 7% of health care workers may have an asymptomatic COVID-19 infection [26], and around 20% of COVID-19 infections in hospital inpatients are thought to be nosocomial [27]; the use of technology to reduce exposure may therefore also act to protect patients as well as staff from disease spread.

When embarking on rapid response projects such as this, it is important to select a relatively mature off-the-shelf technology and only seek to make minor modifications. This ensures that there is background technical knowledge and awareness to help speed up deployment and aid with troubleshooting. In addition, by choosing or modifying existing technologies, issues pertaining to data security and privacy should have already been explored and understood to some extent. Agility is needed in complying with data governance regulations when they themselves may rapidly change in response to a crisis [20]. However, once the initial response is complete and the transition to a mature embedded technology platform begins, an in-depth governance and security assessment must be undertaken to ensure full compliance with regulation and legislation, and to maintain the trust of users and patients. Choosing a mature technology also means that there may be some existing evidence for its efficacy and safety, although this is often not the case with new digital technologies [28]. It is essential to ensure that deployment is context specific as no two clinical areas possess the same workflows, structures, and team practices. Final strategies for deployment and alignment to current workflows need to be flexible and driven by the clinical end-users. A clear evaluation plan must also be developed to ensure that efficacy, safety, and impact are captured and disseminated rapidly and robustly. This will ensure that time and resource are not squandered on failing technologies, and potential benefits and successes are rapidly spread both locally and more widely. Linked to this requirement for robust evidence is a need to examine patient-reported outcomes and measures of impact. It is crucial to ensure that patients perceive the quality and experience of their care to be at least maintained, if not improved with the deployment of new technologies, which is an area that was not explored in detail in this pilot study.

Contamination rates of personal devices in hospital can be over 30% and contribute to the risk of pathogen transmission [29]. The HoloLens2, like any head worn technology, is reusable, and the risk of contamination is high. Therefore, when deployed in high-risk areas, particularly when airborne disease transmission is of greatest concern, effective protocols for cleaning and decontamination need to be developed and implemented. Clear and easy-to-follow protocols for donning and doffing of the equipment must be developed locally; effective training should be delivered to ensure that staff minimize the risk of device contamination and do not put themselves at risk of self-contamination and potential infection when using off the device [30,31]. It is important to include all end-users and subject matter experts in infection control when developing and implementing these procedures to ensure they are evidence-based and that they pragmatically balance risk against ease of implementation and use to ensure optimal adherence and impact [32].

Conclusions

This pilot nested cohort study has shown that new technologies such as the HoloLens2 have a potentially important role to play when delivering care to patients with COVID-19, minimizing staff and patient exposure to nosocomial infection risk, optimizing the use of PPE, and enhancing aspects of care. This technology has empowered a diverse group of clinicians to collaborate more effectively and efficiently, improved the transfer and dissemination of information and knowledge, and allowed care to be delivered more safely with reduced PPE demands. The initial experience of using the HoloLens2 in high-risk clinical areas is promising. What is now required is further development to cement the technology in day-to-day practice and the evolution of bespoke tools and applications that will enhance its capabilities. These developments must be coupled with robust objective evidence for its safety and effectiveness across a range of settings to ensure its impact on staff, patients, and hospitals is fully realized.
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Abstract

Background: The inherent difficulty of identifying and monitoring emerging outbreaks caused by novel pathogens can lead to their rapid spread; and if left unchecked, they may become major public health threats to the planet. The ongoing coronavirus disease (COVID-19) outbreak, which has infected over 2,300,000 individuals and caused over 150,000 deaths, is an example of one of these catastrophic events.

Objective: We present a timely and novel methodology that combines disease estimates from mechanistic models and digital traces, via interpretable machine learning methodologies, to reliably forecast COVID-19 activity in Chinese provinces in real time.

Methods: Our method uses the following as inputs: (a) official health reports, (b) COVID-19–related internet search activity, (c) news media activity, and (d) daily forecasts of COVID-19 activity from a metapopulation mechanistic model. Our machine learning methodology uses a clustering technique that enables the exploitation of geospatial synchronicities of COVID-19 activity across Chinese provinces and a data augmentation technique to deal with the small number of historical disease observations characteristic of emerging outbreaks.

Results: Our model is able to produce stable and accurate forecasts 2 days ahead of the current time and outperforms a collection of baseline models in 27 out of 32 Chinese provinces.

Conclusions: Our methodology could be easily extended to other geographies currently affected by COVID-19 to aid decision makers with monitoring and possibly prevention.

(J Med Internet Res 2020;22(8):e20285) doi:10.2196/20285
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Introduction
First detected in Wuhan, China, in December 2019, severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection had rapidly spread by late January 2020 to all Chinese provinces and many other countries [1-4]. On January 30, 2020, the World Health Organization (WHO) issued a Public Health Emergency of International Concern (PHEIC) [5-8]; and on March 11th, the WHO declared the coronavirus disease (COVID-19) a pandemic [5]. By April 18, 2020, the virus had affected more than 230,000,000 people and caused the deaths of 150,000 in more than 180 countries [7].

In the last decade, methods that leverage data from internet-based data sources and data from traditional surveillance systems have emerged as a complementary alternative to provide near real-time disease activity estimates (eg, for influenza and dengue) [9-13]. Despite the fact that these methodologies have successfully addressed delays in the availability of health reports as well as case count data quality issues, developing predictive models for an emerging disease outbreak such as COVID-19 is an even more challenging task [14]. There are multiple reasons for this; for example, the availability of epidemiological information for this disease is scarce (there is no historical precedent about the behavior of the disease); the daily/weekly epidemiological reports that become available are frequently revised and corrected retrospectively to account for mistakes in data collection and reporting (a common practice in public health reports); and the presence of a diverse array of uncertainties about disease burden due in part to underreporting of cases [15].

Most efforts to estimate the time evolution of COVID-19 spread and the effect of public health interventions have relied on mechanistic models that parameterize transmission and epidemiological characteristics to produce forecasts of disease activity [16,17]. In contrast, only a limited number of studies have investigated ways to track COVID-19 activity, leveraging internet search data [1,13,18], and few to the best of our knowledge have combined internet-based data sources and mechanistic estimates to forecast COVID-19 activity [19].

We present a novel hybrid methodology that combines mechanistic and machine learning methodologies to successfully forecast COVID-19 in real time at the province level in China [20,21]. We used a data-driven approach to incorporate inputs from (a) official health reports from Chinese Center for Disease Control and Prevention (China CDC), (b) COVID-19-related internet search activity from Baidu, (c) news media activity reported by Media Cloud, and (d) daily forecasts of COVID-19 activity from the simulation epidemiological model GLEAM (global epidemic and mobility), a metapopulation mechanistic model [16]. Inspired by a methodology previously used to successfully forecast seasonal influenza in the United States at the state level [11] and previous methods to monitor emerging outbreaks [22,23], our method is capable of reliably forecasting COVID-19 activity even when limited historical disease activity observations are available. From a methodological perspective, the novelty in our approach comes from a clustering technique that enables the exploitation of geospatial synchronicities of COVID-19 activity across Chinese provinces and a data augmentation technique to mitigate the scarcity of historical data for model training.

Methods

Experimental Design
Our method was designed for forecasting COVID-19 2 days ahead of the current time. We used as inputs the following data sources: COVID-19 activity reports from China CDC; internet search frequencies from Baidu; a number of related news reports from 311 media sources, as reported by the Media Cloud platform; and COVID-19 daily forecasts from a metapopulation mechanistic model. Our machine learning methodology also used a clustering and data augmentation technique. We provide details about data sources and statistical methods in the following sections.

Data Sources

Daily Reports of COVID-19
Case counts of COVID-19 were obtained from China CDC. These data are curated and publicly available via the Models of Infectious Disease Agent Study (MIDAS) association [24]. All data were collected on the original date they became available. Indeed, case counts released by China CDC can be revised, up to several weeks later. In this study, we only used unrevised data, which is the real case scenario to produce real-time estimates. The reports, available for all the provinces, include various activity trends such as new diagnosed cases, new suspected cases, and new reported deaths. For our study, we selected the number of confirmed cases as the epidemiological target and collected activity reports from January 10, 2020, to February 21, 2020.

Baidu Internet Search Activity: Data Exclusion
We collected the daily search fraction for three different COVID-19–related search terms in Mandarin (“COVID-19 symptoms” ["新冠肺炎症状"], “how many degree is fever” ["多少度算发烧"], and “symptoms of fever” ["发烧症状"]). These terms were selected based on their correlation and potential association with case counts of COVID-19 [25] and collected individually for each province from January 1, 2020, to February 21, 2020. Our decision to use internet activity as a source of information is based on the hypothesis that search frequencies from COVID-19–related keywords reflect, to an extent, the number of people presenting symptoms related to COVID-19 before their arrival at a clinic. Given Baidu imposes limits to data access for researchers, we were unable to conduct
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a broad analysis on a wide range of keywords. A visualization of the Baidu search term time series can be seen in Figure 1.

**Figure 1.** Visualization of the evolution of coronavirus disease (COVID-19) cases and Baidu search trends. The evolution of COVID-19 cases is represented in gray and Baidu search trends in green and orange. All-time series have been smoothed for visualization purposes.

**News Reports**

An online open-source platform called Media Cloud, which allows the tracking and analysis of media for any topic of interest through the matching of keywords, was used. We obtained volumes of the number of news articles available over time from a collection of 311 Chinese media websites using the keywords “coronavirus,” “COVID-19,” “2019-nCoV,” “pneumonia,” “fever,” “cough,” and the name of each province to generate province-specific news activity trends. Media data from January 1, 2020, to February 21, 2020 were collected and used as additional source information.

**Global Epidemic and Mobility Model**

The global epidemic and mobility model, GLEAM, is an individual-based, stochastic, and spatial epidemic model [26-28]...
that has been used to simulate the early stages of the COVID-19 epidemic in mainland China and across the world [16]. GLEAM is based on a metapopulation approach in which the world population is divided into subpopulations centered around major transportation hubs (usually airports). Over 3000 subpopulations in about 200 different countries and territories are included in the model. The subpopulations are connected by short-range commuting and long-range travel networks that determine the flow of individuals traveling daily among them. Short-range mobility patterns (eg, daily commuting) are derived from data collected from the National Statistical Offices of 30 countries on five continents [26]. In addition, for the COVID-19 epidemic, mobility variations in mainland China are further calibrated using deidentified and aggregated domestic population movement data as derived from Baidu Location-Based Services. The airline transportation data consider daily origin-destination traffic flows obtained from the Official Aviation Guide and the International Air Transport Association databases (updated in 2019), and accounting for travel restrictions in 2020. Within each subpopulation, the human-to-human transmission of COVID-19 is modeled using a compartmental representation of the disease where each individual can occupy one of the following four states: susceptible (S), latent (L), infectious (I), and removed (R). Susceptible individuals can acquire the virus through contacts with individuals in the infectious state, and become latent, meaning they are infected but cannot transmit the infection yet. Latent individuals progress to the infectious stage with a rate inversely proportional to the latent period. Infectious individuals progress into the removed stage with a rate inversely proportional to the infectious period. Removed individuals represent those who can no longer infect others, meaning they were isolated, hospitalized, died, or have recovered.

The model produces an ensemble of possible epidemic scenarios providing epidemic indicators, such as the number of newly generated infections and deaths in each subpopulation. The model is initialized by a starting date of the epidemic between November 15, 2019, and December 1, 2019, with 20 to 40 cases caused by zoonotic exposure [29-32]. The transmission dynamic is calibrated by using an Approximate Bayesian Computation approach to estimate the posterior distribution of the basic reproductive number R₀ that uses as evidence the detection of infections imported from China at international locations across the world [33-37]. A sensitivity analysis has been performed on the initial conditions of the model considering different values for the mean latency period (range 3-6 days), the mean infectious period (range 2-8 days), the generation time (range 6-11 days), and the initial number of zoonotic cases (range 20-80). The calibrated model is then used to generate the out-of-sample ensemble of stochastic epidemic evolutions across mainland China.

Statistical Analysis

Aggregation of Daily Reports

To enhance signal and reduce noise, we aggregated case count, search volumes, and media article count for each 3t = 2 days window. As COVID-19 is an emerging outbreak, the amount of epidemiological information, either official or unofficial, is low, and thus, limits our capacity to build predictive models. To maximize usage of data, we applied the strategies below.

Clustering

We clustered the 32 provinces into several groups and trained a model for each group. Clustering and model retraining processes were repeated on every single new prediction date. To determine the similarities in outbreak patterns across Chinese provinces, we calculated the pairwise correlation matrix for confirmed COVID-19 cases by using all historical data available. Then, based on similarity matrix, provinces were clustered by using complete linkage hierarchical clustering, which is an agglomerative hierarchical clustering method, creating clusters based on most dissimilar pairs [38]. The number of clusters K was determined by choosing the K, thereby maximizing the Calinski-Harabasz index [39]. Our clustering method gained higher stability when more data points were available for clustering [40]. More details of the clustering method are presented in Multimedia Appendix 1 [41-43].

Data Augmentation

We conducted data augmentation by using a bootstrap method to resample each data point of the training data set. We made 100 bootstrap samples for each data point to which we added a random Gaussian noise with a mean of 0 (SD 0.01). Due to the stochasticity of both the clustering algorithm and the model training processing, on each prediction day, we run the whole clustering-training process 20 times and take an average of the outputs as our final prediction. Our multistep approach may introduce stochasticity in three different steps: (a) the clustering process, (b) the data augmentation process, and (c) the regression algorithm. To ensure robustness of our prediction results, the whole process (from clustering to out-of-sample prediction) on each prediction date was repeated at least 20 times and the ensemble (via an averaging approach) predictions were reported as the final prediction. We chose to use an empirical approach to explore whether the number of computational experiments were sufficient to lead to a stable performance. In order to achieve this, we conducted ensemble prediction experiments using realizations from 1 to 50 prediction efforts. We documented the performance of these ensemble predictions using root mean square error (RMSE) and correlation in (Multimedia Appendix 2, Table S1). The performance of the ARGONet + GLEAM method plateaued after about 10-15 realizations as seen on this table. Therefore, we concluded that 20 realizations of our algorithm was an adequate number to ensure robustness and stability of the prediction while not imposing too much computational burden.

Predictive Model

For our prediction task, we fitted a LASSO (least absolute shrinkage and selection operator) multivariable regularized linear model for every data set generated from our clustering and augmentation steps at time t. The LASSO technique minimizes the mean squared error between observations and predictions subject to a L1 norm constraint (more details of this method are provided in
The number of new confirmed COVID-19 cases for the next bi-day can be then expressed as:

\[ y_{T+\delta t} \]

where \( y_{T+\delta t} \) is the estimate at date \( T + \delta t \); \( \delta t = 2 \) days; \( y_T \) is the number of cases at date \( T \); \( S_T \) is the search volume at date \( T \); \( M_T \) is the number of media articles at date \( T \); \( D_T \) is the number of deaths at date \( T \); \( C_T \) is the number of cumulative cases at date \( T \); and \( \epsilon_{T+\delta t} \) is the normally distributed error term.

Models were dynamically recalibrated, similar to the method presented by Santillana et al [44] and Lu et al [11]. Our method, ARGONet + GLEAM, was implemented in an R 3.5.3 environment with a glmnet 3.0-2 library.

A summary of our method can be seen in Figure 2.

**Figure 2.** Summary of the methods used to obtain our coronavirus disease (COVID-19) estimates. GLEAM: global epidemic and mobility.

**Performance of Model and Relevance of Predictors**

Two different metrics were used to measure the performance of ARGONet + GLEAM: (1) the RMSE and (2) the Pearson correlation. To assess the predictive power of our methodology, we compared our performance against the following models:

1. **Persistence rule (baseline):** a rule-based model that uses the new case count at date \( T \) as an estimate of the prediction for \( T + \delta t \) so that \( y_{T+\delta t} = y_T \)
2. **Autoregressive (AR):** a simple AR model built on COVID-19 cases that occurred in the previous three AR lags (2-day reports) (see Multimedia Appendix 1 for more information on this model)
3. **ARGONet:** an alternate version of our methodology that does not include any mechanistic information but including clustering and data augmentation approaches.

As linear models are used in this study, the relevance of predictors in predicting new cases can be defined thanks to the associated factor of each term in the trained model. As all data were normalized using the z-score (strictly within the training data sets) during training and prediction, the associated factor can be approximately understood as how many standard deviations the predicted new cases \( y_T + \delta t \) will change if 1 standard deviation changes in the predictor.

**Data Sharing**

All codes and data will be made available via the Harvard dataverse.

**Results**

We produced 2-day-ahead (strictly out-of-sample) and real-time COVID-19 forecasts for 32 Chinese provinces for the time period spanning February 3, 2020, to February 21, 2020. A visual representation of our out-of-sample model forecasts is shown in Figure 3 along with the subsequently observed COVID-19 cases, as reported by China CDC.

Our results show that ARGONet + GLEAM outperforms the persistence model in 27 out of 32 Chinese provinces. Even in provinces where ARGONet + GLEAM failed to produce improvements to the baseline model, our model produced reasonable disease estimates as seen in Figure 3. These provinces include Shanxi, Liaoning, Taiwan, Hong Kong, and Guangxi (the latter three with very different administration, and likely health care, systems compared to the rest of the provinces).
Figure 3. Graphical visualization of the estimates obtained by ARGONet + GLEAM. The number of new confirmed cases for coronavirus disease (COVID-19), as reported by China CDC (solid black), along with ARGONet + GLEAM (solid red) 2-day, ahead-of-time estimates between February 3, 2020, to February 21, 2020. As a comparison, the dotted blue line represents the persistence model.

Experimental Design AR Model

We analyzed the performance of models built using only local, province-level epidemiological data as input. We generated an AR model for each province, built on COVID-19 cases that occurred in the previous three AR lags (i.e., the previous three 2-day reports), and compared our estimates with the baseline. Our results, presented in Figure 4 (also see Tables S2 and S3 in Multimedia Appendix 2 for a detailed description of our model results), labeled AR, show that the AR model’s predictive power was overall inferior to baseline performance, with exception to Jilin, Tianjin, Hebei, Hubei, and Heilongjiang. Subsequently, we incorporated local disease-related internet search information from Baidu and news alert data from Media Cloud as inputs to build ARGO-type models [9]. These
ARGO-type models showed marginal predictive power improvements when compared with AR models and only outperformed the baseline in seven provinces. Figure 4. Graphical visualization of the models’ performances. Comparison of the improvement in terms of root mean square error (RMSE) (top) and Pearson correlation (bottom) for each model used in the study. To facilitate comparison between model scores in each province in terms of RMSE, we normalized the RMSE score of each model by the baseline’s RMSE and visualized its inverse value. In this way, scores above one imply an improvement (RMSE reduction), whereas a score below one implies the model had a bigger RMSE in comparison to the baseline. In the case of correlation, we plotted the difference between the absolute values between each model’s correlation and the baseline. Each panel is ordered, from left to right, based on the metric performance of ARGONet + GLEAM (solid red). AR: autoregressive.

Dynamic Clustering of Chinese Provinces

Based on prior work on influenza activity prediction [11], we added historical COVID-19 activity information for all Chinese provinces to the input of our local models. We calculated the pairwise correlation matrix for confirmed COVID-19 cases between all Chinese provinces, between February 1 and February 21, 2020 (Figure 5). Our results showed that most of the provinces experienced similar epidemic trends. To build our (clustered) predictive models, we combined the data available from several provinces with similar trends (in terms of correlation, which was strictly calculated within our training period at the time-step of prediction). The clustering modeling approach, which incorporated internet-based data sources as the ARGO-type models, produced forecasts that led to error reductions for 17 out of 32 provinces compared to the persistence model and improved correlation values in 20 out of 32 provinces.
**Data Augmentation**

As an additional way to increase the number of observations in the training set of each cluster, we implemented a data augmentation technique. This process consisted of generating new observations via a Bootstrap method and addition of random Gaussian noise to every randomly selected observation.

**ARGONet Model**

The results of incorporating both clustering and augmentation techniques can be seen in Figure 4 and a visualization of the errors can be seen in Figure 6. For simplicity, we labeled these predictions ARGONet, even though this implementation of ARGONet is an enhanced version specifically designed for emerging outbreaks where data are scarce. In terms of RMSE, our results show that ARGONet’s predictive power was able to outperform AR and the persistence model in 25 of the 32 Chinese provinces. In terms of correlation, ARGONet outperformed the baseline (persistence) model in 18 provinces.

---

Figure 5. Visualization of the pairwise correlation matrices of confirmed cases and human mobility from Wuhan to each Chinese province. During the period of January, we can see a similar trend of mobility for a big cluster of provinces as well as a similar trend of number of confirmed cases for the period of February.
ARGONet + GLEAM Model

We included forecasts produced by mechanistic model as an additional input in our models (prior to the clustering and augmentation steps). The results of incorporating these estimates can be seen in Figure 4 with the name of ARGONet + GLEAM and a visualization of the errors can be seen in Figure 6. Our results show that the inclusion of mechanistic model estimates improved ARGONet’s predictive power across most provinces. ARGONet + GLEAM led to error reductions in 27 out of 32 provinces compared to the baseline. In terms of correlation, it improved in 26 out of 32 provinces. Provinces like Qinghai, Hunan, and Jiangxi showed the biggest improvement, whereas Taiwan, Hong Kong, Shanxi, and Liaoning did not display error reductions.
Visualization of the Results

As an alternative way to visualize ARGONet + GLEAM’s predictive performance, we plotted a map with Chinese provinces (Figure 7), color coded based on the improvement shown in Figure 4. From a geographical perspective, the provinces where ARGONet + GLEAM had the most improvement (Anhui, Jiangxi, Fujian, Sichuan, and Guangdong) were located in south central China. Shanxi, Liaoning, Taiwan, Hong Kong, and Guangxi are the provinces where our models were not able to reduce the error compared to the baseline. While ARGONet + GLEAM’s performance in these provinces was not superior to the baseline, its predictions were within a reasonable range, as seen in Figures 2 and 3. We were not able to perform any analysis on Tibet, one of the largest provinces in China, and Macau given their low count of detected COVID-19 cases.

Figure 7. Geographical visualization of the relative improvement of ARGONet + GLEAM compared to the baseline. Chinese provinces that show an increase in performance relative to the baseline are shaded green, while provinces that did not perform better than our baseline are shaded purple. Provinces with the highest improvement (Anhui, Shanghai, Sichuan, Fujian, Jiangxi, Guangdong, and Qinghai) and underperformance (Taiwan, Shanxi, Liaoning, Hong Kong, and Guangxi) are identified by a red dot over the province.

Analysis of the Importance of the Sources of Information Over Time

To minimize the prediction errors in our estimates, the dynamic design of our methodology utilizes different sources of information as needed over time. This means that for each province (or group of provinces within a cluster), we can quantify the predictive power of different features used in our models as time evolves. Our analysis, visualized in Figure 8, shows that historical COVID-19 confirmed cases and suspected cases were consistently relevant sources of information over most of the study period. Internet-based search terms from Baidu were also frequently used. Daily news counts were used by our models in a selected number of provinces. However, for many of these provinces, the importance of media article counts decrease over time. Estimates from mechanistic models contributed to our model prediction, especially in early February 2020.
Figure 8. Graphical visualization of the relevance of data sources. Time evolution of the value (averaged over the 20 experiments) of the linear coefficients for the features used in our methodology, visualized per province. Every heatmap includes the same number of features (rows) and is organized in the same order.

Discussion

Principal Findings

We presented a methodology capable of producing meaningful and reliable short-term (2 days ahead) forecasts of COVID-19 activity, at the province level in China, by combining information from reports from China CDC, internet search trends, news article trends, and information from mechanistic models. Our approach is capable of overcoming multiple challenges characteristic of emerging outbreaks caused by novel pathogens. These challenges include the lack of historical disease activity information to calibrate models, the low volume of case count data, and the inherent delay in gaining access to data. Methodologically speaking, our method maximizes the use of a limited number of observations as the outbreak unfolded by (a) choosing an appropriate aggregation time-window (2 days) to improve the signal-to-noise ratio, (b) leveraging synchronicities in the spatiotemporal trends in COVID-19 across provinces to produce cluster-specific models of prediction, and (c) using data augmentation methods to increase stability in the training of our models.

Previous methods, such as the ARGONet model [11,45], have been shown to make accurate real-time prediction at the state level in the United States for seasonal infectious diseases such as influenza. In addition, Chinazzi et al [16] showed that it was possible to estimate the evolution of an emerging outbreak using a mechanistic model. Nevertheless, as far as we know, reliable real-time methodologies to forecast new case counts for an emerging disease outbreak remained an unsolved problem. In this study, we showed that a dynamically trained machine learning model can accurately produce real-time estimates for COVID-19 outbreaks.

In terms of prediction error, our proposed methodology, ARGONet + GLEAM, was able to outperform the persistence model in 27 out of 32 provinces. While our method does not show prediction error improvements in Guangxi, Liaoning, Shanxi, Taiwan, and Hong Kong, our forecasts are still within range in all provinces except for Taiwan, where very few cases were reported during the time period of this study. It is important to note that Taiwan, Hong Kong, and Guangxi have different administrative (and likely health care) systems compared with the other provinces. This could explain the differences in COVID-19 trends in these regions and could help explain why our models do not seem to add value to the persistence model. Features studies should investigate if incorporating disease activity estimates from other mechanistic models, likely designed with different assumptions and mathematical formulations, could lead to further improvements.

We were unable to identify an accurate (daily) parametrization of changes in human mobility due to the widespread local lockdowns during the period of our study (February 3-21, 2020), and thus, we did not include this data source as a potential predictor. Future studies may incorporate (high temporal resolution) human mobility data as a modulator of transmission and predictor of disease activity. When looking at the entire time period of this study, however, we observed that the data-driven clustering of provinces used in our approach and based on COVID-19 activity appears to have similarities with the clustering one would obtain from using human mobility data made available by Baidu (Figure 5). This result aligns with...
the conclusion of other available studies that found that the time evolution of the COVID-19 outbreak in China was significantly influenced by changes in human mobility (consequence of public health interventions) [16,17,46], and associated with the percentage of people traveling from Wuhan in the early stages.

Limitations
One limitation of our study is that during the test time period of our methods a consistent decrease in COVID-19 cases (due to strong public health interventions) was observed and thus our methods could not be tested for their ability to identify the epidemic peaks across provinces. The brevity of the COVID-19 epidemic outbreak in Chinese provinces was the limiting factor for this as the observations that corresponded to the growth phase of the outbreak were used for training purposes. Future model implementations in other locations where the growth phase has spanned longer time periods, like New York, United States, should investigate the ability of our models to properly identify peaks.

Conclusions
Our findings suggest that it is possible to use very limited amounts of data from multiple data sources to conduct real-time forecasting in the early stage of an emerging outbreak. We believe that our method, ARGONet + GLEAM, could prove to be useful for public health officials to monitor (and perhaps prevent) the spread of the virus [8,11,25,47]. As the SARS-CoV-2 virus continues to spread around the world, extensions of our methods could be implemented to provide timely and reliable disease activity estimates to decision makers.
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Abstract

Background: In Brazil, a substantial number of coronavirus disease (COVID-19) cases and deaths have been reported. It has become the second most affected country worldwide, as of June 9, 2020. Official Brazilian government sources present contradictory data on the impact of the disease; thus, it is possible that the actual number of infected individuals and deaths in Brazil is far larger than those officially reported. It is very likely that the actual spread of the disease has been underestimated.

Objective: This study investigates the underreporting of cases and deaths related to COVID-19 in the most affected cities in Brazil, based on public data available from official Brazilian government internet portals, to identify the actual impact of the pandemic.

Methods: We used data from historical deaths due to respiratory problems and other natural causes from two public portals: DATASUS (Department of Informatics of the Unified Healthcare System) (2010-2018) and the Brazilian Transparency Portal of Civil Registry (2019-2020). These data were used to build time-series models (modular regressions) to predict the expected mortality patterns for 2020. The forecasts were used to estimate the possible number of deaths that were incorrectly registered during the pandemic and posted on government internet portals in the most affected cities in the country.

Results: Our model found a significant difference between the real and expected values. The number of deaths due to severe acute respiratory syndrome (SARS) was considerably higher in all cities, with increases between 493% and 5820%. This sudden increase may be associated with errors in reporting. An average underreporting of 40.68% (range 25.9%-62.7%) is estimated for COVID-19–related deaths.

Conclusions: The significant rates of underreporting of deaths analyzed in our study demonstrate that officially released numbers are much lower than actual numbers, making it impossible for the authorities to implement a more effective pandemic response. Based on analyses carried out using different fatality rates, it can be inferred that Brazil’s epidemic is worsening, and the actual number of infectees could already be between 1 to 5.4 million.

(J Med Internet Res 2020;22(8):e21413) doi:10.2196/21413
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Introduction

Background

On December 31, 2019, the World Health Organization (WHO) received a report from China about cases of pneumonia of unknown etiology in Wuhan, Hubei Province. By January 7, 2020, Chinese scientists isolated the virus, identifying it as a novel coronavirus and initially referred to it as 2019-nCoV (later named severe acute respiratory syndrome coronavirus 2 [SARS-CoV-2]) [1-3]. The virus, which causes coronavirus disease (COVID-19) [4], ended up spreading to other countries and, by late January 2020, the WHO declared it an Public Health Emergency of International Concern; the outbreak was declared a pandemic on March 11, 2020.

The global impact of the virus has been of great concern and has overburdened public health systems worldwide. It can be considered the first true global epidemic of this magnitude in the digital era [5]. COVID-19 is an acute respiratory disease, often severe, which may become fatal to those who are infected [1]. The disease occurs when one comes into contact with contaminated secretions, in particular, large respiratory droplets, as well as when in contact with contaminated surfaces [3]. It disseminates rapidly, compromising the health of a large number of people, and consequently overwhelms health care infrastructure and resources. Decision makers must act immediately to minimize the effects of the disease and flatten the contagion curve to control both spread and fatalities.

As the disease propagates, the burden to health care systems increases, despite a large number of asymptomatic cases. Studies in China show that 62% of COVID-19 transmissions occur as a result of asymptomatic and presymptomatic individuals [6]. Thus, there is a high chance that the actual number of infectees is far larger than that officially announced. Moreover, it is very likely that the actual proliferation of the disease is being underestimated, with a very high number of underreported cases.

The Pandemic in Brazil

Outside the Asian continent, the disease was initially concentrated in Western Europe and North America. In a short period of time, however, it expanded to other parts of the world like Africa and Latin America [7]. Brazil’s first case and death were announced on February 26th and March 17th, respectively. Since then, the disease has been spreading rapidly, devastating almost all regions of the country; at present, Brazil has the fourth highest number of deaths and the second highest number of confirmed infections [8]. According to the coronavirus website of Brazilian Ministry of Health [9], there were more than 700,000 confirmed cases and almost 40,000 deaths, as of June 9, 2020.

The country’s difficult situation is magnified due to social inequalities. According to the Brazilian Institute of Geography and Statistics (IBGE) [10], Brazil has a population of approximately 204.5 million people, of which 85% are <59 years of age. The country has 65 million (31.8%) people living in poor or extreme conditions of poverty (eg, precarious living, lack of basic sanitation, reduced access to health care, etc). It has recorded an unemployment rate of 12.2% in the first quarter of 2020 [10]. Public measures tailored to these populations are necessary. On a positive note, Brazil has a government-funded Unified Healthcare System (Sistema Único de Saúde, SUS) that is responsible for 70% of the population [11].

Brazil has 27 states divided territorially into five major regions: North, Northeast, Midwest, Southeast, and South, with specific climatic, social, and economic characteristics. According to the IBGE [12], the North region has the lowest demographic density, with 4.72 inhabitants/km² and a Human Development Index (HDI) of 0.683. The Southeast region is more developed and the most populous, with approximately 92 inhabitants/km², and accounts for 55.2% of the national gross domestic product (GDP) (HDI=0.784). There is greater social inequality in the Northeast region (HDI=0.608).

A proper estimation of underreported or wrongly reported cases is necessary for a better understanding of the actual epidemic scenario; this will allow for necessary and effective measures to be undertaken by the authorities. In Brazil, underreporting is due to the low rate of testing per 1 million inhabitants. Additionally, there is significant delay in the reporting of test results [13]. During the first weeks of the COVID-19 outbreak, Brazil had tested all suspected cases as well as those that had been in contact with a confirmed case. However, low availability of RT-PCR (reverse transcription polymerase chain reaction) tests forced the Ministry of Health to recommend testing for only serious cases [9]. This approach was also extended to those belonging to high-risk groups (eg, health care professionals).

Different grades of testing and reporting are observed in other countries [14] so it is difficult to understand what the actual situation in Brazil and its states looks like. According to Worldometer [15], 1,182,581 tests have been conducted in Brazil so far, a rate of 5566 tests per 1 million inhabitants, which is much lower than that other countries like Spain (86,921 tests per 1 million inhabitants), Portugal (78,030 tests per 1 million inhabitants), and the United States (53,156 tests per 1 million inhabitants).

This undersampling leads to a high degree of underreported cases, which affects estimates of the actual fatality rate of the disease [7]. Therefore, it is of fundamental importance to uncover the degree to which underreporting has occurred in order to define and establish public health policies related to pandemic response.

It has been suggested that the reproduction number (R) must be less than 1 in order to reduce the number of infected cases [7]. However, although several Brazilian states have adopted isolation, social distancing, and even lockdown measures, noncompliance is an issue.

Official Brazilian Government Internet Portals

With the increasing spread of SARS-CoV-2 in Brazil, there has been a considerable growth in the population's interest for information about the disease. According to Google Trends [16], web queries for the term “Coronavirus” increased substantially in Brazil, reaching its peaks on March 15th and 21st. The most searched terms included “cases of coronavirus,” “deaths coronavirus,” “coronavirus symptoms,” and
“coronavirus update.” During this period, access to news about the virus increased by more than 5000% when compared with the previous period. Additionally, tweets related to the novel coronavirus were among those that were most commented on; in Brazil, topics such as chloroquine, Minister of Health, quarantine, and treatment of coronavirus were the most sought after on Twitter [17].

To manage this increase in interest, several official internet portals were created by the Brazilian municipal, state, and federal bodies for dissemination, monitoring, and guidance. However, the data presented by these public internet portals are contradictory and inaccurate. Some of the data released highly underreport the true number of cases, leading to false perceptions that the contagion is under control. The population must trust the data provided to them in order to accept proposed recommendations [18].

We believe that by aggregating officially available information into a single internet portal, removing contradictions, and using reliable sources, we can gather support from the Brazilian populace to follow WHO-recommended guidelines, thus reducing the contagion rate in Brazil. This portal is under development as part of the work presented in this paper and will enable policy and decision makers to base their assessments on scientific evidences and guide citizens in adopting recommended measures and behaviors (eg, social distancing, frequent hand sanitizing, and more attention to hygiene issues).

This Study
The work described in this paper conducts an investigation into underreported deaths with respect to COVID-19 based on historical mortality data due to respiratory problems and other natural causes. These data are publicly available on the internet through the two main portals of the Brazilian government: the Mortality Information System (SIM) of DATASUS (Department of Informatics of the Unified Healthcare System) [19] and the Brazilian Transparency Portal of Civil Registry [20]. The aim is to systematize the contradictory information in these portals to provide a more representative picture of the pandemic and estimate the possible number of death reports that were incorrectly recorded. These data were used to build time-series models (modular regressions) with the ability to predict the expected mortality rate for 2020. This was done to assess whether significant disagreement is present between the real and expected number of deaths for this period. By estimating the actual number of COVID-19–related deaths, it is possible to determine the number of infected people from officially published fatality rates.

In this study, we used as case studies the capital cities of three regions that were most affected by the pandemic: North (Belém and Manaus), Northeast (Fortaleza and Recife), and Southeast (São Paulo and Rio de Janeiro). The resulting mortality underreporting scenario will be considered for the entire country as these cities represent around 47% of the total deaths in Brazil as of June 9, 2020 [9].

Methods

Overview
We followed the Knowledge Discovery in Databases workflow to extract new and relevant data to enable decision making (Figure 1). Two public databases with nationally consolidated data were consulted: DATASUS and the Brazilian Transparency Portal of Civil Registry. In the analysis, these steps were followed: data extraction, data processing, machine learning, and data interpretation and validation. Health care specialists aided in some of these steps.

Data Extraction
Data were collected from two government sources accessible for public use. The registers present in both databases follow the international standards set by the WHO.

Part of the data collected for this research was extracted from DATASUS (SIM) [19]. It is a system from which one can access regular information on mortality rates in Brazil to assist public health management sectors [19]. Data were extracted for the 2010-2018 period for all capital cities of Brazilian states. It is important to clarify that SIM is updated annually; hence, 2019 was not considered since the data is not available yet. Each entry in the SIM database is highly detailed, concisely presenting all the information contained in the death certificate.

Another source was the Brazilian Transparency Portal of Civil Registry [20]. It comprises deaths registered due to COVID-19 (confirmed or suspected) and respiratory diseases, such as severe acute respiratory syndrome (SARS), pneumonia, and respiratory failure. The civil registry data website is based on death certificates sent by the registry offices countrywide for deaths that take place in hospitals, residences, public roads, etc. Data
were collected for the January 1 to June 1, 2020 period, as well as the same period for the year 2019. For the years 2019 and 2020, the civil registry portal records another category—deaths from other causes (when these were unrelated to COVID-19 but related to respiratory problems). This last category was also considered in this study.

The Brazilian civil registry portal presents the data duly notarized by the civil registry offices and follows a series of legal timelines established by the Brazilian Constitution—a family has 24 hours after the death of a member to notify the registry office, and in turn the registry office has up to 5 days to duly register the death; within 8 days the Information Center of Civil Registry receives the report, which is published by the civil registry portal. Therefore, there may be a delay of 14-15 days for the portal to publish a record.

In addition to the large delay in the Transparency Portal of Civil Registry death reports, it is important to highlight that the update frequency might be different for each city. For certain regions, the delays are even longer. In general, the data for capital cities are updated more frequently. For this reason, although the data were collected on June 1st, the analysis will be conducted using data made available up to May 21st. By adopting this procedure, we can mitigate the effect of late notifications in the analysis.

Data Processing

Data were preprocessed by removing missing and duplicated information to improve quality, so that more significant results can be presented. This removal of data was not substantial, and the entire data set was stored in a single database.

The time series of deaths due to the previously mentioned diseases were from DATASUS (SIM) and were duly processed to be concatenated with those from the Transparency Portal of Civil Registry. Following the conditions used by the civil registry portal, each occurrence of death was classified according to the International Statistical Classification of Diseases and Related Health Problems (ICD) [22] and based on the last, underlying, and immediate cause of death present in the death certificate. The fields used in the database for date of death and ICD are mandatory. The nested classification conditions are summarized in Table 1.

In order to classify each record of data from DATASUS (SIM) based on the listed conditions, it was necessary to identify the ICDs [22]. Thus, the corresponding IDs for the causes of deaths from the civil registry portal are shown in Table 2. Health care specialists contributed to identifying and classifying the ICDs. In order to merge the databases, data referring only to death records for capital cities were extracted from DATASUS (SIM). These records were then aggregated on a daily basis. Therefore, both the databases are now compatible with respect to their indices and columns, making it possible to concatenate the data and merge into a single data set, which was then used to conduct this study.

Table 1. Conditions established by the Transparency Portal of Civil Registry to classify deaths.

<table>
<thead>
<tr>
<th>Order</th>
<th>Condition</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>If there is any mention of COVID-19(^a) in the death certificate, suspected or confirmed, it was considered a death attributed to COVID-19.</td>
</tr>
<tr>
<td>2</td>
<td>If there is any mention of severe acute respiratory syndrome (SARS), it was considered the cause of death.</td>
</tr>
<tr>
<td>3</td>
<td>If there is any mention of pneumonia, it was considered the cause of death.</td>
</tr>
<tr>
<td>4</td>
<td>If respiratory failure is listed as the only cause, it was considered the cause of death.</td>
</tr>
<tr>
<td>5</td>
<td>If the certificate does not mention any of the above conditions, the cause of death was considered as &quot;other&quot;.</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.

Table 2. International Statistical Classification of Diseases and Related Health Problems–10th Revision (ICD-10) classification adopted by the Transparency Portal of Civil Registry.

<table>
<thead>
<tr>
<th>Disease</th>
<th>ICD-10 classification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severe acute respiratory syndrome (SARS)</td>
<td>I260, U04, J22, J100, J110</td>
</tr>
<tr>
<td>Pneumonia</td>
<td>J12, J13, J14, J15, J16, J180, J181, J182, J188, J189, B953, B960, B961</td>
</tr>
<tr>
<td>Respiratory failure</td>
<td>J96</td>
</tr>
</tbody>
</table>

Time-Series Forecasting Model

The models used for time-series prediction were adjusted to predict the expected number of deaths for 2020 based on a historical series from 2010 to 2018 for six capital cities. In order to conduct the experiment, training based on the modular regression model FbProphet [23] was employed. The resulting decomposed time-series model is shown in the following equation:

\[
y(t) = g(t) + s(t) + h(t) + \varepsilon_t, \quad (1)
\]

where, according to the model by Harvey and Peters [24], \(g(t)\) represents a function of tendency used to capture nonperiodic changes in a historical series; \(s(t)\) refers to periodic seasonality, representing the annual, monthly, and weekly recurring behavior; and \(h(t)\) represents the effects of holidays on the data. The component \(\varepsilon_t\) is used to represent peculiar changes not included in the model.
The main component of equation 1, \( g(t) \), is used to represent the trend model. Equation 2 refers to this component when used in forecasting problems that exhibit a linear trend with change points:

\[
g(t) = (k + a(t)T)\delta t + (m + a(t)T)\gamma
\] (2)

where \( k \) is the growth rate, \( \delta \) is a vector containing adjustments to the growth rate, is used as an offset parameter, and \( \gamma \) is used as an adjustment vector for the parameter \( \beta \). The vector \( a(t) \) is used to define the change points, allowing the growth rate to be adjusted accordingly.

As previously mentioned, component \( s(t) \) of equation 1 is used to represent the seasonal influences and recurring behaviors present in the time series. Those seasonal effects rely on a Fourier series representation (equation 3). It is possible to adjust the parameter \( P \), represented in days, in order to obtain the desired seasonality (e.g., \( P=7 \) for weekly seasonality).

\[
s(t) = \sum_{j=1}^{P} \gamma_j \sin(\frac{2\pi j t}{P}) + \sum_{j=1}^{P} \delta_j \cos(\frac{2\pi j t}{P}) + \sum_{j=1}^{P} \eta_j \sin(\frac{2\pi j t}{P}) + \sum_{j=1}^{P} \xi_j \cos(\frac{2\pi j t}{P})
\]

In order to fit the model to the data, the time-series forecasting is treated as a curve-fitting problem, taking the data seasonality and holiday effects into consideration [23]. The framework uses an implementation of the Limited-memory Broyden-Fletcher-Goldfarb-Shanno algorithm, referenced by Zhu et al [25], in order to find a maximum \textit{a posteriori} estimate.

Data Interpretation and Validation

For this analysis, we used data on COVID-19–related deaths of the six capital cities with the highest number of deaths recorded by the civil registry website: Belém (capital of Pará), Fortaleza (capital of Ceará), Manaus (capital of Amazonas), Recife (capital of Pernambuco), Rio de Janeiro (capital of Rio de Janeiro), and São Paulo (capital of São Paulo).

Once the processing workflow and data cleaning are completed, it is possible to devise a system to predict trends in deaths caused by respiratory issues, as well as to predict the expected behavior of diseases for 2020. Based on the number of deaths per year for each disease for the capital cities under consideration, an estimate of deaths was calculated for normal conditions (i.e., no pandemic). Thus, the difference between the number of expected cases for 2020 and recorded cases for 2020 was determined. Next, this extrapolation was added to the deaths reported for COVID-19, allowing us to estimate the actual number of deaths due to the pandemic. With this analysis, the actual cause of sudden increase in deaths, not only due to respiratory issues but also other deaths, could be estimated.

Results

We conducted an exploratory analysis of the data to evaluate patterns in the number of deaths during the pandemic. Subsequently, we employed a time-series model to estimate the number of incorrectly reported figures.

Exploratory Data Analysis

The historical series of deaths for 2010-2018 (extracted from SIM [19]), 2019, and 2020 (extracted from civil registry portal [20]) for a same period for all the mentioned years were considered. We observed an increase of 965% (from 75.8 to 732) with respect to the average number of registered deaths due to SARS and respiratory failure per year for Manaus, one of the most affected capitals (Figure 2). Due to a high disagreement from the historical series of deaths for the mentioned period that coincides with the pandemic period, it is necessary to investigate the cause of this large difference.

Recife, Belém, Fortaleza, São Paulo, and Rio de Janeiro also presented a significant increase in the number of deaths in 2020. Figure 2 illustrates the disagreement between the number of deaths that occurred between the 13th and 19th weeks of the epidemic in 2020 with respect to the average of the historical series for the same period in previous years for both the diseases—respiratory failure and SARS—that presented a large variation. It is possible to observe distinct behaviors in the discrepancy in records for each city. In Recife, the substantial increase in SARS cases draws a great deal of attention, while Manaus presented a considerable increase for all causes of death. Despite the increase being more significant for SARS and respiratory failure, we observed occasional discrepancies in regard to pneumonia and deaths due to other causes. The mean number of deaths and standard deviations, along with the percentage of increase with respect to the average of the historical series for these diseases, are presented in Table 3.

As previously mentioned, we observed a major discrepancy for SARS-related deaths for all cities. A sudden increase of 6991% (from 9.8 to 685) for SARS in Recife, for example, might be associated with errors in reporting. SARS, first detected in China in November 2002, is caused by a type of coronavirus called severe acute respiratory syndrome coronavirus (SARS-CoV), with symptoms similar to COVID-19, causing a severe respiratory viral infection [26]. Thus, it is possible that the similarities between the diseases can compromise the accuracy of death records.
Figure 2. Increases in the number of deaths due to respiratory failure and severe acute respiratory syndrome (SARS).

Table 3. Mean (SD) for the historical series and percent increase/decrease of deaths caused by respiratory failure, pneumonia, severe acute respiratory syndrome (SARS), and other causes.

<table>
<thead>
<tr>
<th>City</th>
<th>Respiratory failure</th>
<th>Pneumonia</th>
<th>SARS</th>
<th>Other causes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belém</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>72.7 (15.62)</td>
<td>180.6 (42.09)</td>
<td>3.6 (2.54)</td>
<td>491.1 (72.5)</td>
</tr>
<tr>
<td>Increase/decrease (%)</td>
<td>+78</td>
<td>+37</td>
<td>+1900</td>
<td>–1</td>
</tr>
<tr>
<td>Fortaleza</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>144.3 (29.09)</td>
<td>442.2 (147.90)</td>
<td>17.9 (10.12)</td>
<td>1474.6 (161.92)</td>
</tr>
<tr>
<td>Increase/decrease (%)</td>
<td>+35</td>
<td>–1</td>
<td>+553</td>
<td>–11</td>
</tr>
<tr>
<td>Manaus</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>66.8 (9.01)</td>
<td>259.4 (41.80)</td>
<td>9.0 (2.16)</td>
<td>1162.6 (122.70)</td>
</tr>
<tr>
<td>Increase/decrease (%)</td>
<td>+283</td>
<td>+192</td>
<td>+5188</td>
<td>+69</td>
</tr>
<tr>
<td>Recife</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>207.5 (32.2)</td>
<td>307.1 (39.3)</td>
<td>9.8 (6.98)</td>
<td>1963.2 (305.40)</td>
</tr>
<tr>
<td>Increase/decrease (%)</td>
<td>–24</td>
<td>–43</td>
<td>+6991</td>
<td>–25</td>
</tr>
<tr>
<td>Rio de Janeiro</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>611.3 (108.85)</td>
<td>1501.1 (166.94)</td>
<td>22.7 (7.64)</td>
<td>6065.1 (495.47)</td>
</tr>
<tr>
<td>Increase/decrease (%)</td>
<td>+15</td>
<td>+16</td>
<td>+1701</td>
<td>–5</td>
</tr>
<tr>
<td>São Paulo</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean (SD)</td>
<td>861.8 (59.12)</td>
<td>2933.3 (247.11)</td>
<td>70.4 (30.82)</td>
<td>8418.1 (571.08)</td>
</tr>
<tr>
<td>Increase/decrease (%)</td>
<td>+70</td>
<td>–2</td>
<td>+192</td>
<td>+6</td>
</tr>
</tbody>
</table>
Time-Series Prediction

The exploratory analysis identified values that were much higher than the average of the historical series for registered deaths during the pandemic period. For this reason, in this section we further analyze the results obtained from the time-series models developed to compare the expected trend (predicted) and the actual trend.

We trained the time-series models with data from January 2010 to May 2019. The model was adjusted to individually predict the behavior of each of the three diseases and deaths over other causes in each.

To compute the error metrics, each model was initially trained using 7 years of data. A cross-validation process was then conducted for the remaining data for every 90-day cutoff at a 470-day horizon. Table 4 shows the absolute errors for the validation set predictions.

The models were then used to predict data up to May 21, 2020, to be compared with the actual data presenting the observed anomalies. Figure 3 compares the number of registered deaths (actual) from civil registry website, including deaths due to COVID-19, and the predicted deaths returned by the time-series models. The results are grouped by epidemiological weeks and considers data from the 9th week until the 21st week of 2020. Our results demonstrated that each city presented a different trend with respect to the peak periods for disease activity within the considered timeframe. Therefore, analysis must be performed considering their specific periods.

Table 4. Mean absolute error (MAE) and mean absolute percentage error (MAPE).

<table>
<thead>
<tr>
<th>City</th>
<th>Respiratory failure</th>
<th>Pneumonia</th>
<th>SARS\textsuperscript{a}</th>
<th>Other causes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MAE</td>
<td>MAPE</td>
<td>MAE</td>
<td>MAPE</td>
</tr>
<tr>
<td>Belém</td>
<td>1.61</td>
<td>9.6</td>
<td>2.64</td>
<td>0.40</td>
</tr>
<tr>
<td>Fortaleza</td>
<td>1.81</td>
<td>11.4</td>
<td>2.34</td>
<td>0.57</td>
</tr>
<tr>
<td>Manaus</td>
<td>0.75</td>
<td>14.0</td>
<td>1.88</td>
<td>0.34</td>
</tr>
<tr>
<td>Recife</td>
<td>1.91</td>
<td>12.3</td>
<td>2.34</td>
<td>0.59</td>
</tr>
<tr>
<td>Rio de Janeiro</td>
<td>2.77</td>
<td>6.7</td>
<td>4.99</td>
<td>0.50</td>
</tr>
<tr>
<td>São Paulo</td>
<td>3.34</td>
<td>2.4</td>
<td>7.78</td>
<td>0.96</td>
</tr>
</tbody>
</table>

\textsuperscript{a}SARS: severe acute respiratory syndrome.
Taking into account the peak periods for each city, predicted figures are smaller than the actual values in terms of the days with a high number of deaths due to respiratory and other causes. The estimates of errors in death reports for each disease, per city, are shown in Figure 4. The number at the end of each bar represents an estimate, in absolute numbers, of the number of cases that deviate from the expected pattern, and most probably were incorrectly recorded.

Each city, with its own particularities (Figure 4), has its causes of death recorded differently. Table 5 presents the considered periods for each city and the difference between the number of reported cases and the number of predicted cases both quantitatively and percentagewise. The last column shows the total difference in the number of deaths for the period not covered in the historical series.

The predicted values show different increases for the investigated cities. For São Paulo, where the first COVID-19 death confirmed by the Brazilian government occurred in the 11th week, the increase was 24.4% (from 7238 to 9004). For the other cities, the following increases were observed: 144.7% (from 1274 to 3117) for Manaus, 128.9% (from 575 to 1317) for Recife, 99.6% (from 485 to 1317) for Belém, 41.2% (from 1279 to 1806) for Fortaleza, and 39.9% (from 3475 to 4863) for Rio de Janeiro. These percentages refer to the increase in death records that didn’t reference COVID-19. Thus, one can see a significant increase in the number of deaths during the epidemic period that attributed to causes that deviate from the expected pattern.

The discrepancy is clearly very large, in terms of percentage values, with respect to the reports on deaths due to diseases considered in this research and other causes, especially SARS, which reported an increase of around 5820% (from 8.04 to 476) in Manaus and 2880% (from 23.32 to 695) in Recife.

Figure 4. Estimated number of deaths wrongfully attributed to respiratory system diseases for the considered periods. SARS: severe acute respiratory syndrome.
Table 5. Difference (Δ) between real and predicted values.

<table>
<thead>
<tr>
<th>Cities (epidemiological weeks)</th>
<th>Δ Deaths</th>
<th>Respiratory failure</th>
<th>Pneumonia</th>
<th>SARS(^a)</th>
<th>Other causes</th>
<th>Δ Total deaths</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belém (15th to 17th)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>88</td>
<td>90</td>
<td>178</td>
<td>125</td>
<td>481</td>
<td></td>
</tr>
<tr>
<td>Increase (%)</td>
<td>127.24</td>
<td>60</td>
<td>1715.56</td>
<td>49.41</td>
<td>99.61</td>
<td></td>
</tr>
<tr>
<td>Fortaleza (14th to 18th)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>69</td>
<td>52</td>
<td>157</td>
<td>248</td>
<td>526</td>
<td></td>
</tr>
<tr>
<td>Increase (%)</td>
<td>52.69</td>
<td>23.47</td>
<td>815.20</td>
<td>27.33</td>
<td>41.17</td>
<td></td>
</tr>
<tr>
<td>Manaus (13th to 19th)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>220</td>
<td>477</td>
<td>467</td>
<td>678</td>
<td>1842</td>
<td></td>
</tr>
<tr>
<td>Increase (%)</td>
<td>611.11</td>
<td>196.12</td>
<td>5820.40</td>
<td>68.75</td>
<td>144.74</td>
<td></td>
</tr>
<tr>
<td>Recife (14th to 19th)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>18</td>
<td>11</td>
<td>671</td>
<td>41</td>
<td>741</td>
<td></td>
</tr>
<tr>
<td>Increase (%)</td>
<td>25</td>
<td>35.48</td>
<td>2880.27</td>
<td>9.13</td>
<td>128.92</td>
<td></td>
</tr>
<tr>
<td>Rio de Janeiro (13th to 19th)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>319</td>
<td>483</td>
<td>391</td>
<td>194</td>
<td>1387</td>
<td></td>
</tr>
<tr>
<td>Increase (%)</td>
<td>96.28</td>
<td>42.49</td>
<td>2284.8</td>
<td>9.7</td>
<td>39.96</td>
<td></td>
</tr>
<tr>
<td>São Paulo (10th to 17th)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Difference</td>
<td>851</td>
<td>301</td>
<td>274</td>
<td>339</td>
<td>1765</td>
<td></td>
</tr>
<tr>
<td>Increase (%)</td>
<td>91.15</td>
<td>24.31</td>
<td>493.53</td>
<td>6.77</td>
<td>24.40</td>
<td></td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

It is reasonable to assume that the values presented in Table 5 were incorrectly reported, concealing the actual number of deaths due to the pandemic. The reporting bias for COVID-19 (relating to respiratory diseases) may have occurred due to delays in releasing the results, lack of tests, or even errors in identifying the disease. It is important to stress that even other causes of deaths increased significantly during the pandemic period (eg, an increase of 68% [from 677.92 to 1664] in Manaus). This study attributes some of these deaths to COVID-19 as well.

Therefore, the extrapolated (period not covered in the historical series) values of the number of deaths were attributed to the underreporting of the pandemic. Table 6 shows the estimates of the percentage of underreporting of COVID-19–related deaths for each city compared to the official number of deaths up to May 21, 2020.

For the cities of this case study, an average underreporting of 40.7% is estimated for deaths related to COVID-19. The values vary between 25.9% to 62.7%, with emphasis on Manaus, which had the highest number of deaths underreported (62.7%), and Recife, with almost 50%. Fortaleza had the lowest number, with 25.9% of underreporting, in spite of its count being substantial.

Table 6. Underreported deaths due to coronavirus disease (COVID-19).

<table>
<thead>
<tr>
<th>City</th>
<th>Population, N (PNAD(^a))</th>
<th>Extrapolated number of predicted deaths</th>
<th>Official number of deaths(^b)</th>
<th>Total number of estimated deaths</th>
<th>Number of deaths per 1 million inhabitants</th>
<th>Underreported deaths (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belém</td>
<td>1,492,745</td>
<td>481</td>
<td>952</td>
<td>1433</td>
<td>959.98</td>
<td>33.57</td>
</tr>
<tr>
<td>Fortaleza</td>
<td>2,669,342</td>
<td>526</td>
<td>1503</td>
<td>2029</td>
<td>760.11</td>
<td>25.92</td>
</tr>
<tr>
<td>Manaus</td>
<td>2,182,763</td>
<td>1842</td>
<td>1094</td>
<td>2936</td>
<td>1345.08</td>
<td>62.74</td>
</tr>
<tr>
<td>Recife</td>
<td>1,645,727</td>
<td>739</td>
<td>747</td>
<td>1486</td>
<td>902.94</td>
<td>49.73</td>
</tr>
<tr>
<td>Rio de Janeiro</td>
<td>6,718,903</td>
<td>1387</td>
<td>2376</td>
<td>3763</td>
<td>560.06</td>
<td>36.86</td>
</tr>
<tr>
<td>São Paulo</td>
<td>12,252,023</td>
<td>1765</td>
<td>3238</td>
<td>5003</td>
<td>408.34</td>
<td>35.28</td>
</tr>
</tbody>
</table>

\(^a\)PNAD: Pesquisa Nacional por Amostra de Domicílios (National Household Sample Survey).
\(^b\)As of May 21, 2020.
The National Household Sample Survey (Pesquisa Nacional por Amostra de Domicílios, PNAD) of the IBGE compiles data based on the socioeconomic characteristics of the Brazilian population [12]. By analyzing the number of deaths and population counts from the PNAD (Table 6), one can see the differences in underreporting and number of deaths per 1 million inhabitants for each city. The differences are also found in Table 5; there are several disagreements for underreporting bias for COVID-19. The differences may have occurred due to the distinct socioeconomic characteristics of each city, such as demographic density, HDI, population age group, access to health care, and number of intensive care unit (ICU) beds available, etc.

São Paulo, for example, ended up with the least number of deaths in terms of percentage (per population) and the least total difference (percentagewise) in deaths for the period not covered in the historical series (Table 5). Moreover, São Paulo has the highest HDI (0.8) in Brazil. It has a one of the highest numbers of ICU beds in the country—22.3 ICU beds per 100,000 inhabitants [27], which is much higher than necessary. On the other hand, Manaus, one of the most affected cities in Brazil, showed the highest difference in records for the extrapolated period not covered in the historical series (Table 5) and the highest number of deaths (population wise) as well as underreporting of deaths. Manaus has the lowest HDI (0.73) among the six capital cities and 9.63 ICU beds per 100,000 inhabitants, the smallest number among the considered cities.

In a recent study, EPICOVID19-BR, carried out by the Federal University of Pelotas (UFPel) [28], researchers interviewed and tested (for SARS-CoV-2) a group of people selected by lottery in the cities identified as the most affected in the country. The objective was to estimate the number of infectees for each city. The first stage considered 133 cities from all Brazilian states and took place between May 14-21, 2020. In this study, the authors reported the following percentage values of infection: Belém (15.10%), Fortaleza (8.7%), Manaus (12.5%), Recife (3.2%), Rio de Janeiro (2.2%), and São Paulo (3.1%).

In the context of EPICOVID19-BR, fatality rates were estimated using the total deaths predicted, along with the official figures of infections and the number of infections estimated by UFPel [28]. The discrepancy between the official number of the fatality rates—Belém (0.64%), Fortaleza (1.37%), Manaus (1.08%), Recife (2.82%), Rio de Janeiro (1.62%), and São Paulo (2.22%)—becomes evident as there is much difference between official figures and counts reported by EPICOVID19-BR. These rates are compatible with those found in several studies [7,29,30]. Therefore, it is estimated that mortality values range from 0.64% (Belém) to 2.82% (Recife), and is much more reliable with respect to officially published counts. Emphasis must be given to the results presented by UFPel (CI 4.8%), which confirms the hypothesis that there is a substantial underreporting not only in the number of deaths but also especially in the number of infections published by official government bodies.

Another relevant study, from Imperial College [7], estimated the COVID-19 impact in Brazilian states from February 25, 2020 to May 6, 2020, using a hierarchical Bayesian model. This model estimates the number of infections, deaths, and reproduction. These fatality rates are estimated to be much more optimistic than those from UFPel. The following fatality rates were calculated: Belém (Pará: 0.9%), Fortaleza (Ceará: 1.1%), Manaus (Amazon: 0.8%), Recife (Pernambuco: 1.1%), Rio de Janeiro (Rio de Janeiro: 0.8%), and São Paulo (São Paulo: 0.7%).

From the several fatality rates investigated (up to the time this study was conducted), and considering the main countries affected by the pandemic and number of predicted deaths in our research, it is possible to estimate the number of infected cases and consequently estimate the percentage of underreporting of infected cases. Table 7 presents estimations of the numbers of those that were infected in each city considering different fatality rates and also shows the estimated percentage of underreporting of infected cases.

Depending on how high or low the fatality ratio is, there is variation in the number of infected cases. For example, as seen in Table 7, the number of cases for São Paulo is estimated to be almost 76,000, considering the highest fatality ratio (Brazil, 6.6%), or approximately 715,000 when considering the lowest fatality ratio (Imperial College, 0.7%).

Based on these differing fatality rates, underreported infection numbers may be monumental. For example, underreporting of infected cases in Manaus (using the fatality ratio from the Imperial College study [7]) and Belém (using the fatality ratio from the EPICOVID19-BR study [28]) may reach 2880% and 2837%, respectively. Such scenarios show, in both the cities, a count that is 30 times the number of confirmed cases. For other capital cities, the numbers may be up to 11 (Recife), 12 (Fortaleza), 17 (São Paulo), and almost 25 times (Rio de Janeiro).

There were 739,503 confirmed cases and 38,406 official deaths, as of June 9, 2020 [9]. If we consider the average percentage of 40.7% for underreporting of deaths as shown in this study, Brazil would have around 64,746 deaths related to COVID-19. Considering the lowest and highest percentage of underreporting presented by the cities studied (Table 6), it would have around 51,846 (25.9%) and 103,071 (62.7%) deaths, respectively, thus, estimating a much higher number of deaths than those officially reported.
Table 7. Estimated number of infection cases and percentage of cases underreported considering differing estimations in fatality rate.

<table>
<thead>
<tr>
<th>Cities</th>
<th>Official count</th>
<th>Fatality rate</th>
<th>UFPel\textsuperscript{b} [26]</th>
<th>Imperial College [7]</th>
<th>China (1.38%) [27]</th>
<th>Brazil (6.6%)</th>
<th>United States (6%)</th>
<th>Global (6.5%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Belém (n=1433)</td>
<td>7675</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infections, n</td>
<td>225,404</td>
<td>159,222</td>
<td>103,841</td>
<td>21,712</td>
<td>23,883</td>
<td>22,046</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underreported (%)</td>
<td>2837</td>
<td>1975</td>
<td>1253</td>
<td>183</td>
<td>211</td>
<td>187</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fortaleza (n=2029)</td>
<td>1864</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infections, n</td>
<td>232,233</td>
<td>184,455</td>
<td>147,029</td>
<td>30,742</td>
<td>33,817</td>
<td>31,215</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underreported (%)</td>
<td>1146</td>
<td>889</td>
<td>689</td>
<td>65</td>
<td>81</td>
<td>67</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manaus (n=2936)</td>
<td>12,317</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infections, n</td>
<td>272,845</td>
<td>367,000</td>
<td>212,754</td>
<td>44,484</td>
<td>48,933</td>
<td>45,170</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underreported (%)</td>
<td>2115</td>
<td>2880</td>
<td>1627</td>
<td>261</td>
<td>297</td>
<td>267</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Recife (n=1486)</td>
<td>11,584</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infections, n</td>
<td>52,663</td>
<td>135,091</td>
<td>107,681</td>
<td>22,515</td>
<td>24,767</td>
<td>22,861</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underreported (%)</td>
<td>355</td>
<td>1066</td>
<td>830</td>
<td>94</td>
<td>114</td>
<td>97</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rio de Janeiro (n=3763)</td>
<td>18,743</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infections, n</td>
<td>147,816</td>
<td>470,375</td>
<td>272,681</td>
<td>57,015</td>
<td>62,717</td>
<td>57,892</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underreported (%)</td>
<td>689</td>
<td>2410</td>
<td>1355</td>
<td>204</td>
<td>235</td>
<td>209</td>
<td></td>
<td></td>
</tr>
<tr>
<td>São Paulo (n=5003)</td>
<td>41,451</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infections, n</td>
<td>379,813</td>
<td>714,714</td>
<td>362,536</td>
<td>75,803</td>
<td>83,383</td>
<td>76,969</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underreported (%)</td>
<td>816</td>
<td>1624</td>
<td>775</td>
<td>83</td>
<td>101</td>
<td>86</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\textsuperscript{a}As of May 21, 2020.
\textsuperscript{b}UFPel: Federal University of Pelotas.

Regarding the number of those infected by the pandemic, based on the value previously calculated for the number of total deaths (40.7%, 64,746 deaths), it can be inferred that Brazil’s count of infection ranges between 981,013 and 5,395,571 (considering respectively the highest and lowest lethality rate, 6.6% and 1.2%, respectively [7]). Hence, it is reasonable to assume that Brazil either is, or may become in the near future, the new epicenter of the COVID-19 pandemic, surpassing the United States, which of June 9, 2020, has the highest number of infected persons (n=1,933,560) [8].

When comparing both countries, the United States currently performs more tests for the disease than any other country in the world [31]. According to Worldometer [15], the United States has conducted 22,624,758 tests—70,799 tests per 1 million inhabitants. These numbers are well ahead of Brazil, which so far has conducted a total of 1,182,581 tests—5566 tests per 1 million inhabitants. Thus, with the testing coverage in the United States being much larger, the actual impact of the pandemic can be more realistically analyzed in that country and, therefore, in comparison to Brazil, more effective actions can be carried out to control the disease.

It is also worth considering the tendency to flatten the evolution curve of COVID-19, which represents the reduction in the number of daily new cases. We compared the evolution of weekly confirmed cases from United States and Brazil, up to June 9th. The reduction in the number of occurrences in the United States indicates that the curve is flattening. In contrast, the number of weekly confirmed cases in Brazil is still increasing. This ascending curve indicates that the pandemic is still growing, tending to surpass the official number of infected Americans in the near future when considering the official numbers. If we consider the highest lethality rates presented in this work, the actual number of infected Brazilian citizens would have already surpassed that of the United States.

Conclusions

The significant rates of underreporting of deaths presented in our research indicate that the counts released by the official Brazilian internet portals are much lower than the actual numbers, making it impossible for the authorities to take more effective action. This is also confusing to citizens, who have demonstrated failure to comply with social isolation measures. Therefore, a public access portal is being developed in order to disseminate more realistic and reliable data on the pandemic, in order to undo the contradictions of official data, guide the population, formulate policies, and estimate the R factor more efficiently.
Our results suggest a growing pandemic and reveal a wide heterogeneity in the outbreak of the epidemic in the cities considered in this case study, suggesting a greater number of underreporting in deaths and infected cases in some cities. This demonstrates differing levels of the outbreak stage, more advanced in some cities compared to others. However, in no city do the results indicate that herd immunity is close to being achieved. In addition, the underreporting of deaths is not stationary over time and may increase during the pandemic period.

The number of deaths due to SARS was considerably higher than the expected number for all six cities, indicating that a large number of deaths related to COVID-19 were possibly mistakenly recorded as SARS. It is assumed that this is due to lack of confirmation and delays in testing or confusion in diagnosis, since COVID-19 is a new disease. Furthermore, delays in disclosing test results also impact the effect and reach of the pandemic. Therefore, it is of paramount importance to increase testing in order to reduce underreporting and encourage rapid dissemination of test results to allow for a closer view of the real COVID-19 situation in Brazil.
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Abstract

Background: The coronavirus disease (COVID-19) pandemic led to substantial public discussion. Understanding these discussions can help institutions, governments, and individuals navigate the pandemic.

Objective: The aim of this study is to analyze discussions on Twitter related to COVID-19 and to investigate the sentiments toward COVID-19.

Methods: This study applied machine learning methods in the field of artificial intelligence to analyze data collected from Twitter. Using tweets originating exclusively in the United States and written in English during the 1-month period from March 20 to April 19, 2020, the study examined COVID-19–related discussions. Social network and sentiment analyses were also conducted to determine the social network of dominant topics and whether the tweets expressed positive, neutral, or negative sentiments. Geographic analysis of the tweets was also conducted.

Results: There were a total of 14,180,603 likes, 863,411 replies, 3,087,812 retweets, and 641,381 mentions in tweets during the study timeframe. Out of 902,138 tweets analyzed, sentiment analysis classified 434,254 (48.2%) tweets as having a positive sentiment, 187,042 (20.7%) as neutral, and 280,842 (31.1%) as negative. The study identified 5 dominant themes among COVID-19–related tweets: health care environment, emotional support, business economy, social change, and psychological stress. Alaska, Wyoming, New Mexico, Pennsylvania, and Florida were the states expressing the most negative sentiment while Vermont, North Dakota, Utah, Colorado, Tennessee, and North Carolina conveyed the most positive sentiment.
Conclusions: This study identified 5 prevalent themes of COVID-19 discussion with sentiments ranging from positive to negative. These themes and sentiments can clarify the public’s response to COVID-19 and help officials navigate the pandemic.

Methods

Data Source

Twitter is a microblogging and social network platform where users post and interact with messages called “tweets.” With 166 million daily users [17], Twitter is a valuable data source for tracking infectious disease outbreaks, natural disasters, drug use, and more [16].

Despite the importance of understanding the public reaction to COVID-19, gaps in the understanding of COVID-19–related themes remain. To address this gap, this study conducted a social network analysis of Twitter to examine social media discussions related to COVID-19 and to investigate social sentiments toward COVID-19–related themes. Study goals were twofold: to provide clarity about online COVID-19–related discussion themes and to examine sentiments associated with COVID-19. Findings from this study can shed light on unnoticed sentiments and trends related to the COVID-19 pandemic. The results should help guide federal and state agencies, business entities, schools, health care facilities, and individuals as they navigate the pandemic.
additional terms. After two cycles, consensus was obtained for
the 13 keywords (Table 1) used to search Twitter posts related
to COVID-19. Data extracted from Twitter consisted of the
following: date of post, username, tweet content, likes count,
replies count, retweets count, place, and mentions. The collected
tweet set did not include the content of retweets and quoted
tweets.

Table 1. Keywords for Twitter post search (N=1,001,380).

<table>
<thead>
<tr>
<th>Keyword</th>
<th>Frequency, n</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coronavirus</td>
<td>250,849</td>
</tr>
<tr>
<td>Covid</td>
<td>340,522</td>
</tr>
<tr>
<td>COVID-19</td>
<td>108,035</td>
</tr>
<tr>
<td>SARS-CoV-2</td>
<td>670</td>
</tr>
<tr>
<td>Stay home</td>
<td>47,772</td>
</tr>
<tr>
<td>covid19</td>
<td>134,773</td>
</tr>
<tr>
<td>lockdown</td>
<td>46,452</td>
</tr>
<tr>
<td>shelter in place</td>
<td>9967</td>
</tr>
<tr>
<td>coronavirus truth</td>
<td>1694</td>
</tr>
<tr>
<td>outbreak</td>
<td>16,045</td>
</tr>
<tr>
<td>pandemic</td>
<td>135,879</td>
</tr>
<tr>
<td>quarantine</td>
<td>325,770</td>
</tr>
<tr>
<td>social distancing</td>
<td>65,725</td>
</tr>
<tr>
<td>hoax</td>
<td>14,703</td>
</tr>
<tr>
<td>be kind</td>
<td>4071</td>
</tr>
<tr>
<td>health heroes</td>
<td>88</td>
</tr>
<tr>
<td>ppe</td>
<td>48,710</td>
</tr>
<tr>
<td>isolation</td>
<td>22,459</td>
</tr>
<tr>
<td>homeschooling</td>
<td>3271</td>
</tr>
<tr>
<td>school cancelled</td>
<td>50</td>
</tr>
<tr>
<td>online teaching</td>
<td>475</td>
</tr>
</tbody>
</table>

Data Analyses

This study applied natural language processing, a form of ML,
to process the tweets. To increase precision and to facilitate
content analysis of the tweets, background noise such as URLs,
hashtags, stop words, and tweets with less than three characters
were removed. Lemmatization, a process of reducing the
inflectional forms of words to a common root or a single term
[18], was applied to the tweets as part of data cleaning. Topic
modeling using Latent Dirichlet Allocation (LDA) [19] was
used to extract the hidden semantic structures in the tweet posts.
The LDA is an unsupervised ML method suitable for performing
topic modeling. It groups common words into multiple topics
and works well with short or long texts. The study employed
several sets of topic modeling, with each set containing 5 to 10
topics, with the authors selecting the topic sets that looked more
sensible and interpretable. Following the selection of a set of
topics, the authors reviewed the top 10 words from each topic
and by consensus developed a theme for each of the topics.
Sentiment analysis using Valence Aware Dictionary and sEntiment
Reasoner (VADER) determined whether the tweet posts expressed positive, neutral, or negative sentiments, as well as the degree of sentiments (also known as compound score or
sentiment score). Sentiment scores were calculated for each
theme, ranging from –1 to 1, with –1 representing the most
negative sentiment and 1 representing the most positive
sentiment. VADER, a sentiment analysis tool based on lexicons
of sentiment-related words, allows automatic classification of
each word in the lexicon as positive, neutral, or negative.
Positive sentiment was categorized by having sentiment scores
≥0.05; neutral sentiment was categorized by sentiment scores
between –0.05 and 0.05; and negative sentiment was defined
by having sentiment scores ≤–0.05. A random sample of 300
tweets were manually coded as having positive, neutral, or
negative sentiments by the investigators, and checked against
the machine’s output of sentiment classifications. Sensitivity
and specificity were then calculated to evaluate the quality of
the work done by the machine. The distribution of the sentiment
and user social network connectivity were examined across
themes. Centrality measures assessed importance, influence,
and significance of the social network themes. Further analyses
examined average sentiments across different states in the
United States. Python (Version 3.8.2) [20] and R (Version 3.6.2;
R Foundation for Statistical Computing) were used to collect
and process the data as well as to conduct the data analyses.
To enable research reproducibility and ensure completely transparent methodologies and analyses, all of the computer code for data collection, data analyses, and figure generation are provided in Multimedia Appendix 1. Readers interested in replicating this study or conducting a similar study can reference these computer codes. Due to the large amount of data that needs to be processed and analyzed, using a supercomputer or other high-performance computing resources is recommended.

Results

During the 1-month data collection period, a total of 1,001,380 tweets were retrieved from 334,438 unique Twitter users, representing 12,203 cities within the 50 states in the United States and the District of Columbia. Figure 1 displays the number of tweets related to COVID-19 from March 20 to April 19, 2020. There was a gradual decline in the number of tweets over time. There was a total of 14,180,603 likes, 863,411 replies, 3,087,812 retweets, and 641,381 mentions. After accounting for background noise and performing lemmatization, there was a total of 902,138 tweets remaining, in which sentiment analysis classified 434,254 (48.2%) tweets as having positive COVID sentiment, 187,042 (20.7%) as having neutral COVID sentiment, and 280,842 (31.1%) as having negative COVID sentiment (Figure 2). Overall, positive tweets outweighed negative tweets with a ratio of 1.55 to 1. The most positive sentiment words consisted of “today,” “love,” “work,” “great,” “time,” “thank,” “think,” “right,” and “know,” whereas negative sentiment words related to “people,” “Trump,” “think,” “right,” “time,” “need,” “virus,” and “shit” (Figure 3 and Table 2). Examples of tweets expressing positive, neutral, and negative sentiments are displayed in Table 3. Sensitivity of the positive sentiments was 89.3% and specificity was 77.3%.

Figure 1. Number of tweets related to coronavirus disease (COVID-19) from March 20, 2020, to April 19, 2020.
Figure 2. Frequency distribution of dominant topic tweets across sentiment types.

Figure 3. Word clouds showing the most frequently used word stems across Twitter users’ post descriptions related to coronavirus disease (COVID-19). The upper left image is a word cloud formed from all tweets, while the upper right image is formed from tweets of positive sentiment. The lower left image is formed from tweets of neutral sentiment, while the lower right image is formed from tweets of negative sentiment.
Table 2. The most frequently used word stems across Twitter users’ post descriptions related to coronavirus disease (COVID-19) by sentiment.

<table>
<thead>
<tr>
<th>All tweets</th>
<th>Positive sentiment</th>
<th>Negative sentiment</th>
<th>Neutral sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>today</td>
<td>thank</td>
<td>people</td>
<td>time</td>
</tr>
<tr>
<td>time</td>
<td>today</td>
<td>time</td>
<td>today</td>
</tr>
<tr>
<td>right</td>
<td>time</td>
<td>trump</td>
<td>need</td>
</tr>
<tr>
<td>even</td>
<td>love</td>
<td>even</td>
<td>people</td>
</tr>
<tr>
<td>know</td>
<td>people</td>
<td>know</td>
<td>going</td>
</tr>
<tr>
<td>thank</td>
<td>need</td>
<td>right</td>
<td>week</td>
</tr>
<tr>
<td>think</td>
<td>know</td>
<td>need</td>
<td>know</td>
</tr>
<tr>
<td>stay home</td>
<td>right</td>
<td>think</td>
<td>right</td>
</tr>
<tr>
<td>going</td>
<td>work</td>
<td>shit</td>
<td>still</td>
</tr>
<tr>
<td>work</td>
<td>even</td>
<td>going</td>
<td>think</td>
</tr>
<tr>
<td>still</td>
<td>still</td>
<td>today</td>
<td>work</td>
</tr>
<tr>
<td>week</td>
<td>good</td>
<td>still</td>
<td>life</td>
</tr>
<tr>
<td>need</td>
<td>going</td>
<td>virus</td>
<td>even</td>
</tr>
<tr>
<td>love</td>
<td>think</td>
<td>week</td>
<td>thing</td>
</tr>
<tr>
<td>look</td>
<td>great</td>
<td>work</td>
<td>trump</td>
</tr>
<tr>
<td>year</td>
<td>friend</td>
<td>crisis</td>
<td>first</td>
</tr>
<tr>
<td>life</td>
<td>week</td>
<td>make</td>
<td>year</td>
</tr>
<tr>
<td>well</td>
<td>well</td>
<td>want</td>
<td>make</td>
</tr>
<tr>
<td>want</td>
<td>stay home</td>
<td>year</td>
<td>really</td>
</tr>
<tr>
<td>good</td>
<td>want</td>
<td>thing</td>
<td>stay home</td>
</tr>
<tr>
<td>said</td>
<td>life</td>
<td>really</td>
<td>everyone</td>
</tr>
<tr>
<td>virus</td>
<td>hope</td>
<td>said</td>
<td>come</td>
</tr>
<tr>
<td>people</td>
<td>look</td>
<td>fuck</td>
<td>getting</td>
</tr>
<tr>
<td>many</td>
<td>trump</td>
<td>life</td>
<td>made</td>
</tr>
<tr>
<td>friend</td>
<td>help</td>
<td>stay home</td>
<td>make</td>
</tr>
<tr>
<td>great</td>
<td>year</td>
<td>many</td>
<td>self</td>
</tr>
<tr>
<td>family</td>
<td>make</td>
<td>everyone</td>
<td>home</td>
</tr>
<tr>
<td>trump</td>
<td>family</td>
<td>state</td>
<td>back</td>
</tr>
<tr>
<td>come</td>
<td>better</td>
<td>stop</td>
<td>state</td>
</tr>
<tr>
<td>made</td>
<td>best</td>
<td>country</td>
<td>update</td>
</tr>
<tr>
<td>really</td>
<td>stay safe</td>
<td>come</td>
<td>virus</td>
</tr>
<tr>
<td>make</td>
<td>virus</td>
<td>world</td>
<td>family</td>
</tr>
<tr>
<td>mean</td>
<td>many</td>
<td>hospital</td>
<td>live</td>
</tr>
<tr>
<td>show</td>
<td>said</td>
<td>much</td>
<td>said</td>
</tr>
<tr>
<td>shit</td>
<td>made</td>
<td>look</td>
<td>gonna</td>
</tr>
<tr>
<td>self</td>
<td>getting</td>
<td>damn</td>
<td>many</td>
</tr>
<tr>
<td>hope</td>
<td>thing</td>
<td>mean</td>
<td>quarantinelif</td>
</tr>
<tr>
<td>thought</td>
<td>live</td>
<td>already</td>
<td>started</td>
</tr>
<tr>
<td>world</td>
<td>everyone</td>
<td>month</td>
<td>mean</td>
</tr>
<tr>
<td>first</td>
<td>world</td>
<td>well</td>
<td>call</td>
</tr>
<tr>
<td>another</td>
<td>really</td>
<td>president</td>
<td>much</td>
</tr>
<tr>
<td>live</td>
<td>show</td>
<td>china</td>
<td>show</td>
</tr>
</tbody>
</table>
Table 3. Examples of tweets expressing positive, neutral, and negative sentiments about coronavirus disease (COVID-19).

<table>
<thead>
<tr>
<th>Positive sentiments</th>
<th>Neutral sentiments</th>
<th>Negative sentiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>• great zoom call this morning, helping a handful of clients and business associates. seems like a monday. quarantine won't stop business from happening, it just might look a little different.</td>
<td>• this is why social distancing is so important</td>
<td>• so sick of covid-19, corona virus !!! tired of social distancing, tired of it all.</td>
</tr>
<tr>
<td>• this quarantine is doing me good on the writing</td>
<td>• day 9 of quarantine: i bought legos,... they should be here by friday</td>
<td>• the only thing covid 19 will accomplish is turning a bunch of medical professionals into functioning alcoholics</td>
</tr>
<tr>
<td>• finding food pleasures in a time of #covid19 crisis</td>
<td>• what i have learned from quarantine is that people like to do push ups and take shots</td>
<td>• had my first quarantine related super hardcore anxiety attack today</td>
</tr>
<tr>
<td>• on the bright side i’ll come out of this quarantine with gorgeous and glowing skin</td>
<td>• what if someone has #coronavirus with no symptom, can they donate blood?</td>
<td>• the saddest moment during the covid-19 pandemic was when muni stopped running the 38i</td>
</tr>
<tr>
<td>• thank you to all of the amazing nurses who are putting themselves on the frontline every day, being of great service to those who are in need during this pandemic. thank you for all you do.</td>
<td>• i keep a list of all the people i have come in contact and the places i’ve been to since the social distancing and shelter at home started.</td>
<td>• i should add that dad died before tests were available, and while his doctor said he believed it was covid-19, he could not definitely say that it was so. but this, too, is a failure of governance, given that we knew it was a threat in january.</td>
</tr>
<tr>
<td>• woke up to excellent news! i knew a person who was battling covid-19, on a ventilator in a different state. she is my age. she was discharged from the hospital yesterday and is now home! hooray!</td>
<td>• praying my friend recovers from covid19</td>
<td>• this is possibly the most insensitive (and couldn’t possibly be true) ads i’ve seen in awhile. taking a victory lap over a financial crisis (because of a viral pandemic which is costing people much worse things than their finances) is gross.</td>
</tr>
</tbody>
</table>

Topic modeling identified 5 salient topics that dominated Twitter discussions of COVID-19 and each of the 5 topics was labeled with a theme: health care environment [21], emotional support, business economy, social change, and psychological stress. Figure 4 displays 5 social network graphs, each corresponding to 1 of the 5 themes. Each social network graph shows the top 10 most frequently used words in tweets corresponding to a specific theme. The words are referred to as nodes or social actors when describing social network graphs, in which the size of the node represents the frequency of a certain word showing up. The lines between the words are referred to as links or actions, and these show the relationship between nodes. “Trump,” “mask,” and “hospital” dominated the discussion of health care environment. “Time” dominated the discussion of emotional support. “Week,” “people,” “home,” “work,” and “need” dominated business economy. For social change, “made,” “today,” and “time” dominated. In psychological stress, “people,” “would,” and “virus” dominated. Of note, Figure 4 reveals that among all 5 topics, the closeness centrality measure is the highest for emotional support, indicating that emotional support is the topic that is likely activated in each of the topic discussions.
**Figure 4.** Social network graphs of the dominant topics about coronavirus disease (COVID-19), with the top 10 associated words per topic. The size of the node is proportional to the weight of the edges.

**Figure 5** displays a heat map of the average sentiment score seen in each state in the United States. The darker the color of a certain state, the more negative the sentiment. Conversely, the lighter the color, the more positive the sentiment. Among the 50 states, Alaska, Wyoming, New Mexico, Pennsylvania, and Florida showed the most negative sentiment. Tweets from Vermont, North Dakota, Utah, Colorado, Tennessee, and North Carolina had the most positive sentiment in general.
Discussion

Overview
An unprecedented situation such as the COVID-19 outbreak makes it important to rapidly define the zeitgeist as new issues arise in a difficult time. This study found that overall, positive sentiment outweighed negative sentiment. Negative sentiment about COVID-19 was more prevalent in sparsely populated states with lower infection rates. Common negative sentiment tweet key words included “Trump,” “crisis,” “need,” “people,” “time,” “virus,” and “right.” Positive sentiment included words of encouragement and key phrases calling for the population to come together. These words included “thank,” “love,” “today,” “good,” and “friend.” The 5 most common themes were health care environment, business economy, emotional support, social change, and psychological stress, which represent the biggest concerns for the public.

Sentiments
Sentiment analysis is useful to capture public perception of an event. Overall, sentiments expressed in tweets about the pandemic were more likely to be positive, implying that the public remained hopeful in the face of an unprecedented public health crisis. Positive sentiment keywords commonly expressed gratitude for frontline workers and community efforts to support vulnerable members of the community, but a few keywords conveyed negative sentiments toward those on the frontline. Some words drew a similarity to frontline workers and soldiers fighting a war. Another form of positive sentiment was the encouragement of infection prevention to maintain public health standards, such as the “Stay Home” trend. These findings tended to correlate to health care environments in COVID-19 hotspots affected by massive redistributions of resources [25].

Twitter Discussion Themes Related to COVID-19

Health Care Environment
The discussions around the health care environment overlapped with politics. Vital supplies such as personal protective equipment and intensive care resources were linked to the need for government support. Health care workers discussed safety on the frontlines as an issue which negatively impacted their mental and physical health [24]. These findings tended to correlate to health care environments in COVID-19 hotspots affected by massive redistributions of resources [25].

Business Economy
A particularly stressful part of the shutdown has been its impact on the US and global economy [26]. Millions of people lost jobs, and unemployment numbers rose rapidly. The term “week” was a significant topic and was linked with conversations about “work”: the words “going,” “back,” and “need” were mentioned. Many people were unemployed or worked from home, and a common topic was “home,” “work,” and “stay” interlinked with the term “like.” These findings indicate that while discussions overwhelmingly centered around the week and work concerns, not all conversations related to loss of work. Some tweets indicated liking working from home. This finding suggests that strategies to reopen the economy that embrace working from home may both be popular and also help to reduce SARS-CoV-2 spread.
Emotional Support

Support from one’s network of family and friends during periods of high stress can help reduce its harmful effects [27,28]. However, social isolation and distancing can preclude receiving the support needed. Our results showed that “time” was an overwhelming topic of discussion and clearly linked to “family,” “friend,” “together,” and “hope.” It may be that despite isolation, individuals find comfort and support through social media connections with their family and friends, while remaining hopeful they will soon have time together.

Social Change

The pandemic and its associated societial upheaval appeared to leave individuals in a state of uncertainty. Overwhelmingly, discussions focused on the word “made,” with links to “today,” “night,” and “morning.” Changes made to individuals’ lives included daily activity restrictions, which could occur in different ways across the entire day. Some changes could be “good,” or individuals may “like” some changes. An interesting finding was “hair.” Shutdown orders for nonessential businesses included hair salons, and these restrictions likely impact individuals’ self-perception of their appearance and the way they maintain their personal grooming.

Psychological Stress

Psychological stress can be acute or chronic and both physiologically and psychologically detrimental [29,30]. Acute stress can become chronic if one is repeatedly exposed to stressful events. The current pandemic took what could have been an acute stress (eg, having the flu) and transformed it into a chronic stressful situation of worldwide sickness and death, and economic disruption. Our study found discussions of psychological stress overlapped with politics. Most discussions centered around “people,” highly overlapping with “virus,” “case,” and “death.” “Would,” also featured prominently, along with “could” and “know,” suggesting that individuals were concerned with the impact that the virus might have on people they know. Discussion also connected “Trump” with “people,” “death,” and “virus,” suggesting that other discussions were focused on the role of the president in leading people to fight the virus and minimize death.

It is unclear why the number of tweets declined during the study period and followed a power law distribution as shown in Figure 1. One possible explanation is that most people tend to have more questions and discussions regarding a phenomenon when it is novel, but the discussions may slow down as time progresses. It is also noted that the behavior of extremely rare events such as stock market crashes and large natural disasters seem to follow the power law distribution [31]. Future research is needed to explore this fascinating pattern and understand the driving force behind the distribution.

The first case of COVID-19 in the United States was reported on January 19, 2020 [32]. By mid-March, all 50 states and 4 United States territories had reported cases. Of the 12,757 COVID-19–related reported deaths as of April 7, approximately half of all deaths were from New York and New Jersey with case-fatality ratios being lowest in Utah [26]. The more positive sentiment of Utah may be in part due to the lower incidences of reported cases and its having the lowest ratio of COVID-19 fatalities in April.

Potential Impact

Our results demonstrate that applying ML methods to mine pandemic-related tweets can yield useful data for agencies, local leaders, and health providers. For example, this study found that sentiments differed by region and geocaching tweets can allow localities to leverage data to match strategies and communications to community needs. When properly analyzed, digital data such as tweets can add to real-time epidemiologic data [33], allowing a more comprehensive and instantaneous evaluation of the pandemic situation. This is important since traditional public health data may take 1 to 2 weeks to become available. By virtue of the sheer volume, Twitter data might also help to identify or track rare event occurrences such as the multisystem inflammatory syndrome associated with COVID-19 in children [16].

In addition, Twitter offers an inexpensive and efficient platform to evaluate the effectiveness of public health communications [34], and to target public health campaigns on the dominant topics of Twitter discussion. For example, tweet analysis regarding mask wearing and hand hygiene can assess messaging. Applying ML to tweets can also provide insight into how the public interprets mixed messages regarding therapies such as hydroxychloroquine.

As the likelihood of a new coronavirus vaccine increases, one concern is that despite the established value of vaccines, only about half the public might elect to take a coronavirus vaccine [35,36]. Even a clinically proven vaccine depends on a high level of acceptance [37] and unsubstantiated concerns about negative side effects might overshadow the benefits of coronavirus immunization. Twitter offers an opportunity to follow vaccine acceptance and to tailor responses to those who oppose vaccination. The local risk of vaccine-preventable diseases can rise when there is a geographic aggregation of persons refusing vaccination and expressing more negative sentiments. Twitter analysis provides a potentially powerful and inexpensive tool for public health officials to identify geographic clusters for interventions and to evaluate their effectiveness.

Limitations

One limitation is that Twitter represents community interaction and its user profiles contain little demographic data, rendering an analysis of Twitter user demographic subgroups meaningless. An analysis of subgroups might yield more insights. Further, Twitter users do not fully represent the United States population, since only 15% of adults use Twitter, and younger adults aged 18 to 29 years old and minorities tend to be more active in Twitter discussions than the general population [38]. Additionally, active and passive Twitter users are more prevalent than moderate users [38]. With such potentially nonuniform sampling distribution and nonrepresentative demographic distribution of the United States population, the findings of specific sentiments can be biased [39], thus cautious interpretation of the findings is needed. However, the number of Twitter users over age 65 continues to increase, reducing the
level of age-related bias. Additionally, the overrepresentation of minorities may be a strength in terms of assessing health disparities.

The real-time posting of tweets is both a strength and a weakness. A strength is that it captures what is happening at the time, but a weakness is that tweet content can evolve very quickly [40], thus requiring constant monitoring of posts. In addition, the use of Twitter is not uniform across time or geography. Padilla et al [41] noted that Thursdays and Saturdays have slightly higher sentiment scores, but this study did not factor such differences into our analyses. Nevertheless, our results illustrate the insights that monitoring tweets can provide to a health-related event. Using ML to assess tweets is a potential weakness since it may not perform as well as human curation [42]. However, a strength is that ML processes a vast amount of data much faster than human methods. Finally, while social media may not capture the sentiment of those less vocal, a tweet analysis can provide insight into the type of information they process.

Conclusions
This study identified 5 overarching themes related to COVID-19: health care environment, emotional support, business economy, social change, and psychological stress. “Trump,” “mask,” and “hospital” dominated the tweets of health care environment. “Week,” “people,” “home,” “work,” and “need” dominated business economy. In psychological stress, “people,” “would,” and “virus” dominated the discussion. Overall, positive tweets outweighed negative tweets. The sentiments can clarify the public response to COVID-19 and help guide government officials, private entities, and the public with information as they navigate the pandemic.
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Abstract

Background: Coronavirus disease (COVID-19) is a serious infectious disease that causes severe respiratory illness. This pandemic represents a serious public health risk. Therefore, early and accurate diagnosis is essential to control disease progression. Radiological examination plays a crucial role in the early identification and management of infected patients.

Objective: The aim of this review was to identify the diagnostic value of different imaging modalities used for diagnosis of COVID-19.

Methods: A comprehensive literature search was conducted using the PubMed, Scopus, Web of Science, and Google Scholar databases. The keywords diagnostic imaging, radiology, respiratory infection, pneumonia, coronavirus infection and COVID-19 were used to identify radiology articles focusing on the diagnosis of COVID-19 and to determine the diagnostic value of various imaging modalities, including x-ray, computed tomography (CT), ultrasound, and nuclear medicine for identification and management of infected patients.

Results: We identified 50 articles in the literature search. Studies that investigated the diagnostic roles and imaging features of patients with COVID-19, using either chest CT, lung ultrasound, chest x-ray, or positron emission topography/computed tomography (PET/CT) scan, were discussed. Of these imaging modalities, chest x-ray and CT scan are the most commonly used for diagnosis and management of COVID-19 patients, with chest CT scan being more accurate and sensitive in identifying COVID-19 at early stages. Only a few studies have investigated the roles of ultrasound and PET/CT scan in diagnosing COVID-19.

Conclusions: Chest CT scan remains the most sensitive imaging modality in initial diagnosis and management of suspected and confirmed patients with COVID-19. Other diagnostic imaging modalities could add value in evaluating disease progression and monitoring critically ill patients with COVID-19.

(J Med Internet Res 2020;22(8):e19673) doi:10.2196/19673
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Introduction

Coronavirus disease (COVID-19) is a viral respiratory disease that first emerged in December 2019, when a cluster of patients with unknown pneumonia was reported in Wuhan City in Hubei Province in China. The causative agent of this unknown pneumonia was a novel coronavirus, later known as novel coronavirus pneumonia (NCP) [1,2]. This virus was then renamed severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) by the International Committee on Taxonomy of Viruses based on phylogeny, taxonomy, and established practice [3,4]. Compared with previous coronaviruses, such as severe acute respiratory syndrome coronavirus (SARS-CoV) and the Middle East respiratory syndrome coronavirus (MERS-CoV), SARS-CoV-2 is highly contagious and
transmissible from person to person [5]. The disease caused by SARS-CoV-2 was officially named coronavirus disease 2019 (COVID-19) by the World Health Organization (WHO) [6]. It quickly spread to other countries worldwide, causing an increasing number of deaths [7,8]. Accordingly, on January 30, 2020, the WHO declared COVID-19 an international public health emergency [9].

The most common clinical symptoms are fever, dry cough, fatigue, and gradual development of dyspnea [10-12]. The current gold standard clinical diagnostic tool for COVID-19 is the reverse transcription–polymerase chain reaction (RT-PCR) analysis of specimens from the respiratory tract. However, this test shows high false negative results due to inadequate cellular material or errors in detection and extraction techniques during nasopharyngeal swab sampling [13-15]. With an increasing number of infected patients and a shortage of RT-PCR testing kits in affected areas, alternative diagnostic and screening strategies are needed [16]. As such, diagnostic imaging now plays a critical role in identifying and assessing the progression of COVID-19 [17].

Recently, radiological literature has focused on chest computed tomography (CT) findings in COVID-19 [18-23]. Excessive use of CT scans can place a substantial burden on radiology departments in practice and increase the risk of infection in CT units [19]. However, other imaging modalities, such as chest x-ray, ultrasound, and positron emission topography/computed tomography (PET/CT), have also been used in the diagnosis and management of patients with COVID-19 [19]. Thus, radiologists should be aware of the roles and diagnostic value of various other imaging modalities for COVID-19 that can help manage disease progression [7,24]. In this literature review, we discuss the diagnostic value of each imaging modality commonly used in the diagnosis and evaluation of patients with COVID-19.

Methods

A literature search was performed on April 28, 2020, using the PubMed, Scopus, and Web of Science databases. The keywords diagnostic imaging, radiology, respiratory infection, pneumonia, coronavirus infection, and COVID-19 were used to identify articles focusing on the diagnostic value of different imaging modalities used for diagnosis and management of patients with COVID-19. To increase the sensitivity of the search, Google Scholar was employed with the same keywords, capturing the most recently published articles in the field of imaging for COVID-19. This Google Scholar search was limited to selected keywords in the article titles due to the large number of records identified from the literature. All searches were limited to articles published in 2020, with consideration of the earliest date of confirmed COVID-19 reports. For inclusion in this literature review, articles were required to be original research, peer-reviewed, and written in English. Nonscientific commentary and news articles were excluded. Figure 1 illustrates the literature search process and article identification.

Figure 1. Flowchart showing the article identification and selection process.
Results

In the literature search, 50 articles were identified, covering areas such as chest CT scan, chest radiography (x-ray), nuclear medicine, and ultrasound in diagnosis and management of suspected and confirmed cases of COVID-19 (Multimedia Appendix 1) [2,8,13-15,18-22,25-65]. The selected articles are discussed in the following sections.

Discussion

Computed Tomography

Chest computed tomography (CT) is considered to be the primary diagnostic modality for examining patients with COVID-19 [20,25,26]. A large number of existing studies have investigated the CT image manifestations in COVID-19 cases [8,19,25,26,28-30,32,64]. The most common chest CT imaging features of COVID-19 pneumonia include peripheral ground-glass opacities (GGOs) and consolidation in the lower and middle lung regions, usually bilaterally distributed and with multi-lobar involvement (Figure 2) [19,26,31,32,63]. On the initial CT images, some patients with COVID-19 have pulmonary nodules that increase in size and number in follow-up CT [22,25]. Regarding infection duration, Bernheim et al [20] identified the most common CT findings at a longer time after symptom onset, including consolidation, linear opacities, bilateral and peripheral disease, crazy paving pattern, and reserved halo sign, which indicate greater total lung involvement. However, pneumothorax, pleural effusion, lymphadenopathy, pericardial effusion, and lung cavitation are uncommon findings on chest CT imaging of patients with COVID-19 that can be seen with disease progression in follow-up CT images [22].

The chest CT patterns of COVID-19 pneumonia are likely related to the pathological changes in the lungs [27,29]. Although the pathological process of lung injury in patients with COVID-19 pneumonia has not yet been studied, recent research has reported that SARS-CoV-2 shares a similar pneumonia pathogenesis to the severe acute respiratory syndrome (SARS) and Middle East respiratory syndrome (MERS) coronaviruses [31,33,64]. In SARS patients, angiotensin-converting enzyme 2 is a molecule that is potentially involved in the development and progression of acute lung failure [33,64]. The SARS virus induces lung injury by affecting this enzyme, which contributes to injury of pulmonary epithelial cells, diffuse alveolar damage, and edema [33,64]. These results may explain the pathological basis of GGO and consolidation as well as the rapid changes in chest CT imaging in patients with COVID-19 [33,64].

The chest CT manifestations of COVID-19 vary at different stages of the disease, which helps differentiate the diagnosis of COVID-19 from those of other known pneumonia viruses, such as mycoplasma pneumonia and bacterial pneumonia [29,31,34]. In pneumonia caused by SARS and MERS, the chest CT shows a unifocal involvement of lung lesions more than multifocal involvement, which is found on the chest CT images of patients with COVID-19 [64]. In patients with MERS, the GGOs are mainly distributed in the subpleural and basilar lung regions in the chest CT images. The chest CT imaging of patients with SARS shows that multiple GGOs are distributed in the periphery of the lung, with interlobular septal thickening and intralobular interstitial hyperplasia. These findings are similar to the chest CT features of patients with COVID-19 [31]. With the progression of COVID-19 pneumonia, the number of GGOs increases and the consolidations become denser [64]. These findings indicate that there are differences as well as similarities between viruses of the same family [29,31,34].

CT imaging has proven to be diagnostic in early stages of COVID-19 [25,29]. In a recent report involving 1014 patients in Wuhan, China, the sensitivity, specificity, diagnostic accuracy, positive predictive value, and negative predictive value for identifying COVID-19 infection using RT-PCR results as reference standards were 97%, 25%, 68%, 65%, and 83%, respectively [14]. Most patients with COVID-19 who initially showed negative RT-PCR results presented lung abnormalities on their chest CT images [13-15,35]. Moreover, abnormal chest CT findings have been observed in all patients with positive laboratory-confirmed COVID-19 infection by RT-PCR [2]. Similarly, Li and Xia [64] evaluated the diagnostic performance of chest CT for COVID-19 in cases confirmed by nucleic acid test and found that the initial chest CT scan showed a low misdiagnosis rate of COVID-19 viral pneumonia (3.9%) as a common infection. These studies suggest that chest CT imaging is an effective method for early diagnosis of COVID-19, particularly in regions with a shortage of RT-PCR testing kits.

The diagnostic value of chest CT examination mainly lies in its short examination time and high resolution in the detection and classification of lung lesions. Additionally, CT scanning is highly reproducible and easy to perform [29], and it provides a rapid and accurate estimation of disease progression. The main advantages of chest CT in detecting lung lesions in patients with COVID-19 are early characterization of lung lesions, assessment of disease severity, and improvement of lung lesions during treatment [29]. Thus, numerous studies emphasize follow-up CT examination in COVID-19 patients [21,25,26,29,36,42,64]. Among these studies, Pan et al [25] examined initial and follow-up imaging features in patients with confirmed COVID-19 using high resolution CT scans; they found diverse and rapidly changing imaging signs with disease progression in COVID-19 pneumonia. Li and Xia [64] also reported that 75% of their patients with COVID-19 showed disease progression in follow-up CT examination. One other study that examined changes in CT image findings from initial diagnosis of COVID-19 pneumonia until patient recovery observed that lung abnormalities increased to consolidations approximately 10 days after initial symptom onset [21]. In patients who recovered from COVID-19 pneumonia, chest CT abnormalities gradually decreased two weeks after initial onset of symptoms. Therefore, rapid and accurate diagnosis of COVID-19 based on CT imaging features in conjunction with clinical and laboratory findings may be useful in early control of potential transmission and optimizing management of patients with suspected disease so they can be treated and isolated promptly [36,64].

While chest CT imaging is the most sensitive modality for the early detection of lung disease and management of patients with COVID-19, it has low specificity for distinguishing lung lesions.
of COVID-19 pneumonia from findings of other viral pneumonia caused by SARS and MERS [14,64]. In addition, it poses an increased risk of infection transmission to other patients or health care workers; as such, thorough cleaning is required, causing downtime of the scanning room and consumption of personal protection equipment [38]. Accordingly, the American College of Radiology (ACR) does not recommend using a CT scan for diagnosis of COVID-19 as a first-line test [41]. Moreover, before scanning subsequent patients, appropriate infection control techniques should be applied [41]. To control this pandemic, chest CT imaging should be reserved for screening patients with COVID-19 pneumonia complications [18,37,41].

Figure 2. Chest computed tomography findings in patients with coronavirus disease [63]. (a) Ground-glass opacities, (b) consolidations, (c) consolidations with ground-glass opacities, (d) solid nodules.

Chest Radiography

Chest x-ray is the most commonly used diagnostic imaging modality for patients with COVID-19 [44]. Still, chest radiography has limited sensitivity for COVID-19 in early stage of infection, as initial chest x-rays usually indicate normal lung appearance [18,19]. Therefore, it was not recommended as the first-line imaging modality for diagnosis of suspected COVID-19 patients [45]. Several studies report that chest x-ray often shows no image abnormalities in patients with COVID-19 at early stages (< 2-4 days) [18,19]. Wong et al [18] reported that the severity and abnormalities of chest x-ray in COVID-19 patients appeared 10 to 12 days after initial symptom onset. Using the RT-PCR results as the gold standard, the reported sensitivity of baseline chest x-ray for diagnosis of COVID-19 in mild to moderate cases was 69% [18]. When imaging is abnormal in severe cases, the most common features of chest x-rays are consolidation and GGOs with bilateral involvement and/or peripheral distribution (Figure 3) [18,28,43]. In COVID-19 patients, pleural effusions, lung cavitation, and pneumothorax were reported as rare findings on chest x-rays and could occur late in the disease course [22].

As the pandemic progresses, chest x-rays could play a vital role in disease identification for patients with high clinical suspicion of COVID-19 [44]. The ACR recommends using portable chest x-ray units to reduce the risk of cross-infection in radiology departments [41]. The advantages of using a portable chest x-ray unit is that it can detect the most common manifestations and patterns of COVID-19 lung abnormality in clinically confirmed cases of COVID-19, thereby limiting use of the CT scanner [44]. Jacobi et al [44] suggested using portable chest x-ray units for the diagnosis and follow-up of patients with high clinical suspicion of COVID-19 due to their cost-effectiveness and widespread availability; this modality can be used in emergency or intensive care units to minimize infection risks [44].

The limitation of chest x-ray imaging is its lack of sensitivity in detecting lung lesions in the early stage of COVID-19 pneumonia [18,19,43]. In addition, there is a paucity of reported specificity and diagnostic accuracy of chest x-ray in various stages of COVID-19 pneumonia. Thus, it is difficult to use chest x-rays to distinguish COVID-19 from pneumonia caused by other coronaviruses such as MERS and SARS. The positive predictive value and negative predictive value of chest x-rays for COVID-19 pneumonia have not yet been established.
**Nuclear Medicine**

Combined positron emission topography/computed tomography (PET/CT) is an established nuclear medicine method for assessing and monitoring several lung diseases. $^{18}$F-labelled fluorodeoxyglucose (18F-FDG) is the most commonly used radiotracer in PET/CT imaging; it shows metabolic activity in inflammatory cells [46]. However, the role of nuclear medicine in the diagnosis and management of COVID-19 appears to be limited [47].

Qin et al [48] reported the findings of $^{18}$F-FDG-PET/CT imaging in a case series of four patients with COVID-19. All patients presented with peripheral GGOs and/or consolidation in pulmonary lobes, showing high tracer uptake with a maximum standardized uptake value (SUV max) range of 1.8-12.2. In addition, increased nodal FDG uptake was observed in three out of four patients. Although lymphadenopathy was rare in CT imaging findings in patients with COVID-19 infection [32], these high tracer uptakes in pulmonary or lymph nodal lesions reflect a significant inflammatory burden, which is a hallmark of COVID-19 pulmonary infections [48]. As a noninvasive imaging modality, FDG-PET/CT can play a potential role in the evaluation of lung function in COVID-19 pneumonia.

Zou and Zhu [49] also reported the case of a COVID-19 patient who was scanned using $^{18}$F-FDG-PET/CT. They observed a positive FDG uptake (SUV max 4.9) in the right lung and increased accumulation of FDG in the right hilar and right paratracheal lymph nodes (Figure 4). In this case study, accumulation of FDG was noted in the bone marrow. In another case study reported by Czernin et al [50] of a 53-year-old patient with a neuroendocrine pancreatic tumor who was referred for staging and scanned with $^{18}$F-FDG-PET/CT, they found positive uptake (SUV max 5.5) in a new hypermetabolic area in the right lower and upper lobes. This tracer uptake correlated topographically to predominantly peripheral and sub-pleural GGOs with beginning, partly round-shaped consolidations. The patient was asymptomatic when the PET scan was performed; however, COVID-19 infection was later confirmed [50].

---

**Figure 3.** Chest x-ray findings in a patient with coronavirus disease. (A) Patchy consolidations, (B) pleural effusion, (C) perihilar distribution, (D) peripheral distribution [18].
observations suggest the diagnostic value of nuclear medicine imaging in the early stages of COVID-19, especially when clinical symptoms are unspecific in patients referred for other clinical concerns. As the progression and severity of the disease can harm other organs, such as the kidneys, bone marrow, heart and gastrointestinal tract, 18F-FDG-PET/CT scans can provide a whole-body noninvasive assessment to detect damage in chronic and concomitant organs [47].

As an imaging modality, FDG PET/CT offers added value in diagnostic complications caused by COVID-19, observation of disease progression, and treatment responses [46,47]. While PET/CT cannot be routinely used in an emergency setting for COVID-19, this imaging modality could play a complementary diagnostic role in disease management [47]. 18F-FDG PET/CT may hold special diagnostic value in estimating the extent of organ involvement during the course of COVID-19 and in monitoring treatment efficiency. It also may help predict the recovery time of patients with COVID-19 [47].

Based on available evidence, the advantage of using 18F-FDG PET/CT for patients with COVID-19 is its sensitivity in detecting, diagnosing, and monitoring pathophysiological changes in inflamed and infected lung lesions [51]. However, recent published studies of FDG PET/CT for COVID-19 have been limited to small sample sizes and case reports [48,49]. Further investigations are required to identify the SUV cutoffs for different lung lesions in various stages of the disease to define the potential diagnostic accuracy and limitations of PET/CT scan in detecting lung lesions for COVID-19 pneumonia. Although radionuclide pulmonary ventilation and perfusion may play roles in the diagnosis of pulmonary embolism in patients with COVID-19, these modalities are not recommended for use in clinical practice during the pandemic due to the increased risk of infection transmission [52].

Figure 4. Fluorodeoxyglucose positron emission topography/computed tomography (FDG PET/CT) imaging findings in a patient with coronavirus disease. (A) The PET maximum intensity projection image shows an FDG-avid mass in the right lung with a maximum standardized uptake value of 4.9, as well as increased accumulation of FDG in the right hilar lymph nodes, in the right paratracheal stripe (arrowhead), and in the bone marrow. The axial images of the low-dose CT scan (B) and the PET/CT fusion (C) show ground-glass opacities in the right upper lobe with areas of focal consolidation (arrows) and focal opacities in the right middle and left upper lobes (arrows). Follow-up CT axial images obtained 4 days later (D) show lesion progression in the middle and bilateral upper lobes, with newly developed focal opacities in the left lower and upper lobes (arrows) [49].

Ultrasound

Commonly used for early diagnosis of pneumonia, lung ultrasound is an alternative to chest x-ray or CT scan [53,54]. The diagnostic accuracy of lung ultrasound has been found to be significantly better than that of chest x-ray in identifying the most common lung pathologies, such as consolidation, pneumothorax, pleural effusion, and interstitial syndrome [55]. The most common ultrasonography features of patients with confirmed COVID-19 include thickened pleural lines with irregularities, B-lines in various patterns, small peripheral consolidations, absence of pleural effusions, and appearance of A-lines during recovery [56]. Lung ultrasonography has specific features for alveolar-interstitial lung disease, including viral pneumonia and adult respiratory distress syndrome (ARDS), which distinguish it from bacterial pneumonia. These features are represented by the B-lines, small subpleural consolidation, and irregular pleural line [57]. In a case report of a young man infected with COVID-19 [59], his lung ultrasound results clearly showed signs suggestive of interstitial-alveolar damage, including areas of white lung, irregular pleural line with subpleural consolidations, and thick irregular vertical artifacts (B-lines) (Figure 5).

The advantages of lung ultrasound for detecting lung lesions in patients with COVID-19 are that it gives similar results to chest CT and it is superior to standard chest radiography [43,56]. Lomoro et al [43] performed lung ultrasound, chest radiography, and CT scans of confirmed COVID-19 patients and found an association between lung ultrasound features and CT findings for GGOs and consolidation. This could aid the rapid diagnosis and management of COVID-19 pneumonia and its progression toward ARDS [43,57]. A notable limitation of lung ultrasound is that aerated lungs may block transmission of ultrasonography, preventing the detection of deep lesions within the lung [57,58]. When pneumonia does not extend to the pleural surface, a CT scan is required to identify disease progression [57].
Taking chest CT as the gold standard, lung ultrasound showed relatively high diagnostic consistency value and diagnostic coincidence rate in asymptomatic patients with COVID-19 [60]. The positive predictive value and negative predictive value were 100% and 85.71%, respectively [60]. Thus, lung ultrasound can be used as a screening method for lung involvement at different stages of COVID-19 pneumonia [57,58]. In the early stage of the disease, the focal B-line was seen in the lung ultrasound, whereas in more severe and progressive stages, thickening of the plural line and irregular B-lines were found in patients with fibrosis and alveolar interstitial syndrome [57]. Lu et al [65] investigated the clinical value of ultrasound in the diagnosis of lung lesions at different stages of COVID-19. They found that the diagnostic accuracy (93.3 %), sensitivity (100.0 %), and specificity (85.7 %) of bedside ultrasound are high for severe lung lesions in COVID-19 patients; however, they are relatively low for mild sensitivity 68.8%, specificity 85%, diagnostic accuracy 76.7%) and moderate (sensitivity 77.8%, specificity 76.2%, diagnostic accuracy 76.7%) lung lesions [65]. This study suggests that the use of nonionizing and dynamic ultrasound examination should be further considered in critically ill patients with suspected or documented COVID-19 infection to detect the severity of lung lesions [65]. The additional advantage of lung ultrasound is that it can be used in the emergency department or in the intensive care unit for scanning COVID-19 patients due to its portability, safety, absence of radiation, ease of use, repeatability, and low cost [59]. However, strict protection and operating procedures during the examination should be employed to minimize infection risk [65].

During the COVID-19 pandemic, lung ultrasound was rapidly established in Italy as a diagnostic tool in patients with suspected COVID-19 infection [61]. Their application of lung ultrasound scores offers added value for determining severity of lung involvement in infected patients. Vetrugno et al [61] also noted a reduction in the use of CT scans and chest x-ray along with improved management of patients. Thus, lung ultrasound may be helpful when planning a suitable diagnostic workup, depending on the patient’s clinical condition and available technological resources.

Lung ultrasound could also play a crucial role in the diagnosis and monitoring of pregnant women with COVID-19 [62]. To our knowledge, there is limited data on pregnant women with COVID-19 infection. In a case study of 9 pregnant women with COVID-19, chest CT scans were used and showed multiple patchy ground-glass shadows in the lungs, similar to those of nonpregnant women with COVID-19 [39]. Liu et al [40] reported similar chest CT imaging features in pregnant women with COVID-19 but with more severe consolidations. In their study, a low-dose technique was used for CT scanning of pregnant women; this technique was sufficient to detect lesions but reduced the image quality [40]. While chest CT was the first-choice modality for early detection and assessment of disease severity, special attention was required in follow-up diagnosis and management of pregnant women with COVID-19.

As lung ultrasound can reveal certain specific signs in patients with respiratory involvement of COVID-19 [65], it can be used in the diagnosis of pregnant women with COVID-19 [62].

**Figure 5.** Lung ultrasound findings in a patient with coronavirus disease. Irregular plural lines (A, C, E, and F, within the white boxes); thick irregular vertical artifacts (A, B, C, D, and E, white arrows); subpleural consolidations (B and D, white arrowheads); and areas of white lung (F, red arrow) [59].
Conclusion

In this literature review, the value and roles of different imaging modalities for the diagnosis and management of COVID-19 were discussed. Chest x-ray and CT scan are thoracic imaging techniques with key diagnostic value in suspected cases of COVID-19. While PET/CT and ultrasound may not be routinely used in diagnosing COVID-19, these modalities could play complementary roles and add value in managing disease progression. Ultimately, early and accurate diagnosis of patients infected with COVID-19 can effectively control disease progression.
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Abstract

Background: The coronavirus disease (COVID-19) pandemic is an important health crisis worldwide. Several strategies were implemented to combat COVID-19, including wearing masks, hand hygiene, and social distancing. The impact of these strategies on COVID-19 and other viral infections remains largely unclear.

Objective: We aim to investigate the impact of implemented infectious control strategies on the incidences of influenza, enterovirus infection, and all-cause pneumonia during the COVID-19 pandemic.

Methods: We utilized the electronic database of the Taiwan National Infectious Disease Statistics System and extracted incidences of COVID-19, influenza virus, enterovirus, and all-cause pneumonia. We compared the incidences of these diseases from week 45 of 2016 to week 21 of 2020 and performed linear regression analyses.

Results: The first case of COVID-19 in Taiwan was reported in late January 2020 (week 4). Infectious control strategies have been promoted since late January. The influenza virus usually peaks in winter and decreases around week 14. However, a significant decrease in influenza was observed after week 6 of 2020. Regression analyses produced the following results: 2017, $R^2=0.037$; 2018, $R^2=0.021$; 2019, $R^2=0.046$; and 2020, $R^2=0.599$. A dramatic decrease in all-cause pneumonia was also reported ($R^2$ values for 2017-2020 were 0.435, 0.098, 0.352, and 0.82, respectively). Enterovirus had increased by week 18 in 2017-2019, but this was not observed in 2020.

Conclusions: Using this national epidemiological database, we found a significant decrease in cases of influenza, enterovirus, and all-cause pneumonia during the COVID-19 pandemic. Wearing masks, hand hygiene, and social distancing may contribute not only to the prevention of COVID-19 but also to the decline of other respiratory infectious diseases. Further studies are warranted to elucidate the causal relationship.

(J Med Internet Res 2020;22(8):e21257) doi:10.2196/21257
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Introduction
Coronavirus disease (COVID-19), which is caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), has engendered a substantial health burden worldwide, although the full impact of this virus remains largely unknown [1,2]. As of May 2020, Taiwan had succeeded in containing COVID-19 without a lockdown, recording just 441 confirmed cases (19.2 cases per 1 million residents) [3]. Many strategies have been implemented since mid-January, such as boundary control, use of masks, hand hygiene, and social distancing [4,5]. Advances in technology also contributed to the control of this novel pandemic, including big data analysis, proactive tests, and a real-time, web-based dashboard to track COVID-19 [4,6]. Big data analytics with smart contact tracing and automated alert messaging for self-restriction were used to effectively contain infected patients [7]. Novel technologies contributed to Taiwan’s COVID-19 response.

Although the full pathophysiology of COVID-19 was not known, droplet and contract transmission were believed to be the major transmission route [2]. Wearing a mask was a simple way to prevent viral transmission and decrease disease spread, but the public attitude toward masks varied across countries [8]. The World Health Organization’s recommendation of mask use also varied from time to time [9]. A recent systematic review and meta-analysis showed a significantly lower risk of viral transmission by maintaining a physical distance of 1 meter or more (pooled adjusted odds ratio [aOR] 0.18) [10]. Mask and eye protection use also resulted in a large reduction in the risk of infection (mask use: aOR 0.15; eye protection: aOR 0.22). Additionally, the use of masks by all residents was a key component to successfully combat COVID-19 and may have reduced fear and anxiety [5,11,12]. Briefly, although these customary strategies may have marginal benefits based on current evidence, experts recommend their use during the COVID-19 pandemic [13]. However, the effectiveness of these strategies on other respiratory infections apart from SARS-CoV-2 remains largely unclear. Jefferson et al [14] investigated the effectiveness of physical interventions to reduce the spread of respiratory viruses in their 2011 study and found that wearing masks and hand hygiene were effective against viral transmission; social distancing was not. Barasheed et al [15] explored uptake and effectiveness of masks during mass gatherings in 2016; they found a pooled protective effectiveness with a relative risk of 0.89, but an extremely wide range in the uptake of masks was reported (0.02%-92.8%) [15]. The effectiveness of these traditional strategies and public compliance was not fully disclosed.

The Taiwan government executed a name-based mask rationing plan since late January, and mask factories were recruited. Masks were re-allocated to the general public to ensure availability for all citizens. Mask use and medical care were believed to be key strategies for successful control in Taiwan [11]. Hand hygiene was also promoted in late January, and a significant increase of Google searches for “washing hands” was observed since January 19, 2020 [16]. Citizens of Taiwan were highly motivated to curb the pandemic, and this led to successful outcomes. High uptake and compliance of these traditional practices of infection control, including wearing masks, hand hygiene, and social distancing, were observed in Taiwan. Furthermore, we also observed a noticeable decrease in the number of cases of influenza infection during the COVID-19 pandemic. Taiwan is located in the northern hemisphere where influenza infection is usually prevalent starting in October and peaks in February. We hypothesized that it may be affected by the strategies in place for COVID-19 control and prevention. Therefore, we conducted this retrospective study to investigate the prevalence of other respiratory viral infections using the national surveillance database.

Methods
Study Design and Database
Our study was approved by the ethical committee of MacKay Memorial Hospital (No. 20MMHIS140e). Taiwan Centers for Disease Control (CDC) had a comprehensive surveillance system and epidemiological data regarding communicable diseases, influenza virus, enterovirus, and pneumonia that were available on its website [17]. The Taiwan National Infectious Disease Statistics System is a public and nationwide database that provides real-time epidemiologic information to health care personnel.

All suspected cases of COVID-19 received nucleic acid testing following the standard procedure by World Health Organization. All confirmed cases had to be quarantined in hospital and might be discharged after three consecutive negative tests. A diagnosis of influenza virus, enterovirus, and pneumonia were made by physicians based on clinical manifestations, physical examinations, laboratory tests, and imaging studies. The diagnoses were uploaded to the national health insurance system and surveillance system using International Classification of Diseases, Tenth Revision, Clinical Modification (ICD-10-CM) codes [18].

We extracted epidemiological data related to the influenza virus, enterovirus, all-cause pneumonia, and COVID-19. We then compared the weekly cases from October to May (weeks 45 to 21 of next year) for the 2017-2020 period. We compared the incidences of these diseases during the same period and plotted the trendlines. Furthermore, policies and strategies were obtained from the CDC website to demonstrate the time sequences.

Statistics
The weekly incidences of reported cases were plotted using Microsoft Office, version 2019 (Microsoft Corp), and SPSS, version 23.0 (IBM Corp). Linear regression analyses were performed and R^2 values were calculated for each year. The equation of linear trend estimation was presented as y=α+β.
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A positive $\alpha$ coefficient denoted an increase, and a negative $\alpha$ value indicated a decrease. The value of $\alpha$ reflected the slope of the trendline and the magnitude of effects. $R^2$, also known as the coefficient of determination, represented the degree of dispersion between individual data and the regression line. The $R^2$ value is always between 0% and 100%, and the higher the $R^2$ value, the lower the discrepancies between data. An $R^2$ value close to 1 represents a reliable fitted regression line.

**Results**

In Taiwan, a unique name-based mask rationing plan was executed, and hand hygiene has been promoted since January 2020 [3]. Social distancing policies recommended a distance of at least 1 meter and 1.5 meters from others in outdoor and indoor settings, respectively, in week 14 of 2020 [3]. We extracted epidemiological data of target diseases from the Taiwan National Infectious Disease Statistics System. As of week 21 of 2020, there were 441 confirmed cases of COVID-19; Taiwan had a relatively controllable situation [2,3]. The incidences of influenza, enterovirus, and pneumonia between week 45 of 2016 and week 21 of 2020 are shown in Figure 1. Seasonality of each disease was observed and a significant decrease in all diseases since week 6 of 2020 were found. The age distribution from week 45 to week 21 of the next year is summarized in Table 1. Fewer patients with influenza, enterovirus, and pneumonia were reported in 2020. Among those with influenza and pneumonia, patients aged 15-24 years had the lowest rates, and approximately one third of patients were younger than 15 years. For patients with enterovirus infection, the majority were younger than 10 years. Compared with 2019, less than half of patients had enterovirus infection in 2020 (106,985 vs 220,865).

**Figure 1.** Weekly incidences of influenza, enterovirus, and pneumonia in 2017-2020. Dotted line indicates a significant decrease in all three diseases after week 6 of 2020.
Table 1. Age distribution of people with respiratory viral infection during the study period (week 45 to week 21 of the next year).

<table>
<thead>
<tr>
<th>Disease</th>
<th>Year</th>
<th>2017</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2017</td>
<td>1,405,539</td>
<td>1,960,252</td>
<td>1,838,406</td>
<td>1,518,787</td>
</tr>
<tr>
<td>Influenza, n</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0-4 years, n (%)</td>
<td></td>
<td>222,203 (15.81)</td>
<td>267,395 (13.64)</td>
<td>269,477 (14.66)</td>
<td>205,911 (13.56)</td>
</tr>
<tr>
<td>5-14 years, n (%)</td>
<td></td>
<td>263,076 (18.72)</td>
<td>418,752 (21.36)</td>
<td>377,639 (20.54)</td>
<td>311,008 (20.48)</td>
</tr>
<tr>
<td>15-24 years, n (%)</td>
<td></td>
<td>114,929 (8.18)</td>
<td>182,663 (9.32)</td>
<td>161,034 (8.76)</td>
<td>129,450 (8.52)</td>
</tr>
<tr>
<td>25-64 years, n (%)</td>
<td></td>
<td>567,302 (40.36)</td>
<td>806,152 (41.12)</td>
<td>759,040 (41.29)</td>
<td>643,141 (42.35)</td>
</tr>
<tr>
<td>≥65 years, n (%)</td>
<td></td>
<td>238,029 (16.94)</td>
<td>285,290 (14.55)</td>
<td>271,216 (14.75)</td>
<td>229,277 (15.1)</td>
</tr>
<tr>
<td>Enterovirus, n</td>
<td></td>
<td>218,969</td>
<td>171,401</td>
<td>220,865</td>
<td>106,985</td>
</tr>
<tr>
<td>0-2 years, n (%)</td>
<td></td>
<td>69,812 (31.88)</td>
<td>47,332 (27.61)</td>
<td>58,277 (26.39)</td>
<td>30,712 (28.71)</td>
</tr>
<tr>
<td>3-4 years, n (%)</td>
<td></td>
<td>61,824 (28.23)</td>
<td>45,190 (26.37)</td>
<td>64,160 (29.05)</td>
<td>28,397 (26.54)</td>
</tr>
<tr>
<td>5-9 years, n (%)</td>
<td></td>
<td>60,562 (27.66)</td>
<td>51,266 (29.91)</td>
<td>71,069 (32.18)</td>
<td>30,079 (28.12)</td>
</tr>
<tr>
<td>10-14 years, n (%)</td>
<td></td>
<td>11,312 (5.17)</td>
<td>11,913 (6.95)</td>
<td>12,450 (5.64)</td>
<td>5908 (5.52)</td>
</tr>
<tr>
<td>≥15 years, n (%)</td>
<td></td>
<td>15,459 (7.06)</td>
<td>15,700 (9.16)</td>
<td>14,909 (6.75)</td>
<td>11,889 (11.11)</td>
</tr>
<tr>
<td>Pneumonia, n</td>
<td></td>
<td>668,070</td>
<td>725,014</td>
<td>730,414</td>
<td>593,292</td>
</tr>
<tr>
<td>0-4 years, n (%)</td>
<td></td>
<td>163,835 (24.52)</td>
<td>160,827 (22.18)</td>
<td>161,670 (22.13)</td>
<td>117,323 (19.77)</td>
</tr>
<tr>
<td>5-14 years, n (%)</td>
<td></td>
<td>142,120 (21.27)</td>
<td>148,408 (20.47)</td>
<td>151,033 (20.68)</td>
<td>115,580 (19.48)</td>
</tr>
<tr>
<td>15-24 years, n (%)</td>
<td></td>
<td>28,368 (4.25)</td>
<td>31,242 (4.31)</td>
<td>29,487 (4.04)</td>
<td>25,201 (4.25)</td>
</tr>
<tr>
<td>25-64 years, n (%)</td>
<td></td>
<td>198,359 (29.69)</td>
<td>229,681 (31.68)</td>
<td>233,855 (32.02)</td>
<td>203,163 (34.24)</td>
</tr>
</tbody>
</table>

We further plotted the reported cases of influenza from week 45 to week 21 of the next year in Figure 2. There was no significant variation between weeks in 2017, but influenza increased rapidly around week 50 of 2018 and decreased around week 14 of 2019. In 2020, the COVID-19 pandemic began in week 4, during which a dramatic decrease in influenza was observed. The $R^2$ values for 2017-2020 were 0.037, 0.021, 0.046, and 0.599, respectively (Table 2). This dramatic decrease was more significant in all-cause pneumonia from week 6 onward (Figure 3). Enterovirus infection was common in Taiwan and usually increased by week 16 (Figure 4), although no such increase occurred in 2020.

Figure 2. Incidences of influenza in 2017-2020. COVID-19: coronavirus disease.
Table 2. Regression analyses results ($R^2$) for 2017-2020.

<table>
<thead>
<tr>
<th>Disease</th>
<th>Year</th>
<th>2017</th>
<th>2018</th>
<th>2019</th>
<th>2020</th>
</tr>
</thead>
<tbody>
<tr>
<td>Influenza</td>
<td></td>
<td>0.037</td>
<td>0.021</td>
<td>0.046</td>
<td>0.599</td>
</tr>
<tr>
<td>Enterovirus</td>
<td></td>
<td>0.72</td>
<td>0.256</td>
<td>0.359</td>
<td>0.834</td>
</tr>
<tr>
<td>All-cause pneumonia</td>
<td></td>
<td>0.435</td>
<td>0.098</td>
<td>0.352</td>
<td>0.82</td>
</tr>
</tbody>
</table>

Figure 3. Incidences of all-cause pneumonia in 2017-2020. A dramatic decrease in pneumonia from week 6 of 2020 is shown by the dotted line. COVID-19: coronavirus disease.

Figure 4. Incidences of enterovirus in 2017-2020. Dotted line marks the increase that is usually seen in enterovirus infection cases in week 16, although this was not observed in 2020. COVID-19: coronavirus disease.
Discussion

Utilizing the national electronic epidemiologic database, we found a concomitant decrease in influenza, enterovirus, and all-cause pneumonia during the COVID-19 pandemic. Infectious control measures, including wearing masks, hand hygiene, and social distancing, may contribute not only to the prevention of COVID-19 but also to decreases in the incidence of other viral infections and pneumonia.

Advances in technology also contributed to COVID-19 response. Several novel techniques had been applied to control COVID-19, including an interactive web-based dashboard, big data analysis, mobile technology, and social media platforms. Internet-based digital citizen science is the crucial component for tackling pandemics in the 21st century [19-23]. Our study utilized electronic epidemiologic statistics and provided timely preliminary findings. A combination of novel technology and traditional infectious control measurements played crucial roles to fight the pandemic. Controversies regarding the effectiveness of traditional strategies exist and the uptake of these strategies varied across countries. Although these strategies are straightforward for reducing respiratory viral transmission, convincing evidence supporting their effectiveness is lacking. Most studies were observational studies or simulation models, and a strong recommendation was not achieved [24]. For COVID-19, asymptomatic patients may spread disease so universal masking in communities was recommended in some areas [8,12,13,25]. However, the effectiveness of masks is doubted; different fitted filtration efficiencies were observed in different masks [26]. Furthermore, wearing masks, especially N95 respirators, is uncomfortable, which can contribute to noncompliance. Generally speaking, uptake of masks was widely accepted in Asian countries, and high compliance of mask use was observed during the pandemic [8,27]. Additionally, a shortage of masks was an important issue, and Taiwan implemented a name-based mask distribution system and rationing plan to ensure availability of masks for purchase [5,28]. Although a direct comparison with randomized controlled trials was not available, our study found a relatively controllable COVID-19 situation in Taiwan. As of the 21st week of 2020, there were 441 confirmed cases of COVID-19 in Taiwan. These traditional strategies were effective for prevention and control.

We found these strategies were effective not only in reducing COVID-19 but also other respiratory viruses. However, it is difficult to investigate the independent and combined effects of each strategy. Although wearing masks, hand hygiene, and social distancing are straightforward, it is difficult, and may be unethical, to conduct a randomized controlled trial to compare their protective effects during the pandemic. In Taiwan, policies for wearing masks and hand hygiene were implemented in late January and social distancing was promoted in week 14. The observed decrease began in week 6, and success may be mainly attributed to wearing a mask and hand hygiene. Moreover, previous studies found social distancing had not significantly reduced transmission of influenza and other viruses [14,29,30]. SARS-CoV-2 is highly contagious; the effects of these practices may vary in areas with different viruses, societies, cultures, health care resources, population densities, disease prevalence, and proportion of subclinical carriers. It is a challenge to determine the effectiveness of these practices on outcomes since the results are drawn from descriptive analyses. There were many factors such as comorbidity, health care access during COVID-19, age, sex, time of the year, mask wearing behaviors (eg, all the time, sometimes), hand washing frequencies, etc, that may affect incidence rates. Nevertheless, the entire causal relationship between infectious control measurement and viral transmission was not easily clarified. Further studies are warranted to investigate the independent and combined effects of these practices.

Our study demonstrated a significant decrease in respiratory viral diseases after the implementation of these practices using linear trend estimation. Time-series analysis was also a useful tool to predict the trendline based on previous epidemiological data [31]. However, COVID-19 is a novel situation; thus, a precise prospective prediction may be not feasible at present. Additionally, seasonality is an important factor for infectious diseases, and the onset of the pandemic occurred approximately 6 months ago. The impact of seasonality on COVID-19 remains unclear. Therefore, we decided to compare the incidences of the same period (week 45 to week 21 of the next year) in different years and plot the trends lines using linear regression analyses [32,33], which is more meaningful and intuitive. However, the COVID-19 situation changes rapidly and the optimal strategies to combat COVID-19 have also changed rapidly. Timely and continuous surveillance and international cooperation are crucial for successful epidemiological studies.

Since the onset of the COVID-19 pandemic, aggressive infection-control measures were implemented, and a decrease in the occurrence of other infectious diseases was observed. The reason for the observed decrease may be multifactorial, with other factors such as virus competition contributing as well [34-36]. Although coinfection with 2 or more viruses were not uncommon, competition for resources between viruses was observed [35,37]. Competition of different subtypes of the influenza A virus was reported in previous study [36]. The observed decreases of other respiratory infections may be the result of competition by SARS-CoV-2. However, there were relatively few cases of COVID-19 in Taiwan. We believe that mask use, hand hygiene, and social distancing controlled the spread of COVID-19 as well as influenza, enterovirus, and all-cause pneumonia. Further studies are warranted to clarify the causal relationship and elucidate the complex interactions between people, viruses, and the environment.

The strength of our study was the use of a national, real-time database on a large population. Our study has some limitations. First, our study was a retrospective epidemiological study. Therefore, the underpinning mechanisms and causal relationships cannot be established; further studies are required for this. Second, the people of Taiwan were strongly motivated to control and prevent infection spread; hence, the independent effects of every single strategy are not easy to confirm. Although hand hygiene and mask use were implemented in the early phase of the pandemic response and seemed to be responsible for the successful decrease in viral transmission, more data on the efficacy of individual strategies is required. Finally, health care resources, accessibility of network, availability of masks, and
attitudes toward mask use varied across different societies and countries. The impact of COVID-19 was also different in different areas. Further studies investigating the prevalence of other respiratory viruses in different countries contribute to further understanding the entire impact of COVID-19 and infectious control measurements.

In conclusion, our nationwide epidemiologic study found a significant decrease in influenza, enterovirus, and all-cause pneumonia during the COVID-19 pandemic. Wearing a mask, hand hygiene, and social distancing not only reduced the impact of COVID-19; these strategies also led to a decline in other respiratory infections. Further studies are warranted to clarify this causal relationship.
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Abstract

Background: The World Health Organization considers coronavirus disease (COVID-19) to be a public emergency threatening global health. During the crisis, the public’s need for web-based information and communication is a subject of focus. Digital inequality research has shown that internet access is not evenly distributed among the general population.

Objective: The aim of this study was to provide a timely understanding of how different people use the internet to meet their information and communication needs and the outcomes they gain from their internet use in relation to the COVID-19 pandemic. We also sought to reveal the extent to which gender, age, personality, health, literacy, education, economic and social resources, internet attitude, material access, internet access, and internet skills remain important factors in obtaining internet outcomes after people engage in the corresponding uses.

Methods: We used a web-based survey to draw upon a sample collected in the Netherlands. We obtained a dataset with 1733 respondents older than 18 years.

Results: Men are more likely to engage in COVID-19–related communication uses. Age is positively related to COVID-19–related information uses and negatively related to information and communication outcomes. Agreeableness is negatively related to both outcomes and to information uses. Neuroticism is positively related to both uses and to communication outcomes. Conscientiousness is not related to any of the uses or outcomes. Introversion is negatively related to communication outcomes. Finally, openness relates positively to all information uses and to both outcomes. Physical health has negative relationships with both outcomes. Health perception contributes positively to information uses and both outcomes. Traditional literacy has a positive relationship with information uses and both outcomes. Education has a positive relationship with information uses and both outcomes. Economic and social resources played no roles. Internet attitude is positively related to information uses and outcomes but negatively related to communication uses and outcomes. Material access and internet access contributed to all uses and outcomes. Finally, several of the indicators and outcomes became insignificant after accounting for engagement in internet uses.

Conclusions: Digital inequality is a major concern among national and international scholars and policy makers. This contribution aimed to provide a broader understanding in the case of a major health pandemic by using the ongoing COVID-19 crisis as a context for empirical work. Several groups of people were identified as vulnerable, such as older people, less educated people, and people with physical health problems, low literacy levels, or low levels of internet skills. Generally, people who are already relatively advantaged are more likely to use the information and communication opportunities provided by the internet to their benefit in a health pandemic, while less advantaged individuals are less likely to benefit. Therefore, the COVID-19 crisis is also enforcing existing inequalities.

(J Med Internet Res 2020;22(8):e20073) doi:10.2196/20073
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Introduction

Background

The World Health Organization considers coronavirus disease (COVID-19) to be a public emergency threatening global health [1]. Governments worldwide have taken stringent action, including requiring social distancing, closing public services, schools and universities, and canceling cultural events [2,3]. People are being advised or ordered to stay at home and socially isolate themselves to avoid being infected [4]. The ongoing pandemic represents an outbreak of an unparalleled scale, and it has induced widespread fear and uncertainty.

In this paper, we focus on the role of the internet during the crisis. The internet has become a crucial source for the general public, as it provides access to general information, the latest national and international developments, and guidelines on behavioral norms during the crisis. In this respect, the internet plays an important role in the great challenges facing governments regarding the transfer of knowledge and guidelines to the population at large. When individuals understand the need and rationale behind government-enforced measures, they are more motivated to comply and even adopt measures voluntarily [5,6]. In addition to informational purposes, the internet enables individuals to share news and experiences with people they cannot meet face-to-face, remain in contact with friends and family, seek support, and ask questions of official agencies, including health agencies. Further, the internet enables people to take initiatives such as raising money or preparing packaged meals for people in need, such as health workers or people who have lost their jobs. In sum, the internet plays a vital role for people of all social strata and backgrounds during a time of worldwide crisis. All people should thus be able to use the internet as a source of information and communication.

However, digital inequality research has shown that internet access is not evenly distributed among the general population [7,8]. The basic idea of digital inequality stems from a comparative perspective of social and information inequality, as there are benefits associated with internet access and negative consequences of lack of access [9]. Calamities are often a story of inequality [10]; therefore, in this paper, we aimed to gain a deeper and broader understanding of the differences in how people use the internet to cope during the COVID-19 crisis. Van Dijk’s resources and appropriation theory [8] explains differences or inequalities of internet access by considering personal and positional categories of individuals and the individuals’ resources. Internet access itself is considered to be a process of appropriation involving attitudinal access, material access, skills access, and in the final stage, usage access. The latter entails differences in the type of activities that people perform on the internet. The consequences of the process are the outcomes of internet use. These outcomes in turn reinforce personal and positional inequalities and an unequal distribution of resources [8] (Figure 1). The first goal of this paper is to provide a timely understanding of how different people use the internet and the outcomes they gain from it in relation to the COVID-19 pandemic.

Internet use and outcome differences between groups of people are likely to have profound consequences on how people manage a crisis. For example, older people are most in danger of being infected with the virus and most likely to die from the infection [11], and they also use the internet less and have the fewest internet outcomes [12]. The latter may further endanger their peculiar situation, as limited internet use and outcomes may result in a lack of critical information or necessary support.

Figure 1. Simplified model of the resources and appropriation theory [8].

COVID-19–Related Internet Uses and Outcomes

To study differences in internet uses and outcomes during the COVID-19 pandemic, it is necessary to understand the types of uses and outcomes that are at play. Typically, uses and outcomes are studied by following conceptual classifications that distinguish different domains, such as economic, social, cultural, or personal domains [13]. Here, we take the COVID-19 pandemic as the domain of interest. Within this domain, we consider two main and conceptually different types of uses and outcomes: information and communication [14,15]. Information internet uses involve searching for information on all aspects of COVID-19. Potential information outcomes include becoming better informed about the disease, understanding why certain measures are necessary, and limiting the risk of becoming infected by developing greater awareness of one’s own behavior. Communication internet uses include talking to friends about the crisis, asking questions on social media or online fora, giving advice, or offering support to others. Communication outcomes include finding people on the internet who can offer support or share concern, being less lonely, and protecting others from potential COVID-19 risks. Studying both types of uses and outcomes is important, as prior research has shown that communication uses can compensate for information uses to attain beneficial internet outcomes [16].
Determinants of COVID-19–Related Internet Uses and Outcomes

Digital inequality research suggests that the vast amount of web-based information and communication possibilities around the COVID-19 pandemic are likely to be difficult to grasp and conceptualize for sections of the general population [7]. Some frequently observed personal categorical inequalities are gender, age, personality, and health [7]. Earlier research revealed that men and women differ in their internet activities; women are more likely to use email and social media, whereas men are more likely to use the internet to obtain information [17,18].

Age in general has a negative impact on all types of internet uses and outcomes [7]. In the COVID-19 crisis, older people are especially vulnerable; therefore, it is very important for them to know how to behave and be safe. We hypothesize that (H1) men are more likely to be involved in information-related uses and outcomes while women are more likely to be involved in communication-related internet uses and outcomes regarding COVID-19-related internet uses and outcomes. We also hypothesize that (H2) age contributes negatively to COVID-19–related internet uses and outcomes.

An individual’s personality may hinder or stimulate their engagement in certain COVID-19–related activities. Cognitive appraisal theory suggests that individuals complete two types of cognitive appraisal processes in a crisis [19]. The process starts with an evaluation of the crisis as a potential source of danger or life disruption. If the crisis is not determined to be dangerous, it is not considered a stressor and does not require intervention. If the crisis is determined to be relevant, it is considered a stressor and must be evaluated further by balancing the demands of the crisis and the person’s resources [20]. At this point, personality enters the equation [20]. There is a general consensus regarding the Big Five model when personality traits are studied. This model proposes five personality traits of agreeableness, neuroticism, conscientiousness, introversion, and openness [21]. However, there is no agreement as to whether these traits contribute to or detract from resisting disturbance [20]. There is also no consensus on how the Big Five personality traits relate to internet use [7,22]. For example, conscientiousness relates to people who abide by rules. On one hand, one might argue that this would result in a greater need for information on how to behave. On the other hand, the internet is unstructured, and rules and policies are absent to a large extent. When linking personality traits to internet use for psychological adjustments to the COVID-19 crisis, it is not evident whether these traits will support or hinder COVID-19–related internet uses and outcomes. We hypothesize that (H3a) agreeableness, (H3b) neuroticism, (H3c) conscientiousness, (H3d) introversion, and (H3e) openness are related to COVID-19–related internet uses and outcomes.

An individual’s health may play an important role in how they approach COVID-19. To gain an elaborate understanding of how health relates to COVID-19–related internet uses and outcomes, we followed earlier research that distinguishes between different health aspects [23]: A person’s physical functioning or the degree to which their health currently interferes with activities such as sports, carrying groceries, climbing stairs, and walking, their mental health or psychological distress and well-being, and their health perception concerning their own health rating in general. During a crisis, we expect that people with health issues are more likely to turn to the internet for comfort and reassurance. We hypothesize that (H4a) physical functioning, (H4b) mental health, and (H4c) health perception contribute negatively to COVID-19–related internet uses and outcomes.

The final type of personal inequality considered in this study is traditional literacy, which is known to have a substantial impact on how the internet is used [24,25]. We consider literacy to be the ability to read, write, and understand text, which is also framed under the umbrella terms functional literacy or fundamental literacy [24]. Functional or traditional literacy can be considered as the basic dimension of all literacy concepts [26]. Considering the crucial role the internet is playing in the COVID-19 crisis, a low level of literacy is a potentially large inhibitor of understanding information and being involved in web-based communication. We hypothesize that (H5) traditional literacy contributes positively to COVID-19–related internet uses and outcomes.

Education is the most observed positional categorical inequality in digital divide research, and it is likely to play a role in the current context. People with higher levels of education are better equipped to comprehend web-based information and benefit from internet use [7]. We hypothesize that (H6) education contributes positively to COVID-19–related internet uses and outcomes.

When studying differences in internet uses and outcomes, the resources people can access are often derived from Pierre Bourdieu’s capital theory [27], which stresses the importance of including not only economic but also social and cultural resources to determine one’s status and position in society. In the COVID-19 pandemic, economic and social resources are likely to be important, as earlier research has shown that people with greater economic resources—mostly operationalized as income in digital inequality research—are known to use the internet more efficaciously and productively [7,28]. People with more social resources are more likely to have access to family, friends, or other contacts on the internet [29]. We hypothesize that (H7a) economic and (H7b) social resources contribute positively to COVID-19–related internet uses and outcomes.

The Internet Appropriation Process

The core of the resources and appropriation theory is access to technology, which is considered as a process of appropriation involving attitudinal, material, skills, and usage access. Attitudinal access concerns a person’s attitude towards the internet; according to theories of technology adoption, this type of access is crucial for using the internet [30]. Material access can be defined in terms of the different devices that people use to access the internet and all other web-based resources, including desktop computers, laptop computers, tablets, smartphones, game consoles, and interactive televisions [31]. Skills access concerns the skills necessary to use the internet, ranging from operational and information skills to social and content creation skills [32]. Prior research has revealed that all three types of internet access directly affect internet uses and outcomes [16]. We hypothesize that (H8a) attitudinal internet is...
access, (H8b) material internet access, and (H8c) skills internet access contribute positively to COVID-19–related internet uses and outcomes.

The Effects of COVID-19–Related Internet Uses on Their Corresponding Outcomes

A recent multifaceted consideration of digital inequality revealed a strong effect of internet uses on outcomes [12]. Further, people’s internet activities appeared to be more important than their personal characteristics with regard to inequalities in outcomes of internet use. This suggests that the variables discussed in the prior sections will become less important for obtaining information outcomes when people are involved in COVID-19–related internet information uses. This is also true for COVID-19–related communication uses and outcomes. The second goal of this paper is to reveal the extent to which the indicators discussed remain important for obtaining internet outcomes after people are involved in the corresponding uses.

Methods

Recruitment

This study used a web-based survey and drew upon a sample collected in the Netherlands. To obtain a representative sample of the population, we used PanelClix, a professional organization for market research, to provide a panel of approximately 110,000 people. Members of the panel received a small incentive for every survey they completed. In the Netherlands, 98% of the population uses the internet; therefore, the internet user population is very closely representative of the general population in terms of its sociodemographic makeup. The panel included novice and advanced internet users. In total, we aimed to obtain a dataset with approximately 1700 respondents over the age of 18. Eventually, this resulted in the collection of 1733 responses over a 1-week period in April 2020. During the data collection period, three amendments to the sampling frame were made to ensure the representativeness of the Dutch population. Accordingly, the analyses revealed that the gender, age, and formal education of our respondents largely matched official census data. As a result, only very small post hoc corrections were needed.

The web-based survey used software that checked for missing responses and prompted users to respond. The survey was pilot-tested with 10 internet users over two rounds. Amendments were made based on the feedback provided. No major comments were provided in the second round. The average time required to complete the survey was 20 minutes.

Measures

We initially developed 11 survey items pertaining to COVID-19–related internet use. Respondents were asked to indicate the extent to which they used the internet for various activities in the past month using a 5-point scale (“not” to “multiple times a day”) as an ordinal-level measure. Principal component analysis with varimax rotation was used to determine two underlying usage clusters, one related to information and one to communication. Factor loadings were employed at 0.4 and above for each item [33]. In total, 8 items (3 for information and 5 for communication) were retained in a two-factor structure with eigenvalues over 1.0, together accounting for 76% of the total variance.

For COVID-19-related information and communication internet uses, we developed 14 items mapped onto the use items. A 5-point agreement scale as an ordinal level measure was used. Principal component analysis with varimax rotation resulted in a structure that matched the conceptual definition of information outcomes (4 items) and communication outcomes (4 items). The two factors showed eigenvalues over 1.0 and explained 65% of the variance.

Gender was included as a dichotomous variable, and age was directly asked (mean 50.2, SD 17.0).

Personality was measured with the Quick Big Five personality questionnaire [34], which consists of 30 adjectives reflecting a valid and reliable measure of the Big Five traits. Participants were asked to rate the extent to which a particular adjective applied to them on a 7-point scale, ranging from completely untrue to completely true. The Cronbach α values for the five traits were .89 for agreeableness, .88 for neuroticism, .88 for conscientiousness, .87 for introversion, and .81 for openness.

Physical health, mental health, and health perception were measured with the Dutch version of the Medical Outcomes Study (MOS) Short-Form General Health Survey (SF-20) [35]. This instrument enables respondents to assess their general health and generates composite summary scores representing different types of health. We normalized the scales, with higher scores representing better functioning. Physical health was measured with 5 items (2-point scale; α=.89; mean 1.75, SD 0.34), mental health with 5 items (5-point scale; α=.85; mean 3.65, SD 0.77), and health perception with 5 items (5-point scale; α=.86; mean 3.39, SD 0.85).

To measure traditional literacy, we used the validated 11-item Diagnostic Illiteracy Scale [36]. Sample items included “I have difficulties with reading and understanding information from my municipality” and “I find it difficult to read and understand my telephone bill.” A 5-point agreement scale was used. Scores on the scale exhibited high internal consistency. Items were recoded so that higher scores corresponded with higher levels of literacy (α=.94; mean 4.33, SD 0.71).

To assess education, data regarding degrees earned were collected and used to create three groups: low (primary), middle (secondary), and high (tertiary) educational achievement.

Economic resources were objectively measured by seeking the annual family income in the last 12 months. Twelve categories were recoded into three categories of low for <€30,000 (US $35,503.50), middle for €30,000 to €70,000 (US $35,503.50 to $82841.50), and high for >€70,000 (US $82841.50). For social resources, we used the MOS Social Support Survey [37]. Respondents completed 18 items covering emotional support (eg, “Someone you can count on to listen when you need to talk”), informational support (eg, “Someone to give you good advice about a crisis”), and tangible support (eg, “Someone to help you if you were confined to bed”). All items were rated on a 5-point Likert scale with anchors of none of the time (1) and most of the time (5). We computed an aggregate measure of support availability (α=.96; mean 3.83, SD 0.85).
Attitudinal internet access was measured by three items adapted from the Digital Motivation Scale [38]. A 5-point agreement scale was used, and all items were balanced for the direction of response (α=.74; mean 4.10, SD 0.70). An example statement is “Technologies such as the internet and mobile phones make life easier.” To measure material internet access, we considered 7 devices used to connect to the internet (mean 3.43, SD 1.53). Included were desktop computer, laptop computer, tablet, smartphone, smart TV, game console, and smart device (eg, activity tracker). Finally, skills internet access was adapted from the conceptual idea behind the Internet Skills Scale [32]. We proposed 30 items reflecting operational, information navigation, social, and creative internet skills. A 20-item single skills construct resulted from the principal component analysis. All items were scored on a 5-point scale that ranged from “not at all true of me” to “very true of me” and exhibited high internal consistency (α=.96; mean 3.67, SD 0.97). Example items are “I know how to open downloaded files,” “I find it hard to decide what the best keywords are to use for online searches,” and “I know which information I should and shouldn’t share online.”

### Statistical Analysis

To test the hypotheses and account for the sequentiality between COVID-19–related internet uses and outcomes, hierarchical regression analyses were used. In the first model, we tested our hypotheses by analyzing the significant determinants for the two types of COVID-19–related internet uses and the two corresponding outcomes. In the second model, we sought to determine the changes in the significance of the determinants after the internet uses were added to the models.

### Results

Table 1 provides an overview of the sample of people surveyed in the study.

Table 2 shows the mean scores of the survey questions related to internet uses and internet outcomes.

The first goal of this paper was addressed in the first model, as presented in Table 3, where several significant determinants for COVID-19 uses and outcomes are revealed.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>874 (50.4)</td>
</tr>
<tr>
<td>Female</td>
<td>859 (49.6)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>280 (16.2)</td>
</tr>
<tr>
<td>31-40</td>
<td>271 (15.6)</td>
</tr>
<tr>
<td>41-50</td>
<td>293 (16.9)</td>
</tr>
<tr>
<td>51-60</td>
<td>338 (19.5)</td>
</tr>
<tr>
<td>61-70</td>
<td>324 (18.7)</td>
</tr>
<tr>
<td>&gt;70</td>
<td>227 (13.1)</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>519 (29.9)</td>
</tr>
<tr>
<td>Middle</td>
<td>602 (34.7)</td>
</tr>
<tr>
<td>High</td>
<td>612 (35.3)</td>
</tr>
</tbody>
</table>

*aLow: primary; middle: secondary; high: tertiary.*
Table 2. Survey questions and responses on the 5-point Likert scale.

<table>
<thead>
<tr>
<th>Category and questions</th>
<th>α</th>
<th>Mean (SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COVID-19-related informational internet uses</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Search the internet for information about COVID-19</td>
<td>.80</td>
<td>3.13 1.53</td>
</tr>
<tr>
<td>Consult websites of public agencies (eg, RIVM(^b), municipality, hospital, or government)</td>
<td></td>
<td>3.76 1.91</td>
</tr>
<tr>
<td>Search the internet for measures to prevent the further spread of COVID-19</td>
<td></td>
<td>3.21 1.83</td>
</tr>
<tr>
<td><strong>COVID-19-related communication internet uses</strong></td>
<td>.92</td>
<td></td>
</tr>
<tr>
<td>Provide advice on COVID-19 to others via social media</td>
<td></td>
<td>1.56 1.31</td>
</tr>
<tr>
<td>Starting an action against COVID-19 via the internet (eg collecting money, offering help)</td>
<td></td>
<td>1.41 1.17</td>
</tr>
<tr>
<td>Ask questions about COVID-19 on forums or social media</td>
<td></td>
<td>1.54 1.30</td>
</tr>
<tr>
<td>Comment on the internet on COVID-19 discussions (eg, on social media)</td>
<td></td>
<td>1.58 1.34</td>
</tr>
<tr>
<td>Offering help online to people who need it now</td>
<td></td>
<td>1.70 1.41</td>
</tr>
<tr>
<td><strong>COVID-19-related information internet outcomes</strong></td>
<td>.80</td>
<td></td>
</tr>
<tr>
<td>The internet makes me better informed about COVID-19</td>
<td></td>
<td>3.58 1.13</td>
</tr>
<tr>
<td>The internet makes me understand the measures against COVID-19 better</td>
<td></td>
<td>3.25 1.15</td>
</tr>
<tr>
<td>The internet helps me to reduce the risk of getting COVID-19</td>
<td></td>
<td>3.15 1.16</td>
</tr>
<tr>
<td>Information about COVID-19 on the internet has made me more aware of my own behavior</td>
<td></td>
<td>2.70 1.26</td>
</tr>
<tr>
<td><strong>COVID-19-related communication internet outcomes</strong></td>
<td>.80</td>
<td></td>
</tr>
<tr>
<td>Through the internet I found someone who can help me in this time of COVID-19</td>
<td></td>
<td>1.67 1.04</td>
</tr>
<tr>
<td>Through the internet I have found people with whom I can share my concerns about COVID-19</td>
<td></td>
<td>1.83 1.10</td>
</tr>
<tr>
<td>Via the internet I contributed to the COVID-19 crisis (eg, collecting money, helping people)</td>
<td></td>
<td>1.83 1.13</td>
</tr>
<tr>
<td>The internet makes me less lonely now</td>
<td></td>
<td>2.29 1.25</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.

\(^b\)RIVM: Rijksinstituut voor Volksgezondheid en Milieu.
Table 3. Hierarchical regression analysis summary for coronavirus disease–related internet uses and outcomes (Model 1).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Information Use</th>
<th>Outcome Use</th>
<th>Communication Use</th>
<th>Outcome Outcome</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P value</td>
<td>β</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Gender and age</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (male or female)</td>
<td>.01</td>
<td>.61</td>
<td>.00</td>
<td>.98</td>
</tr>
<tr>
<td>Age</td>
<td>.08</td>
<td>.01</td>
<td>−.03</td>
<td>.35</td>
</tr>
<tr>
<td><strong>Big Five personality traits</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agreeableness</td>
<td>−.07</td>
<td>.03</td>
<td>−.01</td>
<td>.75</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>.15</td>
<td>&lt;.001</td>
<td>.15</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>.01</td>
<td>.60</td>
<td>−.02</td>
<td>.52</td>
</tr>
<tr>
<td>Introversion</td>
<td>−.04</td>
<td>.11</td>
<td>.02</td>
<td>.56</td>
</tr>
<tr>
<td>Openness</td>
<td>.08</td>
<td>.004</td>
<td>.03</td>
<td>.30</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical health</td>
<td>−.04</td>
<td>.15</td>
<td>−.03</td>
<td>.31</td>
</tr>
<tr>
<td>Mental health</td>
<td>−.06</td>
<td>.15</td>
<td>.03</td>
<td>.41</td>
</tr>
<tr>
<td>Health perception</td>
<td>.07</td>
<td>.05</td>
<td>.04</td>
<td>.31</td>
</tr>
<tr>
<td><strong>Literacy and education</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional literacy</td>
<td>.09</td>
<td>&lt;.001</td>
<td>.10</td>
<td>.18</td>
</tr>
<tr>
<td>Education</td>
<td>.08</td>
<td>.002</td>
<td>.02</td>
<td>.36</td>
</tr>
<tr>
<td><strong>Resources</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economic resources</td>
<td>.03</td>
<td>.23</td>
<td>.04</td>
<td>.13</td>
</tr>
<tr>
<td>Social resources</td>
<td>.02</td>
<td>.40</td>
<td>.00</td>
<td>.91</td>
</tr>
<tr>
<td><strong>Access</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudinal access</td>
<td>.14</td>
<td>&lt;.001</td>
<td>.29</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Material access</td>
<td>.10</td>
<td>&lt;.001</td>
<td>.06</td>
<td>.02</td>
</tr>
<tr>
<td>Skills access</td>
<td>.08</td>
<td>.006</td>
<td>.08</td>
<td>.008</td>
</tr>
</tbody>
</table>

Table 3 shows that men are more likely to be involved in COVID-19–related communication uses. Age is positively related to COVID-19–related information uses and negatively related to COVID-19 communication uses and outcomes. Concerning personality traits, agreeableness is negatively related to COVID-19–related information and communication uses and to communication outcomes. Neuroticism is positively related to both uses and to communication outcomes. Conscientiousness is not related to any of the uses or outcomes. Introversion is negatively related to COVID-19–related communication uses and outcomes, suggesting that this is performed more by extraverted people. Finally, openness relates positively to information uses and to both outcomes.

The results further show that concerning the three health indicators, physical health is negatively related to communication uses and outcomes. Mental health did not contribute to any uses or outcomes. Health perception contributes positively to information uses and to both outcomes.

Traditional literacy has a positive relationship with information-type uses and with both outcomes, and education has a positive relationship with COVID-19–related information and communication uses. Economic and social resources were not related to any COVID-19 uses or outcomes. Attitudinal internet access is positively related to information uses and outcomes but is negatively related to communication uses and outcomes. Material internet access contributes positively to all uses and outcomes, and skills access has a positive relationship with all uses and outcomes. Table 4 provides an overview of the hypotheses.
Finally, to address the second goal of the study, we tested what would happen to the contribution of the outcome determinants when the corresponding uses were added to the analyses (Model 2: see Tables 5 and 6). Adding the uses significantly increased the explained variance; also, several of the relationships between personal and positional categories and between resources and outcomes became insignificant. The relationships that remained significant for information outcomes were age, health perception, and traditional literacy. Furthermore, attitudinal internet access remained significant. For communication outcomes, the relationships that remained significant were age, openness, and traditional literacy.
Table 5. Hierarchical regression analysis summary for coronavirus disease–related internet outcomes (Model 2).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Information outcomes</th>
<th>Communication outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>P value</td>
</tr>
<tr>
<td><strong>Gender and age</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gender (male or female)</td>
<td>-.01</td>
<td>.71</td>
</tr>
<tr>
<td>Age</td>
<td>-.07</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Big Five personality traits</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Agreeableness</td>
<td>.03</td>
<td>.25</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>.06</td>
<td>.04</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>-.02</td>
<td>.26</td>
</tr>
<tr>
<td>Introversion</td>
<td>.04</td>
<td>.08</td>
</tr>
<tr>
<td>Openness</td>
<td>-.02</td>
<td>.49</td>
</tr>
<tr>
<td><strong>Health status</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Physical health</td>
<td>.07</td>
<td>.05</td>
</tr>
<tr>
<td>Mental health</td>
<td>.01</td>
<td>.79</td>
</tr>
<tr>
<td>Health perception</td>
<td>-.05</td>
<td>.02</td>
</tr>
<tr>
<td><strong>Literacy and education</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Traditional literacy</td>
<td>.05</td>
<td>.02</td>
</tr>
<tr>
<td>Education</td>
<td>-.02</td>
<td>.33</td>
</tr>
<tr>
<td><strong>Resources</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economic resources</td>
<td>.02</td>
<td>.30</td>
</tr>
<tr>
<td>Social resources</td>
<td>-.01</td>
<td>.67</td>
</tr>
<tr>
<td><strong>Access</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Attitudinal access</td>
<td>.21</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Material access</td>
<td>.01</td>
<td>.74</td>
</tr>
<tr>
<td>Skills access</td>
<td>.03</td>
<td>.17</td>
</tr>
<tr>
<td>Information uses</td>
<td>.55</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Communication uses</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.

Table 6. Changes in the significance of the determinants after internet uses were added to the models (P<.001).

<table>
<thead>
<tr>
<th>Model and measures</th>
<th>Information outcomes</th>
<th>Communication outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Use</td>
<td>Outcome</td>
</tr>
<tr>
<td><strong>Model 1</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r²</td>
<td>.09</td>
<td>.13</td>
</tr>
<tr>
<td>F</td>
<td>22.15</td>
<td>15.05</td>
</tr>
<tr>
<td><strong>Model 2</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r²</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.41</td>
</tr>
<tr>
<td>r² change</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>.28</td>
</tr>
<tr>
<td>F</td>
<td>N/A&lt;sup&gt;a&lt;/sup&gt;</td>
<td>63.71</td>
</tr>
</tbody>
</table>

<sup>a</sup>N/A: not applicable.
Discussion

Principal Results

This paper aims to provide a comprehensive examination of digital inequality in the case of an unprecedented health pandemic. The first goal of the study was to reveal how inequality manifests itself in COVID-19–related internet information and communication uses and outcomes. The findings revealed several relationships between the background variables and the two types of internet uses and outcomes.

Older people were found to be less equipped to use the internet for information and communication during a time of crisis. However, they were more likely to engage in information-type COVID-19–related internet uses, possibly because they are at greatest risk from the disease [11]. This did not result in more beneficial information outcomes. Internet skills play an important role in translating internet uses into beneficial internet outcomes [39], and prior research has shown that older people have lower internet skill levels in general [32]. The finding that older people are less likely to perform communication activities or obtain communication-related outcomes is in line with prior studies [15]; however, these outcomes are important, as older people are more at risk of having severe complications when diagnosed with COVID-19. Regarding gender, contrary to general internet use, men were found to be more likely to engage in communication-type COVID-19–related internet uses during the crisis than women. A possible explanation is that men and women may respond to crisis news in different ways [40].

The positive effect of neuroticism suggests that a tendency to experience negative emotions such as anger, anxiety, or depression fuels the need to turn to the internet for COVID-19–related information and communication. People who score higher on the neuroticism scale may be more in need of guidelines on how to mitigate risks or may need more support from others to be comforted. Also, the openness trait supports both information and communication internet use and outcomes. A possible explanation is that a major crisis triggers adventure, unconventional ideas, imagination, awareness of feelings, curiosity, or a variety of experiences, all of which are aspects linked to high openness [21]. The negative contribution of agreeableness raises questions. A possible explanation is that agreeable people are less frequently sought out for communication activities. However, the internet may also be a very inviting environment for less agreeable people. Conscientiousness did not appear to be a significant determinant. People who are more stubborn and focused or more flexible and spontaneous both appear to be involved in information- and communication-type COVID-19–related internet uses and outcomes. Extroversion emerged as a trait that supports using the internet for communication uses and outcomes; this can be expected, as extroversion is marked by pronounced engagement with the external world [21].

Although we expected that psychological distress would play a role in the current context, as there would be a relatively high need for information and support from others, mental health did not surface as a significant contributor. Furthermore, we did find that physical health problems appear to encourage web-based COVID-19–related communication uses and outcomes. The most likely explanation is that people with underlying health problems are more at risk (and thus more bound to their homes) and thus have higher needs for communication with friends and family. A possible reason for the positive effect of health perception is that people who believe their personal health to be good may feel better equipped to support others during the COVID-19 pandemic.

As expected, traditional literacy played an important role. A lack of general ability to read, write, and understand text further disadvantages individuals in the case of the COVID-19 pandemic, as they have less access to information and communication sources. COVID-19 is a new, unknown, and complicated disease with characteristics that are often described in difficult medical language that is not easy to read. Similar findings were found for educational attainment. Research has long shown that education is one of the most prominent positional variables in digital divide research [7]. However, our results suggest that when less educated individuals are involved in information and communication internet uses, they are as likely to achieve the corresponding outcomes as people with higher levels of education. This is an important finding for designing interventions for those of lower levels of education.

An effect of economic resources did not emerge in relation to COVID-19–related internet uses and outcomes. The participants’ income did not make a difference in obtaining information and communication COVID-19–related internet outcomes. Earlier research often showed that income is especially important to consumptive and work-related internet uses [17], topics that are not considered here. Unexpectedly, social resources were not found to be influential. Apparently, a person who has an offline support network will not necessarily turn more to web-based information and communication support during a crisis.

Concerning internet access, we can first conclude that a person’s internet attitude is important for engaging in information uses and gaining information outcomes. Unexpectedly, there was a negative contribution of internet attitude to communication uses and outcomes, suggesting that individuals who have a negative evaluation of the internet in general are more likely to engage in communication uses in the event of a major crisis. Both material and skills internet access played important roles in achieving all uses and outcomes. Using a higher diversity of devices was related to higher COVID-19–related internet use and to more outcomes. The opportunities devices offer are known to be related to inequalities in internet uses and outcomes. As each device offers its own specific characteristics and advantages, a higher diversity of devices supports a larger range of use activities and outcomes [31]. Furthermore, internet skills play a fundamental role in COVID-19–related uses and in obtaining beneficial outcomes [12].

In this paper, several indicators surfaced for people’s web-based COVID-19–related uses and outcomes. The variety of important indicators raises the question of whether general policies to address digital inequalities in a time of crisis will be effective. The complex relationships between the different indicators on one hand and internet uses and outcomes on the other hand demand more focused policies, such as those related to health in the current context.
indicators and the need for information to enhance health outcomes. This study reveals that the greater an individual's existing advantages, the more they benefit from the internet at a time of crisis; the converse is true as well. Marginalized people are likely to have fewer types of access available to take actions, behave as requested, or be comforted by help, creating a vicious cycle where already marginalized groups are further marginalized in a time of crisis.

To end on a positive note, the situation may become slightly less complex when we address the second goal of this paper. When people engage in information and communication internet uses in a crisis situation, their personal characteristics become less important to achieving the corresponding outcomes. This suggests that to achieve information and communication outcomes, policy or research should especially focus on encouraging people to engage in the corresponding internet uses, as we can assume to some extent that engagement with information and communication-related COVID-19 uses is the best way to achieve beneficial outcomes at a time when they are most needed.

Limitations
The current study was conducted in the Netherlands, a country whose citizens have very high household internet penetration and high levels of educational attainment. Although differences in educational background and income are present and were taken into consideration, the observed inequalities may be even stronger in countries with a less homogeneous population. Given that the greatest burden of deaths has been in countries with very diverse populations, race and associated factors are likely to play a major role.

The aim of this study was to provide a broader picture of inequality in relation to how the internet is used in the case of a major global health crisis. A broad range of determinants was considered, and the relative importance of these indicators was revealed. However, a deeper understanding and further investigation to reveal the exact underlying mechanisms that cause these indicators to play a role would provide additional explanations. This suggests that further qualitative research is needed not only to obtain in-depth understanding of the mechanisms but also to understand the consequences of the observed inequalities to complement the findings of the current quantitative approach.

Conclusions
Digital inequality is a major concern among national and international scholars and policy makers. In this paper, we aimed to provide a broader understanding in the case of a major health pandemic by using the ongoing COVID-19 crisis as a context for empirical work. Several groups of people were identified as vulnerable, such as older people and people with lower levels of education, physical health problems, higher levels of neuroticism, low literacy levels, and low levels of trust. The general conclusion is that people who are already relatively advantaged are more likely to use the information and communication opportunities provided by the internet to their benefit in a health pandemic, while more disadvantaged individuals are less likely to benefit. Therefore, the COVID-19 crisis is also an enforcer of existing inequalities.
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Abstract

Background: In the four months after the discovery of the index case of coronavirus disease (COVID-19), several studies highlighted the psychological impact of COVID-19 on frontline health care workers and on members of the general public. It is evident from these studies that individuals experienced elevated levels of anxiety and depression in the acute phase, when they first became aware of the pandemic, and that the psychological distress persisted into subsequent weeks. It is becoming apparent that technological tools such as SMS text messages, web-based interventions, mobile interventions, and conversational agents can help ameliorate psychological distress in the workplace and in society. To our knowledge, there are few publications describing how digital tools have been used to ameliorate psychological symptoms among individuals.

Objective: The aim of this review was to identify existing SMS text message, web-based, mobile, and conversational agents that the general public can access to ameliorate the psychological symptoms they are experiencing during the COVID-19 pandemic.

Methods: To identify digital tools that were published specifically for COVID-19, a search was performed in the PubMed and MEDLINE databases from the inception of the databases through June 17, 2020. The following search strings were used: “NCoV OR 2019-nCoV OR SARS-CoV-2 OR Coronavirus OR COVID19 OR COVID” and “mHealth OR eHealth OR text”. Another search was conducted in PubMed and MEDLINE to identify existing digital tools for depression and anxiety disorders. A web-based search engine (Google) was used to identify if the cited web-based interventions could be accessed. A mobile app search engine, App Annie, was used to determine if the identified mobile apps were commercially available. Results: A total of 6 studies were identified. Of the 6 identified web-based interventions, 5 websites (83%) could be accessed. Of the 32 identified mobile interventions, 7 apps (22%) could be accessed. Of the 7 identified conversational agents, only 2 (29%) could be accessed.

Results: A total of 6 studies were identified. Of the 6 identified web-based interventions, 5 websites (83%) could be accessed. Of the 32 identified mobile interventions, 7 apps (22%) could be accessed. Of the 7 identified conversational agents, only 2 (29%) could be accessed.

Conclusions: The COVID-19 pandemic has caused significant psychological distress. Digital tools that are commercially available may be useful for at-risk individuals or individuals with pre-existing psychiatric symptoms.

(J Med Internet Res 2020;22(8):e19706) doi:10.2196/19706
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**Introduction**

On December 31, 2019, the World Health Organization (WHO) was alerted to a case of pneumonia of unknown cause that originated from China [1]. The causative pathogen was a novel coronavirus, severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2), and the disease it causes is now referred to as coronavirus disease (COVID-19) [1]. As numerous other individuals became afflicted, the WHO declared the outbreak of COVID-19 to be an international public health emergency [1]. The problem escalated, with many individuals across different countries being afflicted; on March 11, 2020, the WHO increased their alert to a pandemic [1]. The rapid escalation of the number of individuals infected, the increasing number of deaths, and the measures undertaken by governments have resulted in significant psychological impact not only on health care workers, but also on the public [2].

In the four months after the discovery of the index case, several studies highlighted the psychological impact of COVID-19 on frontline health care workers and on members of the public. Li et al [3] used a mobile phone app to administer the Chinese version of a vicarious traumatization questionnaire to 214 individuals from the public and 526 nurses (234 frontline nurses and 292 nurses not on the front line). They found that the vicarious traumatization scores were higher among the public and nonfrontline health care workers. Wang et al [4] investigated the mental health status of 1120 members of the public living in China using both the Impact of Event Scale–Revised (IES-R) and the Depression, Anxiety, and Stress Scale (DASS-21). Notably, 53.8% of respondents reported the psychological impact to be moderate to severe, with 16.5% having moderate to severe depressive symptoms, 28.8% having moderate to severe anxiety symptoms, and 8.1% having moderate to severe stress. These studies focused on the immediate psychological impact of the COVID-19 pandemic; meanwhile, in their most recent study, Wang et al [5] examined the longitudinal changes in the mental health of the general population in China. A total of 1738 participants were included, and they were administered the IES-R questionnaire and the DASS-21 at baseline and after 4 weeks. While there was a mean reduction in the overall scores across a period of 4 weeks, the mean scores for the IES-R scale were still high, suggesting the presence of posttraumatic stress disorder (PTSD) symptoms [5]. It is evident from these studies that individuals experienced elevated levels of anxiety and depression in the acute phase, when they first became aware of the pandemic, and that this psychological distress persisted into subsequent weeks.

Since the onset of the pandemic, the priorities for government have understandably been the treatment of people infected with COVID-19 and steps to limit spread. It is evident in many countries that the need for clinical services has exceeded the supply, requiring the construction of temporary medical facilities and redeployment of staff. Beyond hospitals, the impact of COVID-19 is multifactorial; economies are being affected, individuals are suffering bereavement after loss of loved ones, and others are physically isolated and quarantined. Social distancing and lockdowns have created difficulties in accessing mental health services. Individuals with psychiatric disorders are likely to have increasing difficulty accessing conventional mental health services. Hao et al [6] reported that mean PTSD, anxiety, depression, and insomnia scores were elevated in psychiatric patients compared to those in the general population. A need indeed exists for web-based mental health interventions that use digital tools. An editorial has also been published describing how web-based tools and social media have been used in China to support the mental health needs of frontline workers as well as of people who are infected or living in quarantine facilities [7]. It is becoming apparent that technological tools such as SMS text messages, web-based interventions, mobile interventions, and conversational agents can help ameliorate psychological distress in the workplace and society. In an opinion paper, Zhou et al [8] described the efforts of the Australian government to provide telemental health solutions to address the psychological impact of COVID-19. Unfortunately, the scope of this paper was limited to the identification of relevant services in Australia. In another recent paper, Cosic et al [9] highlighted the potential of digital tools in dealing with the psychological distress associated with COVID-19 and how their prior experiences can be applied in developing relevant apps; however, the authors failed to identify any existing digital tools that individuals can use. To our knowledge, except for the paper by Zhou et al [8], few publications have described how digital tools are being used to ameliorate psychological symptoms among individuals. Thus, our aim in this paper was to identify existing SMS text message, web-based, mobile, and conversational agents that the public can access to ameliorate the psychological symptoms they are facing during the COVID-19 pandemic.

**Methods**

To identify digital tools that have been published specifically for COVID-19, a search was performed through PubMed and MEDLINE from the inception of the databases through June 17, 2020. The following search strings were used: “nCOV or 2019-nCoV OR SARS-CoV-2 OR Coronavirus OR COVID19 OR COVID” and “mHealth OR eHealth OR text”. Given that the aim was to identify potential digital tools, the terms electronic health (eHealth), mobile health (mHealth), and text were used because these terminologies would identify all potential web-based, mobile, and SMS text message interventions.

Another search was conducted on PubMed and MEDLINE to identify existing digital tools for depression and anxiety disorders. To identify these tools, reviews of digital tools (SMS text messaging, web-based interventions, mobile apps, and conversational agents) were identified. Only articles in the English language were considered. A narrative synthesis of the identified tools was conducted. A web-based search engine (Google) was used to identify if the cited web-based interventions could be accessed. A mobile app search engine, App Annie [10], was used to identify if the mobile apps identified in the literature search were commercially available. All available data have been included in the manuscript.
Results

Based on the search strategy, a total of 9829 articles were identified from the databases. Of these, 80/9829 (0.8%) were duplicated references. Upon further screening, a total of 24/9829 articles (0.2%) were identified as potentially relevant to COVID-19. Upon further examination of the full texts of these 24 articles, only one article described how an SMS text messaging intervention was applied to address mental health issues resulting from COVID-19 [11]. The remaining articles did not describe or mention how the discussed SMS text message, web-based, or mobile interventions helped ameliorate the psychological symptoms associated with COVID-19.

In our search for existing digital tools to manage depression and anxiety disorders, a total of 5 articles were identified. Two web-based reviews were identified for depressive disorders, and another was identified for anxiety disorders. Of the identified web-based interventions, we managed to access 5 of the 6 listed websites (83%), namely Beating the Blues [12], Living Life to the Full [13], Deprexis [14], moodgym [15], and Interapy [16]. One review of mobile interventions for depressive and anxiety disorders was identified. Of the identified mobile interventions, only 7/32 apps (22%) were available in commercial stores, namely Angesthjalpen, AnxietyCoach, SmartCAT, Headgear, MoodHacker, SuperBetter, and Thought Challenger. Another review highlighted conversational agents for psychiatric disorders. Of the 7 identified conversational agents, only 2 (29%) were commercially available. Table 1 provides a summarized overview of the identified studies.

Table 1. Overview of the studies identified in the literature search.

<table>
<thead>
<tr>
<th>Study</th>
<th>Year</th>
<th>Mechanism of delivery of digital tools</th>
<th>Identified digital tools and prior evaluations</th>
<th>Availability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Agyapong et al [11]</td>
<td>2020</td>
<td>SMS text messaging (specific to COVID-19)</td>
<td>Text4Hope (specific to COVID-19) enables subscribers to receive 3 months of daily supportive SMS text messages with or without web links to web-based mental health resources.</td>
<td>Only available to individuals living in Alberta, Canada.</td>
</tr>
<tr>
<td>Burger et al [18]</td>
<td>2020</td>
<td>Web-based interventions</td>
<td>Living Life to the Full (2 comparative trials were performed involving a total of 659 participants), Deprexis (6 comparative trials were performed involving a total of 1863 participants), and SHADE (3 comparative trials performed involving a total of 475 participants) were evaluated. moodgym was extensively evaluated, with a total of 11 comparative trials involving a total of 7294 participants. All the above interventions have been evaluated as websites that provide psychological therapy for depressive disorders.</td>
<td>The websites for Living Life to the Full, Deprexis, and moodgym can be accessed.</td>
</tr>
<tr>
<td>Anderson et al [19]</td>
<td>2019</td>
<td>Web-based interventions</td>
<td>The Interapy program from the Netherlands was highlighted as a program that assisted individuals with symptoms of depression, panic disorder, posttraumatic stress disorder, and burnout. moodgym was also highlighted as a commercially available option for anxiety and depression.</td>
<td>The websites for moodgym and Interapy can be accessed.</td>
</tr>
<tr>
<td>Gaffney et al [21]</td>
<td>2019</td>
<td>Conversational agents or chatbots</td>
<td>Woebot, Tess, and eSMART-TH have been evaluated previously for depressive disorder, SABORI has been evaluated for psychological distress, and Tess has been evaluated for anxiety disorder.</td>
<td>Woebot and Tess are commercially available.</td>
</tr>
</tbody>
</table>

Discussion

Principal Findings

This review is one of the first to examine the literature for digital interventions that can be used by the general public as well as specific groups, such as workers and health care professionals, to ameliorate the psychological distress they are experiencing during the COVID-19 pandemic as well as specific symptoms such as panic buying [22-25]. The findings from our paper complement those of Zhou et al [8], who highlighted tools in their article that can be accessed by individuals in Australia. Our review helped address some of the inherent limitations of the work by Zhou et al [8], given that the authors only listed available resources without providing any evidence-based justification of the suggested interventions. We identified an SMS text message–based intervention that was designed to address the mental health needs of individuals in Canada. We managed to identify web-based, mobile, and conversational agents that are commercially available and have been previously validated by research.

Our review only identified one publication that describes how SMS text messaging technologies are used as a form of psychological support. As mentioned in the Introduction, numerous studies have been published that characterize the immediate and delayed psychological impact of COVID-19 on medical workers and members of the public [2,4,5]. There is still a lack of evaluation of psychological tools to address the identified psychological concerns, namely heightened levels of stress, anxiety, and depression. Psychological distress occurs frequently in everyday life; however, during epidemics and pandemics such as COVID-19, the prevalence of distress is extremely high and existing mental health services are unable to function normally. This provides strong justification for the rapid identification of tools that have an evidence base and can be promoted rapidly to address the unmet psychological needs of individuals. Our research highlighted commercially available digital tools (web-based, mobile, and conversational agents) that individuals can access during the COVID-19 pandemic. It is challenging for members of the public to identify tools that have been proven to be clinically effective and are available commercially; hence, our review is important. We focused primarily on reviews of digital tools to identify such tools. Our methods helped address the limitations of the prior work by Zhou et al [8], as they suggested tools but made no attempt to review the evidence base of those tools. The evidence-based websites, smartphone apps, and conversational agents we identified can help ameliorate symptoms of depression and anxiety. These tools have wide application; they can help individuals who are at risk of developing an illness or help individuals with pre-existing illness to cope with these symptoms. This is important because it is anticipated that it will be challenging for people to obtain appropriate psychiatric care as governments impose lockdowns and curb movement.

We identified a variety of commercially available tools; however, there may be limitations to some of these tools. Validations may have been conducted in certain localities or regions, and we cannot be sure that these tools will be as effective in other localities. However, we propose that a tool that has undergone validation, if only in a precise locality, is likely to be superior to a tool without any validation. We also recognize that accessing smartphone apps may be difficult in a different region or country.

It is evident from this paper that psychological tools to help individuals cope with heightened stress, anxiety, and depression due to COVID-19 are lacking. While some commercial tools are available, they are not without limitations. It is important for academic researchers, clinicians, and developers to work jointly to conceptualize tools that can be used by the general population to ameliorate their symptoms of psychological distress. It may also be valuable to consider participatory action research design when conceptualizing new tools to ensure that the created tools better meet the needs of individuals. It may be wise to consider modification of existing tools so that versatile tools can be rapidly deployed to meet the increasing need. In the interim period, while comprehensive treatment tools may not yet be available, we learned from the editorial by Liu et al [7] that in China, helplines and social media platforms are being used to extend support to individuals who are experiencing psychological distress. Similarly, in other countries such as Singapore, the government has set up a mental health hotline to address the needs of the public and to refer at-risk individuals to appropriate mental health services. These clinical services provide some form of supportive therapy; however, there is still a need for tools that provide individuals with more comprehensive treatment, such as cognitive behavioral therapy for depression or anxiety.

Strengths and Limitations

The strength of this paper is that we examined the literature for digital tools that have been validated, which can help with depressive and anxiety symptoms. In addition, we conducted a search to determine if these tools were available commercially. It is possible, despite these strengths, that we have missed some tools; to mitigate this, we included recently published reviews, but we acknowledge that their search for digital interventions may not be as recent.

Conclusions

The COVID-19 pandemic has caused significant psychological distress. Commercially available digital tools may be useful for at-risk individuals or individuals with pre-existing psychiatric symptoms. The tools we identified may help address the psychological distress individuals are experiencing during the COVID-19 pandemic.
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Abstract

Background: Since January 2020, the coronavirus disease (COVID-19) swept over China and then the world, causing a global public health crisis. People’s adoption of preventive and intervening behaviors is critical in curbing the spread of the virus.

Objective: The aim of this study is to evaluate Chinese people’s adoption of health behaviors in responding to COVID-19 and to identify key determinants for their engagement.

Methods: An anonymous online questionnaire was distributed in early February 2020 among Mainland Chinese (18 years or older) to examine their engagement in preventive behaviors (eg, frequent handwashing, wearing masks, staying at home) and intervening behaviors (eg, advising family to wash hands frequently), and to explore potential determinants for their adoption of these health behaviors.

Results: Out of 2949 participants, 55.3% (n=1629) reported frequent engagement in preventive health behaviors, and over 84% (n=2493) performed at least one intervening health behavior. Greater engagement in preventive behaviors was found among participants who received higher education, were married, reported fewer barriers and greater benefits of engagement, reported greater self-efficacy and emotional support, had greater patient-centered communication before, had a greater media literacy level, and had greater new media and traditional media use for COVID-19 news. Greater engagement in intervening behaviors was observed among participants who were married, had lower income, reported greater benefits of health behaviors, had greater patient-centered communication before, had a lower media literacy level, and had a greater new media and traditional media use for COVID-19 news.

Conclusions: Participants’ engagement in coronavirus-related preventive and intervening behaviors was overall high, and the associations varied across demographic and psychosocial variables. Hence, customized health interventions that address the determinants for health behaviors are needed to improve people’s adherence to coronavirus-related behavior guidelines.

(J Med Internet Res 2020;22(8):e19995) doi:10.2196/19995
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Introduction

In late December 2019, a novel coronavirus disease (COVID-19) emerged in Wuhan, Hubei, China, causing acute pneumonia by the severe acute respiratory syndrome coronavirus 2. COVID-19, being highly infectious and capable of human-to-human transmission, rapidly swept over China (85,921 total confirmed cases in China by July 23, 2020) and the world (15.4 million confirmed cases worldwide by July 23, 2020), developing into a global pandemic [1,2].

The Chinese government promptly implemented nationwide public health emergency measures to control the spread of COVID-19 [3]. Governmental public health strategies have been proven effective in containing infectious diseases [4]. Apart from governmental efforts, the general public plays a crucial role in conquering diseases [5]. There has been compelling evidence that the public’s compliance with precautionary behaviors helps effectively curb the spread of many diseases [5,6]. Thus, it is of great value to evaluate Chinese people’s adoption of health behaviors in responding to COVID-19.

This paper focuses on two distinct types of individual-level health behaviors—preventive health behaviors (PHBs) and intervening health behaviors (IHBs)—in responding to COVID-19. PHB refers to the activities undertaken by a healthy person for the purpose of preventing diseases [7]. In other words, people adopt PHBs to achieve the goal of lessening their own chance of contracting a disease. With the rising number of deaths caused by COVID-19, the Chinese people have significant concerns over COVID-19 for themselves, which would prompt them to adopt PHB. Critically, when facing a public health crisis, people also persuade other people to adopt precautionary behaviors that serve to reduce other people’s risk of contracting the diseases [8,9]. We define the behaviors with a coherent objective of reducing other individuals’ risk to a disease as IHB.

As suggested by the definitions, PHB and IHB differ in the focus of intention, with the former serving to protect oneself, while the latter aims to protect others from potential risks. Chinese people not only worry for themselves but also have concern for their significant others over COVID-19, which motivates IHB. Besides, home quarantine provided Chinese people with ample time and opportunity to communicate with and to influence their significant others (ie, engaging in IHB) both online and offline.

Both PHB and IHB contribute to curbing the spread of infectious diseases. On the one hand, PHB is self-serving, lowering one’s own vulnerability to a disease [10-12]. However, despite the health benefits of PHB, there exist variations in people’s adoption of preventive behaviors [5]. Hence, a close examination of the prevalence and potential correlates of people’s engagement in preventive behaviors toward COVID-19 is called for. On the other hand, IHB is other-serving, reducing others’ risks. A person’s active intervening health behaviors targeted at others may successfully persuade other people to adopt precautionary measures against the disease because, as social beings, people’s behaviors are subject to the influence of social relationships [13]. In essence, intervening behaviors can be treated as performing PHBs on behalf of others. Henceforth, we examine the influence of the same set of potential determinants on people’s engagement in PHB and IHB.

In particular, we employed the key components of the Preventive Health Model (PHM) [14]. PHM posits that people’s adoption of preventive behaviors are subject to the impacts of social influence (ie, social support and doctor-patient communication), psychological variables (ie, barriers, benefits, and self-efficacy of conducting precautionary behaviors), and program factors (eg, promotional communication or health information in media) [14]. All these factors were examined in our study. Additionally, we examined people’s media use behaviors. A considerable amount of research has found that media use of different platforms has an influence on people’s health behaviors [15-17]. Media literacy, defined as “the ability to access, analyze, evaluate, and create media in a variety of forms” [18], also has impact on people’s different health behaviors [19-21].

Apart from the previously mentioned psychographic variables, demographic variables have also been revealed to partially explain the variation in people’s propensity to adopt disease-related health behaviors [22]. As the Chinese population varies significantly along with demographics, we also included demographic variables in our investigation.

Ever since its outbreak in China, COVID-19 has seized national attention. China’s unprecedented and relentless efforts started to pay off in late March [1]. Unfortunately, the number of confirmed cases in other countries is rising [1]. The world’s fight against the coronavirus has just begun. Under these circumstances, investigating the Chinese public’s engagement in coronavirus-related health behaviors and identifying the psychological and demographic variables that are significantly associated with these behaviors are urgently called for. This paper aims to examine the demographic and psychological correlates of preventive and intervening behaviors during the outbreak of COVID-19, which could generate insights for implementing health interventions among the general public and helping with effective containment of COVID-19.

Methods

Recruitment

Using the service of a Chinese survey company, an online survey was distributed on different local social media platforms in China, such as WeChat and Baidu Post Bar, to access Mainland Chinese residents from February 2, 2020, to February 12, 2020, when COVID-19 began breaking out in China. The foci of the survey were to evaluate Chinese people’s propensity to engage in preventing health behaviors and IHBs, and to disentangle key determinants for people’s adoption of such protective measures. The study was approved by the Institutional Review Board at Lingnan (University) College, Sun Yat-sen University.

An electronic consent form was presented at the beginning of the survey. Only participants who were 18 years or older, currently located in China, and agreed to participate after reading the consent form were allowed to proceed in the survey. Respondents who completed the survey entered a lucky draw for a monetary incentive of around ¥6.00 (US $0.86).
Measures

Our operationalizations of PHB and IHB followed the precaution behaviors that are recommended by the World Health Organization (WHO) for healthy people in responding to COVID-19 [23]. Specifically, PHBs were measured with five 5-point Likert scale (1=not at all, 5=very frequent) items that asked participants to report their frequency of engaging in the following behaviors: “wearing masks,” “washing hands,” “sanitizing clothes or other items,” “sneezing into their elbows,” and “staying at home” (α=.72). To assess participants’ engagement in coronavirus-related IHBs, we instructed participants to indicate whether or not they had persuaded their social others such as family and friends to “wear masks,” “wash hands,” “sanitize clothes or other items,” “staying at home,” and “sneeze into elbows” (dichotomous variables; 0=no, 1=yes).

Next, we assessed the potential psychosocial determinants for PHB and IHB: perceived barriers and benefits of taking preventive measures, self-efficacy, emotional support, and patient-centered communications. All variables were measured along 5-point scales, anchoring from 1 (strongly disagree or not at all) to 5 (strongly agree or very much).

We assessed participants’ perceived barriers (two items: “It is hard to buy masks” and “It is difficult to get sanitizers”; α=.84) and perceived benefits of preventive behaviors (two items: “Wearing face masks can help prevent the spread of the coronavirus” and “Using sanitizers can help prevent the spread of the coronavirus”; α=.87).

Following this, we evaluated participants’ self-efficacy by measuring their confidence at addressing the risk of COVID-19 (two questions: “How confident are you at your preventing behaviors toward the coronavirus?” and “How confident are you that you will not be infected with the coronavirus?” [24]; α=.86).

Emotional support was measured by one question on a 5-point Likert scale (1=strongly disagree, 5=strongly agree): “During the outbreak of the coronavirus, my friends or family have provided me with emotional support when I need it - such as talking over problems” (mean 4.01, SD 1.06) [25].

Afterwards, patient-centered communication was assessed by instructing participants to evaluate their previous experience with health care providers along with four items: “In general, my feelings were taken seriously,” “I was given a chance to ask all the health-related questions,” “My healthcare providers made sure I understand the things I needed to do to take care of my health,” and “My healthcare providers explained things in a way that I could understand” [26] (α=.94).

Additionally, media literacy was measured by four 5-point Likert scale items including “I look for more information before I believe something I see in messages,” “It is important to think twice about what messages say,” “I think about the purpose behind messages I see,” and “I think about the truthfulness of messages before I accept them as believable” (α=.84) [27]. One question was used to ask participants’ media use for COVID-19 news: “How frequently do you receive coronavirus-related news and/or information from the following media channels?” (1=never, 5=very frequent). Social media use was measured by four items: “Weibo,” “Wechat messages,” “Wechat public news accounts,” and “QQ messages or Qzone” (α=.62). Traditional media use was measured by three items: “TV,” “broadcast,” and “newspapers” (α=.76). Digital news media was measured by one item: “news app, news on websites or other format of news on the internet other than social media” (mean 3.30, SD 1.28).

Finally, participants provided their basic demographic information (age, gender, marital status, education background, and income level) and ended the survey. Details of scales used for variables under study are shown in Table 1.
Table 1. Measurement of study variables.

<table>
<thead>
<tr>
<th>Variable and items</th>
<th>Cronbach α</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Preventive behaviors: how frequently are you engaging in the following behaviors?</strong></td>
<td>.72</td>
<td>1-5</td>
</tr>
<tr>
<td>Wearing masks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Washing hands</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sanitizing clothes or other items</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sneezing into your elbows</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Staying at home (avoid going out)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Intervening behaviors: please indicate whether or not you have persuaded your social others such as families and friends to:</strong></td>
<td>N/A b</td>
<td>0-5</td>
</tr>
<tr>
<td>Wear masks</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wash hands</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sanitize clothes or other items</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Stay at home (avoid going out)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sneeze into elbows</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Barriers</strong></td>
<td>.84</td>
<td>1-5</td>
</tr>
<tr>
<td>It is hard to buy masks.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is difficult to get sanitizers.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Benefits</strong></td>
<td>.87</td>
<td>1-5</td>
</tr>
<tr>
<td>Wearing face masks can help prevent the spread of the coronavirus.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Using sanitizers can help prevent the spread of the coronavirus.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Self-efficacy</strong></td>
<td>.85</td>
<td>1-5</td>
</tr>
<tr>
<td>How confident are you at your preventing behaviors toward the coronavirus?</td>
<td></td>
<td></td>
</tr>
<tr>
<td>How confident are you that you will not be infected with the coronavirus?</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Emotional support</strong></td>
<td>N/A</td>
<td>1-5</td>
</tr>
<tr>
<td>During the outbreak of coronavirus, my friends or family have provided me with emotional support when I need it, such as talking over problems.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Patient-centered communication</strong></td>
<td>.94</td>
<td>1-5</td>
</tr>
<tr>
<td>In general, my feelings were taken seriously.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I was given a chance to ask all the health-related questions.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>My health care providers made sure I understand the things I needed to do to take care of my health.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>My health care providers explained things in a way that I could understand.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Media literacy</strong></td>
<td>.84</td>
<td>1-5</td>
</tr>
<tr>
<td>I look for more information before I believe something I see in messages.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>It is important to think twice about what messages say.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I think about the purpose behind messages I see.</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I think about the truthfulness of messages before I accept them as believable.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Social media: how frequently do you receive coronavirus-related news or information from the following media channels?</strong></td>
<td>.62</td>
<td>1-5</td>
</tr>
<tr>
<td>Weibo</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wechat messages</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wechat public news accounts</td>
<td></td>
<td></td>
</tr>
<tr>
<td>QQ messages or Qzone</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Traditional media</strong></td>
<td>.76</td>
<td>1-5</td>
</tr>
<tr>
<td>TV</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Variable and items</td>
<td>Cronbach α</td>
<td>Range</td>
</tr>
<tr>
<td>--------------------</td>
<td>------------</td>
<td>-------</td>
</tr>
<tr>
<td>Broadcast</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Newspapers</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Internet news channels other than social media</td>
<td>N/A</td>
<td>1-5</td>
</tr>
<tr>
<td>News apps, news on websites, or other format of news on the internet other than social media</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a The response was dichotomous.
b N/A: not applicable.

### Statistical Analysis

Since our hypotheses were developed based on the PHB model, we conducted two multiple regression analyses to examine the associations between the independent variables and the two behavioral outcomes. All analyses were performed in SPSS 25 (IBM Corp).

### Results

#### User Statistics

A response rate of 55.30% (2980/5388) was obtained. A pretest of our survey with 7 volunteers revealed that the time spent on the questionnaire ranged from 5 to 31 minutes. Following the advice of the survey company and glancing over the answers, completed surveys that took less than 5 minutes were most likely invalid. Therefore, questionnaires that took less than 5 minutes were excluded from the analyses. Additionally, we excluded respondents who had missing data on key variables (independent and dependent variables) in this study. Since outliers of the data set may affect regression results [28], we dropped extreme data points using the explore function and checking the box plot; 2949 participants (18-85 years, mean age 31, SD 0.65 years) were included in the final analyses. Among all participants, 51.2% (n=1509) were female, 54.5% (n=1607) were married, 22.2% (n=656) had an annual household income of ¥100,000-¥150,000 (US $14,389-$21,584), and 49.8% (n=1467) had a college degree or above. Demographic information of the sample is shown in Table 2.
Table 2. Demographic and socioeconomic characteristics of the sample.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Participants (N=2949), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sex</strong></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1440 (48.8)</td>
</tr>
<tr>
<td>Female</td>
<td>1509 (51.2)</td>
</tr>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
</tr>
<tr>
<td>18-24</td>
<td>786 (26.7)</td>
</tr>
<tr>
<td>25-29</td>
<td>549 (18.6)</td>
</tr>
<tr>
<td>30-34</td>
<td>653 (22.1)</td>
</tr>
<tr>
<td>35-39</td>
<td>477 (16.2)</td>
</tr>
<tr>
<td>40-44</td>
<td>189 (6.4)</td>
</tr>
<tr>
<td>45-49</td>
<td>138 (4.7)</td>
</tr>
<tr>
<td>50-54</td>
<td>79 (2.7)</td>
</tr>
<tr>
<td>55-59</td>
<td>53 (1.8)</td>
</tr>
<tr>
<td>≥60</td>
<td>25 (0.8)</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
</tr>
<tr>
<td>Single</td>
<td>1342 (45.5)</td>
</tr>
<tr>
<td>Married</td>
<td>1607 (54.5)</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
</tr>
<tr>
<td>High school graduate or less</td>
<td>727 (24.7)</td>
</tr>
<tr>
<td>Professional school</td>
<td>755 (25.6)</td>
</tr>
<tr>
<td>Bachelor’s degree</td>
<td>1131 (38.4)</td>
</tr>
<tr>
<td>Postgraduate degree</td>
<td>336 (11.4)</td>
</tr>
<tr>
<td><strong>Income, ¥ (US $)</strong></td>
<td></td>
</tr>
<tr>
<td>&lt;70,000 (10,072)</td>
<td>1030 (35.2)</td>
</tr>
<tr>
<td>70,001-100,000 (10,073-14,389)</td>
<td>519 (17.6)</td>
</tr>
<tr>
<td>100,001-150,000 (14,390-21,583)</td>
<td>656 (22.2)</td>
</tr>
<tr>
<td>150,001-300,000 (21,584-43,167)</td>
<td>479 (16.2)</td>
</tr>
<tr>
<td>&gt;300,001 (43,168)</td>
<td>255 (8.6)</td>
</tr>
</tbody>
</table>

**Evaluation Outcomes**

**Preventive Health Behaviors**

On average, participants’ total frequency score of engaging in preventive behaviors had a mean of 4.00 (SD 0.65), with a possible range of 1 to 5. Of the 2949 respondents, approximately 55.3% of the participants reported frequent (ie, 4; n=935) or very frequent (ie, 5; n=694) engagement in preventive behaviors. Among the five preventive behaviors measured, the mean score for wearing a face mask was 3.98 (SD 1.14), washing hands had a mean of 4.42 (SD 0.76), using sanitizer had a mean of 3.62 (SD 1.12), sneezing into an elbow had a mean of 3.68 (SD 1.19), and not going out had a mean of 4.12 (SD 1.09). The distribution of each preventive behavior is shown in Figure 1.

A significant regression equation was found ($F_{14,2934}=31.07$, $P<.001$; $R^2=0.13$). Among the demographic predictors, only education level and marital status were significantly associated with preventive behaviors regarding COVID-19 (see Table 3). Individuals with higher education level ($B=0.038$, SE=0.012, $P=.002$) and those who were married ($B=0.117$, SE=0.030, $P<.001$) reported greater engagement in preventive behaviors. Among the psychosocial and behavioral predictors, perceived barriers and benefits of preventive behaviors; self-efficacy; emotional support; previous patient-centered communication with health providers; media literacy; and frequency of social media use, traditional media use, and internet news use other than social media for COVID-19 news were significantly associated with preventive behaviors. Individuals who reported fewer barriers of engaging in preventive behaviors ($B=-0.055$, SE=0.009, $P<.001$), higher benefits of the behaviors ($B=0.098$, SE=0.017, $P<.001$), greater self-efficacy ($B=0.042$, SE=0.014, $P<.002$), greater emotional support ($B=0.031$, SE=0.012, $P=.01$), greater previous patient-centered communication with health providers ($B=0.029$, SE=0.014, $P=.04$), higher media literacy ($B=0.033$, SE=0.016, $P=.04$), more frequent social media use ($B=0.046$, SE=0.016, $P=.005$), greater traditional media use ($B=0.079$, SE=0.013, $P<.001$), and greater use of internet news...
channels other than social media ($B=0.038$, $SE=0.010$, $P<.001$) for COVID-19 news engaged in greater preventive behaviors at the outbreak of COVID-19.

Figure 1. Frequencies of each preventive behavior.

![Figure 1: Frequencies of each preventive behavior.]

<table>
<thead>
<tr>
<th>Score</th>
<th>Wear mask</th>
<th>Wash hands</th>
<th>Use sanitizer</th>
<th>Sneeze using elbow</th>
<th>Stay at home</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>44.5</td>
<td>57.5</td>
<td>27.6</td>
<td>32.2</td>
<td>47.5</td>
</tr>
<tr>
<td>4</td>
<td>23.9</td>
<td>29.1</td>
<td>25.7</td>
<td>24.6</td>
<td>31.7</td>
</tr>
<tr>
<td>3</td>
<td>20.9</td>
<td>11.8</td>
<td>32.7</td>
<td>28.9</td>
<td>11.2</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>1.5</td>
<td>9.1</td>
<td>7.8</td>
<td>4.9</td>
</tr>
<tr>
<td>1</td>
<td>4.6</td>
<td>0.1</td>
<td>4.8</td>
<td>6.5</td>
<td>4.7</td>
</tr>
</tbody>
</table>

Table 3. Correlates of preventive behaviors among Chinese during the outbreak of the coronavirus disease.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unstandardized coefficients</th>
<th>Standardized coefficients $\beta$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B$</td>
<td>$SE$</td>
<td>$\beta$</td>
</tr>
<tr>
<td>Sex</td>
<td>.024</td>
<td>.023</td>
<td>.018</td>
</tr>
<tr>
<td>Age</td>
<td>.001</td>
<td>.002</td>
<td>.018</td>
</tr>
<tr>
<td>Education</td>
<td>.038</td>
<td>.012</td>
<td>.063</td>
</tr>
<tr>
<td>Marital status</td>
<td>.117</td>
<td>.030</td>
<td>.089</td>
</tr>
<tr>
<td>Income</td>
<td>.015</td>
<td>.008</td>
<td>.038</td>
</tr>
<tr>
<td>Barriers</td>
<td>-.055</td>
<td>.009</td>
<td>-.104</td>
</tr>
<tr>
<td>Benefits</td>
<td>.098</td>
<td>.017</td>
<td>.109</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>.042</td>
<td>.014</td>
<td>.060</td>
</tr>
<tr>
<td>Emotional support</td>
<td>.031</td>
<td>.012</td>
<td>.050</td>
</tr>
<tr>
<td>Patient-centered communication</td>
<td>.029</td>
<td>.014</td>
<td>.042</td>
</tr>
<tr>
<td>Media literacy</td>
<td>.033</td>
<td>.016</td>
<td>.043</td>
</tr>
<tr>
<td>Social media</td>
<td>.046</td>
<td>.016</td>
<td>.057</td>
</tr>
<tr>
<td>Traditional media</td>
<td>.079</td>
<td>.013</td>
<td>.129</td>
</tr>
<tr>
<td>Internet news channels other than social media</td>
<td>.038</td>
<td>.010</td>
<td>.074</td>
</tr>
</tbody>
</table>

Intervening Health Behaviors

The averaged index of IHB (mean 4.67, SD 0.77) revealed that overall participants engaged in more than four intervening behaviors out of the measured five behaviors. More than 97% (2864/2949) of the participants reported that they had ever advised others to wear masks, wash hands, and stay at home. Approximately 89.9% (2652/2949) of the participants had
advised others to use sanitizer and 84.5% (2493/2949) had suggested others to sneeze into an elbow.

A significant regression equation was found ($F_{14,2934}=15.11$, $P<.001; R^2=0.07$). Income and marital status were significantly associated with people’s engagement in IHB (see Table 4). Particularly, individuals who were married ($B=0.146$, SE=0.037, $P<.001$) and had lower income ($B=0.040$, SE=0.010, $P<.001$) reported greater engagement in IHB. That is, these people were more active in persuading other people to adopt protective measures against the disease.

Among the psychosocial and behavioral predictors, benefits of engaging in preventive behaviors; self-efficacy; previous patient-centered communication with health providers; media literacy; and frequency of social media use, traditional media use, and internet news channels other than social media for COVID-19 news had significant correlations with IHB. Particularly, individuals who reported greater benefits of engaging in preventive behaviors ($B=0.052$, SE=0.021, $P=.01$), greater self-efficacy ($B=0.038$, SE=0.017, $P=.02$), greater previous patient-centered communication with health providers ($B=0.036$, SE=0.017, $P=.04$), lower media literacy ($B=-0.039$, SE=0.019, $P=.046$), greater social media use ($B=0.062$, SE=0.020, $P=.002$), greater traditional media use ($B=0.072$, SE=0.016, $P<.001$), and greater use of internet news channels other than social media ($B=0.039$, SE=0.012, $P=.002$) for COVID-19 news were more engaged in performing IHBs.

### Table 4. Correlates of intervening behaviors among Chinese during the outbreak of the coronavirus disease.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Unstandardized coefficients</th>
<th>Standardized coefficients $\beta$</th>
<th>$P$ value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>0.026</td>
<td>0.028</td>
<td>.17</td>
</tr>
<tr>
<td>Age</td>
<td>-0.001</td>
<td>0.002</td>
<td>-.18</td>
</tr>
<tr>
<td>Education</td>
<td>0.014</td>
<td>0.015</td>
<td>.019</td>
</tr>
<tr>
<td>Marital status</td>
<td>0.146</td>
<td>0.037</td>
<td>.095</td>
</tr>
<tr>
<td>Income</td>
<td>-0.040</td>
<td>0.010</td>
<td>-.086</td>
</tr>
<tr>
<td>Barriers</td>
<td>0.007</td>
<td>0.012</td>
<td>.011</td>
</tr>
<tr>
<td>Benefits</td>
<td>0.052</td>
<td>0.021</td>
<td>.049</td>
</tr>
<tr>
<td>Self-efficacy</td>
<td>0.038</td>
<td>0.017</td>
<td>.047</td>
</tr>
<tr>
<td>Emotional support</td>
<td>0.011</td>
<td>0.015</td>
<td>.015</td>
</tr>
<tr>
<td>Patient-centered communication</td>
<td>0.036</td>
<td>0.017</td>
<td>.045</td>
</tr>
<tr>
<td>Media literacy</td>
<td>-0.039</td>
<td>0.019</td>
<td>-.043</td>
</tr>
<tr>
<td>Social media</td>
<td>0.062</td>
<td>0.020</td>
<td>.066</td>
</tr>
<tr>
<td>Traditional media</td>
<td>0.072</td>
<td>0.016</td>
<td>.099</td>
</tr>
<tr>
<td>Internet news channels other than social media</td>
<td>0.039</td>
<td>0.012</td>
<td>.065</td>
</tr>
</tbody>
</table>

### Discussion

#### Principal Results

Using a national online survey, we examined the potential predictors of two different types of epidemic-related health behaviors—the self-focused PHBs and the other-focused intervening behaviors—among Chinese people in the face of COVID-19 and pinned down key psychological determinants for Chinese public’s behavioral engagement. Our findings offer valuable implications that might be applicable to other regions with similar policies or cultures in attempts to encourage the general public’s adoption of precautionary measures.

Our surveyed participants’ reported locations covered most of the provinces and areas in China, and most of them reported highly active adoption of PHBs to protect themselves (1629/2949, 55.3% reported frequent or very frequent engagement) and of IHBs with the goal of protecting social others (2493/2949, 84.5% reported engagement in at least one of five behaviors). The mainland Chinese people’s active engagement in protective behaviors during the early outbreak of COVID-19 surely contributed to effective control of the epidemic. Mainland China’s daily new confirmed cases decreased from 2022 on February 11, 2020, (toward the end of survey distribution) to 21 on July 23, 2020.

Our attempts to find key factors that facilitate or debilitate participants’ propensity to take PHBs and IHBs revealed interesting findings. First, demographic variables have been found to exert differential effects on individuals’ adoption of protective measures. In 2015, around 75.34% of the Chinese population received an educational level of high school and above [29]. Therefore, we used high school or less as the reference group. Education level was found to be positively associated with PHBs, suggesting that individuals with higher education were more likely to engage in preventive behaviors to protect themselves, which is consistent with previous studies [30]. However, education level was not associated with people’s intervening behaviors. Regarding the null effect of education level on one’s engagement in IHB, we believe the reason lies in the other-oriented nature of IHBs, that is, persuading others to follow health measures to protect themselves. Hence, we...
believe this behavior is more likely to be affected by social factors or whether the individual has a significant other, such as one’s marital status and their interactions with important people in their life.

Interestingly, income was negatively associated with intervening behaviors, such that people with lower income have weaker other-oriented motivation than those with higher income. Said otherwise, faced with a health crisis, poorer participants are less likely to behave in other-serving manners, suggesting their greater self-focus. This finding might be attributed to the fact that low-income groups face more and tougher challenges in the face of a health crisis due to lack of critical resources such as health insurance [31]. Marital status was found to be significantly associated with both preventive behaviors and intervening behaviors. Specifically, married individuals engaged in more preventive behaviors and more behaviors that promoted other individual’s self-protection against COVID-19. This finding, in line with previous research [32,33], showcases health-related benefits of marriage. Marriage encourages adoption of healthy behaviors and motivates people to monitor, influence, and even control partners’ health conditions [32].

However, among married individuals, engagement in intervening behaviors could be potentially associated with more interactions with spouses, children, parents, relatives, and even friends. Future studies should further investigate and tease apart the differential influences of those different types of interaction on people’s engagement in intervening behaviors among married individuals.

Moreover, we observed interesting relationships between the examined psychological factors and participants’ engagement in PHB and IHB. On the one hand, we found negative association between barriers and participants’ engagement in PHB. Specifically, more perceived barriers deterred people’s adoption of PHB against COVID-19. We also found that greater benefits, self-efficacy in preventing COVID-19, and emotional support had positive relationships with adoption of PHBs, which are consistent with previous research [14,33]. On the other hand, we found greater engagement in IHB among participants who perceived higher benefits of preventing coronavirus and with a higher self-efficacy. Taken together, these findings suggest that communication with the general public on COVID-19 should highlight the benefits of health behaviors, reduce perceived barriers of taking actions, and enhance self-efficacy. Additionally, it can be beneficial to advise people to seek emotional support from close others in the face of COVID-19.

Further, it is found that participants who experienced high-quality patient-doctor communication prior to COVID-19 were more active in adopting precautionary behaviors and intervening behaviors. People who had high-quality interaction with doctors tend to build trust in precautionary measures that are recommended and hence have greater motivation to comply with these recommendations. These findings shed light on the benefits of building and maintaining good patient-doctor relationships in the face of public health emergencies.

This study also investigates the effects of media literacy and media use during an outbreak of an epidemic on health behaviors. Interestingly, media literacy was positively related to preventive behaviors and negatively associated with intervening behaviors. These findings suggested that individuals with a higher ability to distinguish media messages were more likely to engage in preventive behaviors for themselves. On the contrary, individuals with a lower ability to judge a media message or news related to COVID-19 tended to intervene more toward other people’s health behaviors [20,21]. Their trust of sentential or misinformation might potentially boost their intervening behaviors.

Media are usually the critical platforms to deliver news and health information, and could potentially contribute to the engagement of preventive or intervening behaviors. We found that more frequent use of both new media and traditional media for coronavirus news and information were associated with greater engagement in both preventive and intervening behaviors, indicating social media, traditional media, and internet news channels other than social media were effective platforms to disseminate COVID-19–related information to promote health behaviors. However, based on the values of coefficients, people used social media and traditional media more frequently to get information related to COVID-19 than internet news channels other than social media. Our study extends similar findings from a previous study conducted in the United States, which found general health information online was positively related to preventive behavior [34]. Our findings indicate the potential roles of social media and traditional media to deliver effective preventive campaigns related to COVID-19 [35,36].

Limitations

We acknowledge several limitations of this study and point in directions for future research. The nature of cross-sectional survey data limited the causal relationships between variables being inferred. However, our findings are largely in alignment with previous research findings regarding health behaviors. Besides, a convenient sampling approach was used. Participants were largely those who owned a social media account or who had internet access, which may undermine the generalizability of the conclusions to the whole population of China. Yet, we believe this is an issue of less significance given the urgency of the issue and the commonality of risks imposed by COVID-19 on the general public. Future studies should use a probability-based sampling method to detect health behaviors regarding COVID-19 to generalize the findings. In addition, studies examining whether the digital divide has an impact on health behaviors are warranted. Although all measurements of this study were drawn from previous studies, validated scales such as different media use should be employed in future research. Besides, it should be noted that the variance explained by our model was relatively small, which suggests potential alternative predictors. Hence, future studies should examine other possible determinants using other relevant theories. Additionally, living alone or with others could also be associated with health behaviors. Future studies should take these into consideration. Moreover, in this paper, we did not examine potential mediators or moderators of the behavioral outcomes as some theories suggest. Finally, future studies should collect longitudinal data to examine the trends of people’s engagement
in health-related behaviors as the epidemic develops and the mediators and moderators of both PHBs and IHBs.

**Conclusions**

This study reveals that, during the early outbreak of COVID-19, Chinese people reported high engagement in preventive and intervening behaviors. Their compliance with the recommended health behaviors by the Chinese government and the WHO has alleviated the serious epidemic and resulted in a controlled situation in March 2019. This study demonstrates the associations of psychosocial factors including the perceived barriers and benefits of health behaviors, self-efficacy, emotional support, patient-centered communication, media literacy and media use for COVID-19 news, and demographic factors such as education, income, and marital status with individuals’ adoption of health behaviors. Our findings have practical implications for policy makers and health organizations to design more effective health intervention programs using different media channels.

**Acknowledgments**

The research reported in this paper was funded by the University of South China COVID-19 epidemic prevention and control scientific research emergency project (2020-2-5), Hunan province 2020 innovative province construction special topic to combat COVID-19 epidemic emergency (2020SK3010), and the National Natural Science Foundation (No. 71802198).

**Conflicts of Interest**

None declared.

**References**

Abbreviations

COVID-19: coronavirus disease
IHB: intervening health behavior
PHB: preventive health behavior
PHM: Preventive Health Model
WHO: World Health Organization

Edited by G Eysenbach; submitted 11.05.20; peer-reviewed by L Kayser, J Sapp, N Guo; comments to author 12.06.20; revised version received 27.06.20; accepted 26.07.20; published 21.08.20.

Please cite as:
Chinese Public's Engagement in Preventive and Intervening Health Behaviors During the Early Breakout of COVID-19: Cross-Sectional Study
J Med Internet Res 2020;22(8):e19995
URL: http://www.jmir.org/2020/8/e19995/
doi: 10.2196/19995
PMID:32716897

©Zhaomeng Niu, Tingting Wang, Pengwei Hu, Jing Mei, Zhihan Tang. Originally published in the Journal of Medical Internet Research (http://www.jmir.org), 21.08.2020. This is an open-access article distributed under the terms of the Creative Commons Attribution License (https://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and reproduction in any medium, provided the original work, first published in the Journal of Medical Internet Research, is properly cited. The complete bibliographic information, a link to the original publication on http://www.jmir.org/, as well as this copyright and license information must be included.
Original Paper


Qi Deng¹,²,³, BSc, MBA, MSEE, DBA

¹College of Economics and Management, China-Africa International Business School, Zhejiang Normal University, Jinhua, China
²Cointelligence Financial Technology Ltd, Shanghai, China
³Cointelligence Financial Technology Ltd, Hong Kong, Hong Kong

Corresponding Author:
Qi Deng, BSc, MBA, MSEE, DBA
College of Economics and Management
China-Africa International Business School
Zhejiang Normal University
688 Yingbin Avenue
Jinhua
China
Phone: 86 13811402549
Email: qi.deng@zjnu.edu.cn

Abstract

Background: Compartmental models dominate epidemic modeling. Transmission parameters between compartments are typically estimated through stochastic parameterization processes that depends on detailed statistics of transmission characteristics, which are economically and resource-wise expensive to collect.

Objective: We aim to apply deep learning techniques as a lower data dependency alternative to estimate transmission parameters of a customized compartmental model, for the purpose of simulating the dynamics of the US coronavirus disease (COVID-19) epidemic and projecting its further development.

Methods: We constructed a compartmental model and developed a multistep deep learning methodology to estimate the model’s transmission parameters. We then fed the estimated transmission parameters to the model to predict development of the US COVID-19 epidemic for 35 and 42 days. Epidemics are considered suppressed when the basic reproduction number \((R_0)\) is less than 1.

Results: The deep learning–enhanced compartmental model predicts that \(R_0\) will fall to <1 around August 17-19, 2020, at which point the epidemic will effectively start to die out, and that the US “infected” population will peak around August 16-18, 2020, at 3,228,574 to 3,308,911 individual cases. The model also predicted that the number of accumulative confirmed cases will cross the 5 million mark around August 7, 2020.

Conclusions: Current compartmental models require stochastic parameterization to estimate the transmission parameters. These models’ effectiveness depends upon detailed statistics on transmission characteristics. As an alternative, deep learning techniques are effective in estimating these stochastic parameters with greatly reduced dependency on data particularity.

(J Med Internet Res 2020;22(8):e21173) doi:10.2196/21173
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Introduction

The coronavirus disease (COVID-19) pathogen that has ravaged China, Europe, and the United States since December 2019 is a member of the coronavirus family, which also includes the severe acute respiratory syndrome coronavirus (SARS-CoV) and Middle East respiratory syndrome–related coronavirus (MERS-CoV). In the United States, as of July 31, 2020, there have been 4,562,038 confirmed cases and 153,314 deaths of COVID-19.
The COVID-19 pandemic is still in progress, and most of the noticeable early research is descriptive in nature, focusing on reported cases to establish the baseline demographic parameters for the disease such as age, gender, health, and medical conditions in addition to the disease’s clinical manifestations, in a Chinese context. These studies include reports on demographic characteristics, epidemiological and clinical characteristics, exposure and travel history to the epicenter, and illness timelines of laboratory-confirmed cases [1-5] as well as epidemiological information on patients from social networks and local, national, and international health authorities [6]. The spread of SARS-CoV-2 outside China (eg, Iceland) is also analyzed [7], albeit to a limited extent. Concerned about the worsening situation in New York City, researchers have characterized information on the first 393 consecutive patients with COVID-19 admitted to 2 hospitals in the city [8].

Some stage-specific studies on patients with COVID-19 have also been carried out, including a single-centered, retrospective study on critically ill adult patients in Wuhan, China [9] and a retrospective, multicenter study on adult laboratory-confirmed inpatients (≥18 years of age) from 2 Wuhan hospitals, who have been discharged or have died [10].

The aim of this paper is to establish a class of extended COVID-19 compartmental models, for which the transmission parameters are estimated by a multistep, multivariate deep learning methodology.

**Methods**

**COVID-19 Epidemic Modeling**

There have been attempts to model the COVID-19 epidemic dynamics. These studies add a worldwide mobile dimension, reflecting a higher level of mobility and globalization in 2020 than in 2003 (SARS) and even 2013 (MERS). The SEIR (Susceptible–Exposed–Infectious–Recovered) model is used to infer the basic reproduction ratio and simulate the Wuhan epidemic [11]; it considers domestic and international air travel to and from Wuhan to other cities to forecast the national and global spread of the virus. More sophisticated models have also been developed to correlate risk levels of foreign countries with their travel exposure to China [12,13], including a stochastic dual-SEIR approach on both the Wuhan population and international travelers, to estimate how transmission varied over time from Wuhan to international destinations [13]. Simulations on the international spread of the COVID-19 after the start of the travel ban from Wuhan on January 23, 2020, have also been conducted [14], which apply the Global Epidemic and Mobility Model to a multitude of Chinese and international cities, and a SEIR variety (SLIR, Susceptible–Latent–Infectious–Recovered) to project the impact of human-to-human transmissions. To simulate the transmission mechanism itself, a Bats-Hosts-Reservoir-People network is developed to simulate potential transmission from the infection sources (ie, bats) to humans [15].

Since March 2020, with the COVID-19 outbreak winding down in China, researchers have dedicated more efforts to analyzing the effectiveness of containment measures. Mobility and travel history data from Wuhan are used to ascertain the impact of the drastic control measures implemented in China [16]. A study investigated the spread and control of COVID-19 among Chinese cities, using data on human movements and public health interventions [17]. Using contact data for Wuhan and Shanghai and contact tracing information from Hunan Province, a group of researchers built a transmission model to study the impact of social distancing and school closure [18].

**Theoretical Foundation**

Compartmental models dominate epidemic modeling on COVID-19 epidemics (and previous coronavirus outbreaks), and they require detailed statistics on transmission characteristics to estimate the stochastic transmission parameters between compartments. Essentially, these models correlate factors such as geographic distances and contact intensities among heterogeneous subpopulations with gradient probability decay. Technically, transmission parameterization applies Bayesian inference methods such as Markov Chain Monte Carlo or Gillespie algorithm [19] simulations to form probability density functions on a cross-section in order to estimate parameters for each timestep of a multivariate time series construct. These detailed statistics on transmission characteristics are economically and resource-wise expensive to collect.

We are particularly interested in extended compartmental models that cover multiple interconnected and heterogeneous subpopulations [10,15,20]. There are also some pure time series analyses on epidemic dynamics outside of mainstream compartmental modeling, for example, the AutoRegressive Integrated Moving Average approach [21] that is typically found in financial applications. Such analyses provide another perspective.

We developed a multistep, multivariate deep learning methodology to estimate the transmission parameters. We then fed these estimated transmission parameters to a customized compartmental model to predict the development of the US COVID-19 epidemic.

We established a SEIR-variety discrete time series on a daily interval as the theoretical foundation for a deep learning–enhanced compartment model. We started with the construction of a so-called SEIRQJD (SEIR-Quarantined-Isolated-Deceased) model (Figure 1).
Figure 1. The SEIRQJD (Susceptible–Exposed–Infectious–Recovered–Quarantined–Isolated–Deceased) Model. E: Exposed; Q: Quarantined; I: Infectious; D: Deceased; S: Susceptible; J: Isolated; R: Recovered. The transmission parameters (Greek letters) are - $\beta$: from Susceptible (S) to Exposed (E) if Exposed (E) is reported directly, or Susceptible (S) to Infectious (I) if Exposed (E) is not reported directly; $\sigma_I$, $\sigma_Q$: from Exposed (E) to Infectious (I) and Quarantined (Q), respectively; $\kappa_I$: from Quarantined (Q) to Infectious (I); $\gamma_J$, $\gamma_R$, $\gamma_D$: from Infectious (I) to Isolated (J), Recovered (R) and Deceased (D), respectively; $\upsilon_I$, $\upsilon_D$: from Isolated (J) to Recovered (R) and Deceased (D), respectively.

We used the US COVID-19 epidemic datasets from John Hopkins University Center for Systems Science and Engineering (JHU CSSE) Github COVID-19 data depository, which does not include directly Exposed (E) and Quarantined (Q) data, and therefore, we set all transmission parameters to and from the “E” and “Q” compartments ($\sigma_I$, $\sigma_Q$, $\kappa_I$) to 0. Furthermore, the datasets assume that all deaths arise from the isolated population (J); thus, we also set the transmission parameter from Infectious (I) to Deceased (D), $\gamma_D$, to 0. We then simplified the SEIRJD model to a SIRJD (Susceptible–Infectious–Recovered–Isolated–Deceased) construct, in which a population is grouped into 5 compartments:

1. Susceptible (S): The susceptible population arises at a percentage $L_t$ of a net influx of individuals.
2. Infectious (I): The infectious individuals are symptomatic, come from the Susceptible compartment, and further progress into the Isolated or Recovered compartments.
3. Isolated (J): The isolated individuals have developed clinical symptoms and have been isolated by hospitalization or other means of separation. They come from the Infectious compartment and progress into the Recovered or Deceased compartments.
4. Recovered (R): The recovered individuals come from Infectious and Isolated compartments and acquire lasting immunity (there is no contradiction against this assumption yet).
5. Deceased (D): The deceased cases come from the Infectious and Isolated compartments.

The SIRJD model has a daily ($\Delta t=1$) multivariate time series construct given by the follow matrix form:

or

The Greek letters in the time series are transmission parameters defined in the state diagram in Figure 1. Essentially, all these parameters are stochastic.

Since we need to estimate the transmission parameters, we can rewrite and rearrange Equations (1) and (2) to the following matrix representation:

or

Data

We collected the following US COVID-19 datasets from the JHU CSSE data depository [22]:

1. Dataset 1: The JHU CSSE updates daily records (confirmed, active, dead, recovered, hospitalized, etc) from April 12, 2020. We used these detailed case data to construct the compartmental model (Multimedia Appendix 1).
2. Dataset 2: The JHU CSSE updates 2 time series on a daily basis. One tracks the confirmed cases and the other tracks the dead cases, both starting from January 22, 2020. We used the confirmed/dead cases as training data for deep learning (Multimedia Appendix 2).

The JHU CSSE dataset has an almost precise period of 7 days (±1 day), indicating that a majority of the reporting agencies in the country choose to update their respective statistics on a
weekly, fixed-calendar interval. We ran a 7-day moving average on the dataset to smooth out this “unnatural” data seasonality.

Methodology

We then conducted the following step-by-step operations to model the US epidemic:

1. We constructed an in-sample SIRJD time series starting from April 12, 2020, with Dataset 1.
2. We used the in-sample SIRJD time series constructed in Step 1 to come up with an in-sample time series for the 2 most critical daily transmission parameters (\(\beta\) and \(\gamma\)).
3. We constructed a confirmed/dead-case time series starting from January 22, 2020 (in-sample time series), with Dataset 2.
4. We applied 2 deep learning approaches—the standard deep neural networks (DNN) and the advanced recurrent neural networks–long short-term memory (RNN-LSTM)—to fit the confirmed/dead in-sample time series from Step 3 and predict the further development of confirmed/dead cases for 35 and 42 days (out-of-sample time series).
5. We use the confirmed/dead in-sample time series from Step 3 as training data and the in-sample \(\beta\) and \(\gamma\) time series from Step 2 as training label. We then applied the DNN and RNN-LSTM techniques to predict \(\beta\) and \(\gamma\) for 35 and 42 days (out-of-sample time series).
6. Finally, we used the predicted (out-of-sample) transmission parameters (\(\beta\) and \(\gamma\)) from Step 5 to simulate 35- and 42-day progressions (out-of-sample time series) of the SIRJD model (particularly the SIR portion) in a recursive manner, starting with the data point of the last timestep from the in-sample SIRJD time series from Step 1.

Figure 2 presents a flowchart to illustrate the dataset and methodology.
**Results**

The results based on data up to July 31, 2020, are illustrated in Figures 3-6 for the 35-day forecast and Figures 7-10 for the 42-day forecast.

In Figure 3 (35-day forecast), the DNN method predicts that on August 19, 2020, the "Infected-to-Recovered" transmission parameter $\gamma_R$ will rise and stay above the "Susceptible-to-Infected" transmission parameter $\beta$. This means that the value of the basic reproduction rate, $R_0$, will fall to $<1$ and that the spread of COVID-19 in the United States will effectively end on that day. In Figure 4 (35-day forecast), the RNN-LSTM method gives a slightly more aggressive prediction that $\gamma_R$ will overtake $\beta$ on August 17, 2020. Thus, with the 35-day forecast, we predict that the tide of the US epidemic will turn around the August 17-19, 2020, timeframe.
Figure 3. Transmission parameter estimations (deep neural networks) for 35 days. Beta is the “Susceptible-to-Infected” transmission parameter ($\beta$) and Gamma_R is the “Infected-to-Recovered” transmission parameter ($\gamma_R$) for the in-sample (observed) data. Beta_fo is the forecasted $\beta$ and Gamma_R_fo is the forecasted $\gamma_R$ for the out-of-sample (forecasted) data.

Figure 4. Transmission parameter estimations (recurrent neural networks–long short-term memory) for 35 days. Beta is the “Susceptible-to-Infected” transmission parameter ($\beta$) and Gamma_R is the “Infected-to-Recovered” transmission parameter ($\gamma_R$) for the in-sample (observed) data. Beta_fo is the forecasted $\beta$ and Gamma_R_fo is the forecasted $\gamma_R$ for the out-of-sample (forecasted) data.

In Figure 5 (35-day forecast), the DNN method predicts that the US “Infected” population will peak on August 18, 2020, at 3,267,907 individual cases. In Figure 6 (35-day forecast), the RNN-LSTM method predicts that the US “Infected” population will peak on August 16, 2020, at 3,228,574 individual cases. For the 35-day forecast, the deep learning methods predict that the number of accumulative confirmed cases will cross the 5 million mark on August 7, 2020, at 5,007,479 cases by DNN (Figure 5) and at 5,002,100 cases by RNN-LSTM (Figure 6).
Figure 5. SIR (Susceptible–Infectious–Recovered) model forecasting (deep neural networks) for 35 days. Susceptible, Infected, Recovered, and Dead are in-sample compartmental model data, and Confirmed_cal is the in-sample number of confirmed cases. Susceptible_fo, Infected_fo, Recovered_fo, Dead_fo, and Confirmed_cal_fo are their out-of-sample (forecasted) counterparts. The right y-axis is for Susceptible/Susceptible_fo, while the left y-axis is for all others. The right y-axis is needed for scaling purpose, as Susceptible/Susceptible_fo are derived from the total population.

Figure 6. SIR (Susceptible–Infectious–Recovered) model forecasting (recurrent neural networks–long short-term memory) for 35 days. Susceptible, Infected, Recovered, and Dead are in-sample compartmental model data, and Confirmed_cal is the in-sample number of confirmed cases. Susceptible_fo, Infected_fo, Recovered_fo, Dead_fo, and Confirmed_cal_fo are their out-of-sample (forecasted) counterparts. The right y-axis is for Susceptible/Susceptible_fo, while the left y-axis is for all others. The right y-axis is needed for scaling purpose, as Susceptible/Susceptible_fo are derived from the total population.

In Figure 7 (42-day forecast), the DNN method also predicts (same as 35-day forecast) that $\gamma R$ will overtake $\beta$ on August 19, 2020. In Figure 8 (42-day forecast), the RNN-LSTM method gives exactly the same prediction, that $R_0$ will fall to <1 on August 19, 2020.
Figure 7. Transmission parameter estimations (deep neural networks) for 42 days. Beta is the “Susceptible-to-Infected” transmission parameter ($\beta$) and Gamma_R is the “Infected-to-Recovered” transmission parameter ($\gamma_R$) for the in-sample (observed) data. Beta_fo is the forecasted $\beta$ and Gamma_R_fo is the forecasted $\gamma_R$ for the out-of-sample (forecasted) data.

Figure 8. Transmission parameter estimations (recurrent neural networks–long short-term memory) for 42 days. Beta is the “Susceptible-to-Infected” transmission parameter ($\beta$) and Gamma_R is the “Infected-to-Recovered” transmission parameter ($\gamma_R$) for the in-sample (observed) data. Beta_fo is the forecasted $\beta$ and Gamma_R_fo is the forecasted $\gamma_R$ for the out-of-sample (forecasted) data.

In Figure 9 (42-day forecast), the DNN method predicts that the US “Infected” population will peak on August 18, 2020, at 3,275,304 individual cases. In Figure 10 (42-day forecast), the RNN-LSTM method predicts that the US “Infected” population will peak on August 18, 2020, at 3,308,911 individual cases. For the 42-day forecast, the deep learning methods predict that the number of accumulative confirmed cases will cross the 5 million mark on August 7, 2020, at 5,008,504 individual cases by DNN (Figure 9) and 5,014,608 individual cases by RNN-LSTM (Figure 10), which are consistent with the 35-day forecasts.
Figure 9. SIR (Susceptible–Infectious–Recovered) model forecasting (deep neural networks) for 42 days. Susceptible, Infected, Recovered, and Dead are in-sample compartmental model data, and Confirmed_cal is the in-sample number of confirmed cases. Susceptible_fo, Infected_fo, Recovered_fo, Dead_fo, and Confirmed_cal_fo are their out-of-sample (forecasted) counterparts. The right y-axis is for Susceptible/Susceptible_fo, while the left y-axis is for all others. The right y-axis is needed for scaling purpose, as Susceptible/Susceptible_fo are derived from the total population.

Figure 10. SIR (Susceptible–Infectious–Recovered) model forecasting (recurrent neural networks–long short-term memory) for 42 days. Susceptible, Infected, Recovered, and Dead are in-sample compartmental model data, and Confirmed_cal is the in-sample number of confirmed cases. Susceptible_fo, Infected_fo, Recovered_fo, Dead_fo, and Confirmed_cal_fo are their out-of-sample (forecasted) counterparts. The right y-axis is for Susceptible/Susceptible_fo, while the left y-axis is for all others. The right y-axis is needed for scaling purpose, as Susceptible/Susceptible_fo are derived from the total population.

Discussion

In this study, we applied DNN and RNN-LSTM techniques to estimate the stochastic transmission parameters for an SIRJD model with a discrete time series construct. We then used the SIRJD model to forecast further development of the US COVID-19 epidemic.

We used two US COVID-19 datasets from the JHU CSSE data depository. The first dataset includes detailed daily records (confirmed, active, dead, recovered, hospitalized, etc) starting from April 12, 2020, from which we constructed the SIRJD model. The second dataset includes time series tracked confirmed and dead cases starting from January 22, 2020, which we used to construct training data for deep learning. The JHU CSSE data have an almost precise period of 7 days (±1 day) that masks the true epidemic dynamics; thus, we ran a 7-day
moving average on the dataset to smooth out this data seasonality.

We then applied DNN and RNN-LSTM deep learning techniques to fit the confirmed/dead series to predict the further development of confirmed/dead cases as well as to predict the “Susceptible-to-Infected” and “Infected-to-Recovered” transmission parameters ($\beta$ and $\gamma$) for 35 and 42 days. Finally, we used the predicted transmission parameters ($\beta$ and $\gamma$) to simulate the epidemic progression for 35 and 42 days.

With data up to July 31, 2020, the deep learning implementations predicted that the basic reproduction rate ($R_0$) will fall to <1 around August 17-19, 2020, for the 35-day forecast and around August 19, 2020, for the 42-day forecast, at which point the spread of the coronavirus will effectively start to die out.

Implementations for the 35-day forecast predict that the US “Infected” population will peak around August 16-18, 2020, at 3,228,574 to 3,267,907 individual cases. The implementations for the 42-day forecast predict that the peak will occur on August 18, 2020, at 3,275,304 to 3,308,911 individual cases. All implementations indicate that the number of accumulative confirmed cases will cross the 5 million mark around August 7, 2020.

The 42-day forecasts provide a wider range of time and numbers than the 35-day forecasts, because for the same training data size, a longer forecast produces wider probability distributions.

With the introduction of the deep learning–enhanced compartmental model, we provide an effective and easy-to-implement alternative to prevailing stochastic parameterization, which estimates transmission parameters through probability likelihood maximization or Markov Chain Monte Carlo simulation. The effectiveness of the prevalent approach depends upon detailed statistics on transmission characteristics among heterogeneous subpopulations, and such statistics are economically and resource-wise expensive. On the other hand, deep learning techniques uncover hidden interconnections among seemingly less-related data, reducing the prediction’s dependency on data particularity. Future research on the usefulness of deep learning in epidemic modeling can further enhance its forecasting power.
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Abstract

Background: To avoid misuse of personal protective equipment (PPE), ensure health care workers’ safety, and avoid shortages, effective communication of up-to-date infection control guidelines is essential. As prehospital teams are particularly at risk of contamination given their challenging work environment, a specific gamified electronic learning (e-learning) module targeting this audience might provide significant advantages as it requires neither the presence of learners nor the repetitive use of equipment for demonstration.

Objective: The aim of this study was to evaluate whether a gamified e-learning module could improve the rate of adequate PPE choice by prehospital personnel in the context of the coronavirus disease (COVID-19) pandemic.

Methods: This was an individual-level randomized, controlled, quadruple-blind (investigators, participants, outcome assessors, and data analysts) closed web-based trial. All emergency prehospital personnel working in Geneva, Switzerland, were eligible for inclusion, and were invited to participate by email in April 2020. Participants were informed that the study aim was to assess their knowledge regarding PPE, and that they would be presented with both the guidelines and the e-learning module, though they were unaware that there were two different study paths. All participants first answered a preintervention quiz designed to establish their profile and baseline knowledge. The control group then accessed the guidelines before answering a second set of questions, and were then granted access to the e-learning module. The e-learning group was shown the e-learning module right after the guidelines and before answering the second set of questions.

Results: Of the 291 randomized participants, 176 (60.5%) completed the trial. There was no significant difference in baseline knowledge between groups. Though the baseline proportion of adequate PPE choice was high (75%, IQR 50%-75%), participants’ description of the donning sequence was in most cases incorrect. After either intervention, adequate choice of PPE increased significantly in both groups (P<.001). Though the median of the difference in the proportion of correct answers was slightly higher in the e-learning group (17%, IQR 8%-33% versus 8%, IQR 8%-33%), the difference was not statistically significant (P=.27). Confidence in the ability to use PPE was maintained in the e-learning group (P=.27) but significantly decreased in the control group (P=.04).
Conclusions: Among prehospital personnel with an already relatively high knowledge of and experience with PPE use, both web-based study paths increased the rate of adequate choice of PPE. There was no major added value of the gamified e-learning module apart from preserving participants’ confidence in their ability to correctly use PPE.

(J Med Internet Res 2020;22(8):e21265) doi:10.2196/21265
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Introduction

Background and Importance
Adequate use of personal protective equipment (PPE) is of paramount importance to ensure health care workers’ safety and to avoid shortages of such equipment in the context of the coronavirus disease (COVID-19) pandemic [1,2]. Protection guidelines against severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection have rapidly evolved following publication of new evidence regarding its mode of transmission, making prompt adaptation of the guidelines both frequent and necessary [3-5]. Prehospital personnel is particularly at risk of contamination as they usually work in a challenging environment and have to stay next to their patients in the narrow space of the ambulance for extended periods of time. This risk is further increased when high-risk procedures such as endotracheal intubation have to be performed [6-8].

To avoid misuse of PPE, effective communication of the corresponding guidelines to frontline health care workers is necessary [9]. However, continuous education has been massively disrupted due to the cancellation of continuous education sessions to limit disease transmission [10]. In this challenging context, electronic learning (e-learning) might provide significant advantages as it requires neither the presence of learners nor the repetitive use of equipment for demonstration as could be the case for live simulation [11,12].

Goal of This Investigation
The purpose of this study was to evaluate whether a specifically designed gamified e-learning module [13] could improve the rate of adequate PPE choice by prehospital personnel in the context of the COVID-19 pandemic. Our hypothesis was that knowledge of PPE guidelines would be inconsistent between prehospital personnel, and that an e-learning module may increase and standardize knowledge regarding the use of PPE. This could help limit both underuse and overuse of such equipment.

Methods

Study Design
This was an individual-level, stratified, randomized, controlled, quadruple-blind (investigators, participants, outcome assessors, and data analysts) closed web-based trial (Figure 1) designed following the CONSORT-EHEALTH (Consolidated Standards of Reporting Trials of Electronic and Mobile HEalth Applications and onLine TeleHealth) guidelines [14,15] and incorporating relevant elements from the CHERRIES (Checklist for Reporting Results of Internet E-Surveys) statement [16].

Figure 1. Study design.
The regional ethics committee issued a “Declaration of no objection” (Req-2020-00374) as the population studied was not considered vulnerable according to the Swiss federal law on human research [17]. As the purpose of the study was to examine the effect of two different study paths only on providers’ knowledge and attitude toward PPE, registration of the trial was not performed as it is not deemed necessary by the International Committee of Medical Journal Editors [18].

Setting
The study took place in April 2020 in Geneva, Switzerland; the detailed organization of local prehospital emergency services has already been described elsewhere [19]. There are five levels of increasing expertise working in the prehospital field. Ambulance drivers all have a basic life support certificate but are never called upon to deal with emergency situations. Emergency medical technicians (EMTs) are certified after 1 year of training, and can either transport stable patients on their own, or team up with a paramedic to deal with more difficult prehospital situations. The highest level of nonphysician care is provided by paramedics, who complete a 3-year curriculum. Whenever a potentially life-threatening emergency is identified by emergency dispatchers, paramedics are sent in teams of two. A medical reinforcement by way of a light vehicle, Service Mobile d’Urgence et de Réanimation (SMUR), staffed by a paramedic and an emergency physician can either be dispatched at the same time as the ambulance or be called upon by paramedics if specialized medical care is required on site. Emergency physicians are either senior residents or fellows working in one of the following departments: emergency medicine, anesthesiology, or general internal medicine. They can be supervised, either by call or on-site, by a senior specialist emergency physician, which represents the highest level of prehospital care in this setting.

Apart from the physician-staffed prehospital medical service, there are seven different ambulance companies in Geneva, two of which belong to public organizations while the remaining five are privately owned. As each company has its own continuous education structure as well as its own equipment, medical devices, and protocols, one cannot expect all paramedics to share the same knowledge level regarding all aspects of prehospital emergencies.

Online Platform
An online platform [20] developed under the Joomla! 3.9 content management system (Open Source Matters) was created specifically for the purpose of this study. A mailing management component (AcyMailing 5.10, Acyba), a survey component (Community Surveys Pro 5.4.0, CoreJoomla), and a form builder component used to issue completion certificates (BreezingForms Pro 1.9.0, Crossestc) were installed on the website. L Suppan was the only investigator with access to the platform’s administration console. No maintenance or update was planned on the server, platform, or content during the study period.

Study Material
A previously described gamified e-learning module created under Storyline 3 (Articulate Global) was used in this study [13]. The module contains 19 sections and embeds 7 video sequences. Within the module, trigger mechanisms are used to check that the user had accessed and completed all required steps before being allowed to proceed to the following section. The e-learning package is available on the study website where it can be viewed and downloaded freely. The comprehensive prehospital COVID-19 guidelines from the Geneva University Hospitals, version 1.11, was also used in this study [21].

Two quizzes were created by BG and L Suppan: a preintervention quiz designed to establish the participants’ baseline knowledge regarding PPE, their use and indication, and a postintervention quiz to assess whether these parameters had changed. Both quizzes contained 10 closed questions, either multiple choice or multiple answer. Questions designed to assess PPE choice were preceded by short clinical scenarios. Each quiz was displayed over 5 pages. The number of questions was limited to reduce attrition. These quizzes were tested and validated by all coinvestigators.

Consistency of specific “free-text” questions, such as age, was checked by means of regular expression (“regex”) rules. All answers were automatically checked for completeness by the system before participants were allowed to proceed to the next page. Custom validation messages were displayed to inform users who had not answered a question. Participants were not allowed to correct or review their answers once a page had been completed.

Subjects and Inclusion and Exclusion Criteria
Chief ambulance officers of all services were asked to provide one of the investigators (L Suppan) with a list of all the professional email addresses of their EMTs, paramedics, and emergency physicians. All the email addresses received from these officers were included.

Email addresses of ambulance drivers were excluded as these drivers usually only deal with interhospital transfers and almost never don PPE. Senior specialist emergency physicians were also excluded, as they are few in number and are usually involved in the writing of the guidelines or in the creation of the learning material; in addition, some of them are authors of this study. Finally, the email addresses of the paramedics who participated in the creation of this study or the learning material were also excluded.

Randomization and Allocation Concealment
Before performing a 1:1 randomization, stratification was achieved according to professional status (EMTs, paramedics, and emergency physicians). Email addresses were then sorted according to alphabetical order, and an investigator (MS) who did not have access to the email addresses database was given the number of participants by category and performed the randomization using a computer-generated table. The randomization key was then combined with the list of email addresses and entered in the mailing component by the only investigator who had access to the system (L Suppan). As the list of email addresses and allocations were solely present in an encrypted database, all other investigators were blinded as to group allocation.
Enrolment and Consent

Individual emails that were identical for all participants except for the unique links that pointed to one of the two study paths were sent on April 13, 2020 (Multimedia Appendices 1 and 2). These unique links were automatically created by the survey component but were not recorded in the mailing component other than in generic form (there was no way the individual tokens could be linked to the email addresses). The webmaster could therefore only know whether the email had been opened and the survey started, but was prevented from reconciling the email address with the survey answers, thereby guaranteeing user anonymization. Using unique links served two purposes: they allowed the participants to resume the course in case they were interrupted and also avoided double entries. Given the current circumstances, and as the vast majority of prehospital professionals had had their holidays cancelled and were therefore at work, participants were only given 12 days to complete the study, with email reminders sent on days 3, 7, and 10.

Apart from the survey link, the emails contained information regarding the study length and objectives as well as a short data protection statement. Participants were informed that they would be presented with the most recent version of the prehospital COVID-19 guidelines as well as with an e-learning module, though the order in which these materials would be shown was not explained. They were informed that, by clicking on the survey link, they consented to participate in the study and were provided with the names and electronic addresses of five investigators (BG, EG, L. Stuby, L. Suppan, and PC), whom they could contact at any time. As collected data were irrevocably anonymized, it was impossible for users to ask for their own answers to be deleted once the survey had been completed.

To improve the response rate, the chief ambulance and medical officers of all companies were asked to encourage their paramedics, EMTs, and emergency physicians to participate in the study. Participation reminders were also sent to all prehospital personnel along with a daily COVID-19 information newsletter.

Participation was not mandatory. No monetary incentive or prize was offered to the survey participants. As the e-learning module was akin to a continuous education session, participants were informed before beginning the survey that they would be able to print a continuous education certificate upon completion. As the certificate component was independent from both the mailing and the survey components, participants were ensured they could generate the certificate without their identity being disclosed.

Study Sequence

After clicking on the survey link, a welcome screen containing detailed information about the study was displayed. This welcome screen was identical for both groups and, similarly to the email messages, did not convey any information regarding the study sequence to ensure the participants were adequately blinded.

After clicking on the start button, participants were asked a series of questions designed to gather demographic-related data. Adaptive questioning was used in this section to avoid displaying irrelevant questions. Participants were then asked a series of general questions related to SARS-CoV-2 and the COVID-19 pandemic.

The control group was then shown the prehospital COVID-19 guidelines. They were then asked to answer a second set of questions before being prompted to evaluate the learning path up to this point. Only then could they access the e-learning module and download their certificate.

The e-learning group followed the same path at first, but accessed the e-learning module immediately after being shown the guidelines. This group then completed the same second set of questions, was asked to evaluate the learning path (which in this case included the e-learning module), and was finally allowed to download the completion certificate.

Outcomes

The main outcome was defined as the difference in the proportion of correct choice of PPE before and after the course, assessed by means of short clinical scenarios.

Secondary outcomes were stratification of the main outcome by profession and by personal history of COVID-19 (whether or not the participant had been infected), accuracy of donning and doffing sequences reconstitutions, differences in the rates of overuse and underuse of PPE, confidence in one’s ability to use PPE, perceived usefulness of the course, and satisfaction regarding the course. The latter three outcomes were assessed by means of a 5-point Likert scale.

Data Collection

Data was electronically recorded and securely stored in an encrypted MariaDB database (Version 5.5.5; MariaDB Foundation). At the end of the study, all data was extracted to CSV format by the only investigator who had access (L. Suppan). No personally identifiable data (including name, date of birth, email, or IP address) was ever asked for or recorded.

Data Curation and Availability

The extracted data were imported into Stata (StataCorp LLC). Variables were renamed to facilitate their understanding by the blinded data analysts. All data that could have enabled data analysts to identify group allocation were removed, and data fields were sorted accordingly. Incomplete questionnaires were excluded at this stage. The control and e-learning groups were renamed using city names (Moscow and Nairobi), and all relevant data were exported by L. Suppan to a Stata .dta file and sent to L. Stuby and MA for analysis.

Sample Size

As guidelines differ from region to region, we decided to only include prehospital staff working in the Geneva emergency medical system, thereby using a convenience sample rather than performing a sample size calculation.

Outcomes Assessment

Though most outcomes were electronically recorded and their interpretation therefore was generally independent of subjective human evaluation, comments had to be assessed by outcome

...
assessors. Two assessors (L. Stuby and PC), blinded as to group allocation, were asked to independently assess all comments. The nature of comments were to be rated as “positive,” “negative,” or “neutral” regarding the study, and as to whether they challenged Infection Prevention and Control (IPC) guidelines (binary, yes versus no). Disagreements were solved by sending the unclear comments to a third outcome assessor (BG), who was blinded to the previous assessments.

**Statistical Analysis**

Statistical analysis was performed using Stata 15. Continuous independent outcomes were assessed using the Student t test or the Mann-Whitney rank-sum test depending on normality. Categorical outcomes were assessed using Fisher exact test. A two-sided $P<.05$ was considered significant. Normality of distribution was first assessed graphically. In case of doubt, the Shapiro-Wilk test was applied.

Continuous paired data were assessed using either the paired Student t test or the Wilcoxon matched-pairs signed-rank test depending on normality. The sign test for matched pair was used if symmetry could not be proven. Categorical paired data were analyzed using asymptotic symmetry and marginal homogeneity tests. Binomial paired data were assessed using the McNemar test.

Stratification was defined a priori based on expertise level (EMTs, paramedics, or physicians) and COVID-19 status (negative; confirmed, quarantined; confirmed, cured or unknown). Two post hoc sensitivity analyses were conducted.

**Data Availability**

The original data has been deposited to Mendeley Data [22].

**Results**

**Characteristics of Study Subjects**

Of the 291 randomized participants, 176 (60.5%) completed the trial (Figure 2). No change was made to the web platform after the first batch of emails was sent. There was no significant downtime (the server was available more than 99% of the time throughout the study period). Just three participants were unable to complete the trial owing to technical problems, the exact nature of which could not be determined: two were not able to access the e-learning module, and one could not access the guideline (in PDF format). The study path was completed in one session by 82.7% of the participants (143/173).

![Study flowchart](image)

The blinded data analysts (L. Stuby and MA) excluded two surveys from the e-learning group as the participants’ professions did not match the target population (one “ambulance driver” and one “other”). They also excluded one survey from the control group because of incoherent answers (Multimedia Appendix 3). Participant characteristics are described in Table 1.
Table 1. Participant characteristics\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Control (n=85)</th>
<th>E-learning (n=88)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Profession, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Student paramedic</td>
<td>5 (5.9)</td>
<td>10 (11.4)</td>
</tr>
<tr>
<td>Emergency medical technician</td>
<td>11 (12.9)</td>
<td>12 (13.6)</td>
</tr>
<tr>
<td>Paramedic</td>
<td>61 (71.8)</td>
<td>60 (68.2)</td>
</tr>
<tr>
<td>Physician</td>
<td>8 (9.4)</td>
<td>6 (6.8)</td>
</tr>
<tr>
<td><strong>Gender, female, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>32 (37.6)</td>
<td>28 (31.8)</td>
</tr>
<tr>
<td><strong>Age (years), median (Q1-Q3)</strong></td>
<td>35 (30-42)</td>
<td>34 (28-40)</td>
</tr>
<tr>
<td><strong>Professional experience (years), median (Q1-Q3)</strong></td>
<td>9 (3-15)</td>
<td>7 (2-12)</td>
</tr>
<tr>
<td><strong>Prior infection prevention and control course, n (%)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No/does not remember</td>
<td>73 (85.1)</td>
<td>70 (79.6)</td>
</tr>
<tr>
<td>Yes</td>
<td>12 (14.1)</td>
<td>18 (20.4)</td>
</tr>
<tr>
<td><strong>Coronavirus disease status, positive, n (%)</strong></td>
<td>7 (8.3)</td>
<td>6 (6.8)</td>
</tr>
<tr>
<td><strong>Local guideline seen, yes, n (%)</strong></td>
<td>79 (92.9)</td>
<td>84 (95.4)</td>
</tr>
<tr>
<td><strong>Last time guideline seen (days), median (Q1-Q3)</strong></td>
<td>5 (3-10)</td>
<td>5 (2-8)</td>
</tr>
<tr>
<td><strong>Specific coronavirus disease course followed, yes, n (%)</strong></td>
<td>28 (32.9)</td>
<td>32 (36.4)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Totals may not equal to 100% due to rounding.

**Main Results**

There was no significant difference in baseline knowledge between groups. Though the baseline proportion of adequate PPE choice was high (75%, IQR 50%-75%), description of the donning sequence (assessed preintervention) was in most cases incorrect, as only 7 (4%) of the participants were able to reconstitute it accurately, with a similar proportion between groups. The donning sequence initially displayed in the survey was left unchanged by 7% of the participants (12/173, 6 per group).

Adequate choice of PPE was significantly increased in both groups after the intervention ($P<.001$; Figure 3). Though the median of the difference was higher in the e-learning group (17%, IQR 8%-33% versus 8%, IQR 8%-33%), it did not reach statistical significance ($P=.27$). This difference was similar regardless of stratification by profession or history of COVID-19 (Table 2). No participant was able to describe the correct doffing sequence, which was assessed postintervention. The doffing sequence originally displayed in the survey was left unchanged by 8% of the participants (14/173, 7 per group).
Figure 3. Change in proportion (%) of adequate choice of personal protective equipment.

![Diagram showing change in proportion of adequate choice of PPE]

Table 2. Adequate choice of personal protective equipment (main outcome).

<table>
<thead>
<tr>
<th>Outcomes</th>
<th>Control (n=85)</th>
<th>E-learning (n=88)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Main outcome: difference in percentage of correct answers, median (Q1-Q3)</td>
<td>8 (8 to 33)</td>
<td>17 (8 to 33)</td>
<td>.27</td>
</tr>
<tr>
<td>Main outcome by profession (%), median (Q1-Q3)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paramedic</td>
<td>8 (0 to 25)</td>
<td>17 (8 to 33)</td>
<td>.15</td>
</tr>
<tr>
<td>Paramedic student</td>
<td>25 (8 to 33)</td>
<td>29 (25 to 33)</td>
<td>.49</td>
</tr>
<tr>
<td>Emergency medical technician</td>
<td>25 (8 to 33)</td>
<td>8 (–8 to 33)</td>
<td>.88</td>
</tr>
<tr>
<td>Physician</td>
<td>25 (13 to 38)</td>
<td>13 (–8 to 42)</td>
<td>.30</td>
</tr>
<tr>
<td>Main outcome by coronavirus disease status (%)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Negative for coronavirus disease</td>
<td>8 (8 to 33)</td>
<td>25 (8 to 33)</td>
<td>.20</td>
</tr>
<tr>
<td>Positive for coronavirus disease</td>
<td>8 (–8 to 33)</td>
<td>0 (–8 to 17)</td>
<td>.37</td>
</tr>
</tbody>
</table>

Confidence in the ability of using PPE was identical before and after the course in the e-learning group (P=.27), but was significantly lower after the course in the control group (P=.04).

While most participants found the course useful (68.5%, 95% CI 61.5%–75.3%), the proportion of participants finding the course “very useful” was significantly higher (P=.01) in the e-learning group (33.0%, 95% CI 23.2%–42.8% versus 11.8%, 95% CI 4.9%–18.7%). Participants were generally satisfied regarding the course (60.0%, 95% CI 49.6%–70.4% for the e-learning group versus 62.5%, 95% CI 52.4%–72.6%; P=.28; Figure 4).
The proportion of positive comments was similar between groups (14%, 95% CI 7%-21% in the e-learning group versus 19%, 95% CI 11%-27%; \( P = .16 \)). Participants who expressed disagreements with IPC recommendations were also evenly divided (5.7%, 95% CI 3.2%-8.2% in the e-learning group versus 4.7%, 95% CI 0.2%-9.2%; \( P > .99 \)).

Two post hoc sensitivity analyses were performed. The first was achieved by excluding all participants who answered they were either “very unsatisfied” or “unsatisfied” with the course. The second was performed by excluding participants whose compliance regarding COVID-19–specific IPC guidelines could be doubted; this included those who did not answer “systematic wearing of a double pair of gloves” to the question “Which of these measures is NOT one of the infection prevention measures?” (40 [45%] in the e-learning group versus 35 [41%]). These analyses did not demonstrate a significant change regarding the main outcome (\( P = .89 \) and \( P = .29 \), respectively).

**Discussion**

**Main Results**

In this study, the proportion of those making an adequate choice regarding PPE increased significantly after prehospital personnel followed either web-based study path. Though the median of the increase was twice that of the e-learning group, this difference was not statistically significant.

Failure to reach significance might be explained by many different factors. The high baseline proportion of adequate choice of PPE in both groups may have dampened any relative impact of the intervention as there was little room left for improvement. Although this result might seem counterintuitive given the high rate of participants who responded that they did not attend (or did not recall attending) an IPC course prior to this study, more than 90% declared they had consulted the local guidelines recently. Most participants were therefore aware of the local recommendations, and the anxiety generated by the COVID-19 pandemic probably acted as a catalyst regarding their interest in such guidelines [23].

Another factor that might partly explain the lack of a significant difference is the sample size, which limited the power to detect small differences. Nevertheless, as PPE guidelines vary not only between countries, but also between Swiss cantons, it might have been inadequate to draw conclusions from a pooled group of paramedics working in different cantons with different guidelines [24]. Moreover, though increasing the sample size would increase the chances of finding a significant difference, too small an increase would not be clinically relevant regardless of the \( P \) value obtained [25]. Lack of significance might therefore also be consecutive to lack of effect of the e-learning module regarding knowledge acquisition in this particular population.

Though necessary to assess participants’ knowledge and attitudes regarding PPE prior to the interventions, the first set of questions, along with the study title, might have acted as a primer and focused the participants’ attention on the specific contents that would be tested postintervention [26]. This effect might have further dampened the potential impact of the e-learning module.

The relatively low level of satisfaction displayed by the participants should also be taken into account. Though e-learning modules and serious games usually increase participant satisfaction when compared to more traditional methods [27,28], such an effect could not be found in this study. Disagreement with IPC guidelines might, at least in part, explain why some participants were dissatisfied [5,29,30]. Indeed, the vast majority of paramedics working in Geneva have had some prior training regarding the use of PPE in situations other than the COVID-19
pandemic. Preparations for high-risk transfers during the 2014 Ebola epidemic [31] and practical exercises in the context of simulated major incidents involving the presence of hazardous materials [32] have presented paramedics with many different PPE guidelines and protocols over the last few years. As the latter situations require more stringent donning and doffing procedures than those described in the COVID-19 context, some paramedics seem to feel that IPC recommendations do not go far enough. There is however a delicate balance between underprotection and overuse of scarcely available resources that must be maintained [33,34]. Moreover, it can hardly be expected to have all paramedics don maximal PPE for all interventions. This would not only considerably increase intervention time, but also make delicate interventions more difficult given the bulk of the PPE and lead to more difficult communications. It could also increase fatigue as such equipment has been shown to be quite uncomfortable [35].

Secondary Outcomes

Though confidence in the ability to use PPE was maintained in the e-learning group, it significantly decreased after reviewing the guidelines in the control group. Participants who initially felt confident in their knowledge might have felt it was challenged after being asked specific questions [36,37]. The e-learning module probably helped restore their altered confidence, as interactive presentations, as well as gamification, have been shown to increase this feeling [38,39]. Nevertheless, most participants were unable, regardless of their assigned intervention, to reconstruct either the donning (assessed preintervention) or the doffing (assessed postintervention) sequences. This potential limitation has already been highlighted in the paper describing the development of the gamified e-learning module used in this study [13], though cut scenes were embedded to provide direct demonstration [40,41].

Though incorrect answers regarding the donning sequence are easily understandable as they might primarily result from a lack of knowledge, an inability to correctly rebuild the doffing sequence is questioning. No less than four different broad categories of causes could be involved: ineffectiveness of the teaching material, inadequate sequence, flawed means of assessing the participants’ knowledge, or disagreement with the procedure outlined in the guidelines and in the e-learning module. As this result was unforeseen, the method used in this study was unfortunately ill-suited to the evaluation of the underlying causes. Nevertheless, with less than 10% of participants having left the initially displayed sequences unchanged, a technical flaw can reasonably be ruled out.

Limitations

Apart from the abovementioned limitations, the ever-increasing knowledge regarding SARS-CoV-2 and COVID-19 might render both the guideline and the gamified e-learning module used in this study obsolete. However, current technological tools might mitigate this effect as they allow for a quick adaptation, even of highly interactive content [42].

Another limitation is the relatively small number of questions asked pre- and postintervention. Keeping the total number of questions and the time required to complete either study path relatively low was necessary to limit attrition [16,43]. This strategy was altogether successful as dropouts amounted to less than 15% in either group, a rather lower proportion than generally reported [44]. Attrition was further limited thanks to the use of unique identifiers, which allowed as many as 30 participants (17.3%) to complete their assigned study path in more than one session.

Despite its limitations, this study also has some strengths, among which the quadruple-blind design and the relatively high response rate should be acknowledged. Moreover, as all answers were electronically recorded, there was no risk of an outcome assessment bias. Finally, as neither the control nor the e-learning path requires the physical presence of either participants or instructors, the framework used in this study could serve as the building ground for courses in the context of an epidemic or a pandemic such as the current COVID-19 situation.

Perspectives

The larger impact such a web-based study might have had, regardless of the effect of a specific intervention such as the gamified e-learning module, should be assessed, as a possible change in PPE consumption or infection rate among prehospital providers could ensue.

The potential impact of this gamified e-learning module on less experienced and less primed participants should also be evaluated to confirm (or refute) the theories outlined in this discussion. The gamified e-learning module can thus be freely downloaded from the study website in both a web (HTML5 with Flash fallback) and SCORM (Shareable Content Object Reference Model) format.

Conclusions

Among prehospital personnel with an already relatively high knowledge and experience regarding PPE use, both web-based study paths increased the rate of adequate choice of PPE. There was no major added value of the gamified e-learning module apart from preserving participants’ confidence in their ability to correctly use PPE.
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Abstract

Background: Since December 2019, an outbreak of the coronavirus disease (COVID-19) caused by severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) has spread rapidly in Wuhan and worldwide. However, previous studies on pregnant patients were limited.

Objective: The aim of this study is to evaluate the clinical characteristics and outcomes of pregnant and nonpregnant women with COVID-19.

Methods: This study retrospectively collected epidemiological, clinical, laboratory, imaging, management, and outcome data of 43 childbearing-age women patients (including 17 pregnant and 26 nonpregnant patients) who presented with laboratory-confirmed COVID-19 in Tongji Hospital, Wuhan, China from January 19 to March 2, 2020. Clinical outcomes were followed up to March 28, 2020.

Results: Of the 43 childbearing-age women in this study, none developed a severe adverse illness or died. The median ages of pregnant and nonpregnant women were 33.0 and 33.5 years, respectively. Pregnant women had a markedly higher proportion of history exposure to hospitals within 2 weeks before onset compared to nonpregnant women (9/17, 53% vs 5/26, 19%, P=.02) and a lower proportion of other family members affected (4/17, 24% vs 19/26, 73%, P=.004). Fever (8/17, 47% vs 18/26, 69%) and cough (9/17, 53% vs 12/26, 46%) were common onsets of symptoms for the two groups. Abdominal pain (n=4, 24%), vaginal bleeding (n=1, 6%), reduced fetal movement (n=1, 6%), and increased fetal movement (n=2, 13%) were observed at onset in the 17 pregnant patients. Higher neutrophil and lower lymphocyte percent were observed in the pregnant group compared to the nonpregnant group (79% vs 56%, P<.001; 15% vs 33%, P<.001, respectively). In both groups, we observed an elevated concentration of high-sensitivity C-reactive protein, erythrocyte sedimentation rate, aminotransferase, and lactate dehydrogenase. Concentrations of alkaline phosphatase and D-dimer in the pregnant group were significantly higher than those of the nonpregnant group (119.0 vs 48.0 U/L, P<.001; 2.1 vs 0.3μg/mL, P<.001, respectively). Both pregnant (4/10, 40%) and nonpregnant (8/15, 53%) women tested positive for influenza A virus. A majority of pregnant and nonpregnant groups received antiviral (13/17, 76% vs 25/26, 96%) and antibiotic (13/17, 76% vs 23/26, 88%) therapy. Additionally, both pregnant (2/11, 18%) and nonpregnant (2/19, 11%) recovered women redetected positive for SARS-CoV-2 after discharge.

Conclusions: The epidemiology and clinical and laboratory features of pregnant women with COVID-19 were diverse and atypical, which increased the difficulty of diagnosis. Most pregnant women with COVID-19 were mild and moderate, and rarely developed severe pneumonia or severe adverse outcomes.
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Introduction

In December 2019, a cluster of cases of pneumonia of unknown etiology were identified in Wuhan, China [1]. Further investigation revealed these cases were caused by a novel coronavirus, which was termed severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). Pneumonia caused by SARS-CoV-2 was termed the coronavirus disease (COVID-19) [2,3]. In the past 2 decades, two human coronaviruses including severe acute respiratory syndrome–related coronavirus (SARS-CoV) and Middle East respiratory syndrome–related coronavirus (MERS-CoV) can cause severe lower respiratory tract infections [4,5]. SARS-CoV-2 is similar to SARS-CoV as both of them belong to the beta coronavirus genus, and SARS-CoV-2 shares more than 79.6% sequence identity with SARS-CoV [6]. As of April 18, 2020, the cumulative number of confirmed cases of COVID-19 infection in China had exceeded 86,700, and the death toll is more than 4600. The cumulative total number of confirmed cases has globally exceeded 2,350,000 and continues to increase [7,8]. The World Health Organization (WHO) has designated the COVID-19 pandemic a Public Health Emergency of International Concern. Pregnant women have been hypothesized to be susceptible to respiratory pathogens and severe adverse outcomes of pneumonia due to the normal physiological changes during pregnancy, including altered cell-mediated immunity and changes in pulmonary [9,10]. Previous studies reported that pregnant women infected with SARS-CoV or MERS-CoV were more susceptible to severe adverse outcomes including maternal morbidity and death. The case fatality rate (CFR) for pregnant women infected with SARS-CoV reached 25%-30%, much higher than that of the general population [11,12]. Data for pregnant women infected with MERS-CoV is scarce. A case series of 5 pregnant women with MERS reported that the CFR reached 40% [13]. Unfortunately, there is limited experience on COVID-19 infections during pregnancy, and all current studies are single-center trials. Two studies with a small sample size reported none of the pregnant women with COVID-19 have died yet [14,15]. However, currently there is no vaccine or specific treatment for COVID-19 infection.

In this study, we describe the clinical, laboratory, imaging findings, and clinical outcomes of 43 childbearing-age women patients (including 17 pregnant and 26 nonpregnant women) in Wuhan infected with SARS-CoV-2. This will provide an insight into the prevention and treatment of pregnant women with COVID-19.

Methods

Recruitment

This study retrospectively recruited patients from January 19 to March 2, 2020, at Tongji Hospital, Tongji Medical College of Huazhong University of Science and Technology, Wuhan, Hubei, China. According to the arrangements put in place by the Chinese Government, pregnant and nonpregnant women patients were admitted to the designated hospitals in Wuhan for managing COVID-19 without selectivity. All patients were diagnosed with COVID-19 according to “Diagnosis and Treatment Protocol for COVID-19 (Sixth Trial Edition)” released by the National Health Commission of the People’s Republic of China [16].

There were 17 pregnant and 32 nonpregnant women’s throat swabs that tested positive for SARS-CoV-2 RNA from January 19 to March 2, 2020; among them, 6 nonpregnant women with comorbidities were excluded (2 had hypertension, 1 had diabetes, 1 had a history of kidney transplantation, 1 had lymphoma, and 1 had connective tissue disease). The remaining 17 pregnant women and 26 nonpregnant women did not have any underlying comorbidities due to a chronic disease such as hypertension, diabetes, or heart disease. Two groups were matched with respect to age, gender, timing of contact with COVID-19, and the proportion of health care workers. Additionally, all patients recruited were Chinese residents and lived in Wuhan with no exposure to the Huanan seafood market in Wuhan.

This study was reviewed and approved by the Ethics Committee of Tongji Hospital, Tongji Medical College of Huazhong University of Science and Technology (TJ-IRB20200222). Informed consent for this retrospective study was waived. The anonymous data was collected and analyzed to facilitate better clinical decisions and treatment.

Data Collection

We retrospectively collected epidemiological, clinical, laboratory, imaging, management, and outcome data for all the patients with COVID-19 in the two groups. Clinical outcomes were followed up to March 28, 2020. Two researchers (LW and XG) evaluated the participants and reviewed the data independently, with disagreements resolved by consensus.

Throat swab specimens for all patients were tested for SARS-CoV-2 at Tongji Hospital. SARS-CoV-2 was confirmed following the WHO guidelines for quantitative real-time reverse transcription polymerase chain reaction (qRT-PCR) [17]. Throat swab specimens from the upper respiratory tract that were obtained from all patients on admission were maintained in a viral-transport medium. Other pneumonia-related respiratory pathogens including influenza A virus, influenza B virus, respiratory syncytial virus, adenovirus, parainfluenza viruses, legionella pneumophila, mycoplasma pneumoniae, and chlamydia pneunomaiae were tested by enzyme-linked immunosorbent assay (ELISA). qRT-PCR and ELISA detection reagents were provided by Tongji Hospital. Additionally, except for 1 pregnant woman who did not consent, all the remaining patients took a chest computed tomography (CT).
Statistical Analysis

Statistical analysis was performed with SPSS version 23.0 (IBM Corp). Continuous variables were presented as median (interquartile range). Categorical variables were expressed as number and proportion (%). The Mann-Whitney U test was applied for comparing two groups of continuous variables. The chi-square test or Fisher exact test were applied for discrete variables of two groups. A P value with a two-tailed test <.05 was considered as statistically significant.

Results

Demographics and Clinical Characteristics of Pregnant Women and Nonpregnant Women

A total of 17 pregnant and 26 nonpregnant women with COVID-19 were included in this study. Among the 17 pregnant women, 1 was in her first trimester, 3 were in their second trimester, and 13 were in their third trimester. None of them had a history of exposure to the Huanan seafood market. Of the sample, 18% (3/17) of pregnant and 19% (5/26) of nonpregnant women were health care workers. Pregnant women had a higher proportion of history exposure to hospitals within 2 weeks before onset compared to nonpregnant women (9/17, 53% vs 5/26, 19%, P=.02) and a lower proportion of other family members infected with COVID-19 (4/17, 24% vs 19/26, 73%, P=.004) than nonpregnant women. The median ages of pregnant and nonpregnant women were 33.0 and 33.5 years, respectively. The median time from symptom onset to hospital presentation in the pregnant and nonpregnant groups were 2.0 and 4.0 days, respectively. Of the patients, 2 of 17 (12%) pregnant women and 3 of 26 (11%) nonpregnant women were diagnosed with a severe type on admission. None of the patients developed critical illness (Table 1).

The symptoms at onset of pregnant women with COVID-19 were similar to nonpregnant women. The most common symptoms at onset of pregnant and nonpregnant women were fever (8/17, 47% vs 18/26, 69%) and cough (9/17, 53% vs 12/26, 46%). Other pneumonia-related symptoms at onset including fatigue, expectoration, chest tightness, and shortness of breath were less common. Chills and rigors, headache, and myalgia had not been observed in pregnant women prior to the infection. Both pregnant (1/17, 6%) and nonpregnant (4/26, 15%) groups had diarrhea at onset. Of the 17 pregnant women, 2 (12%) asymptomatic pregnant women were diagnosed during hospitalization routine tests as a requirement before delivery. Of the 26 nonpregnant women, 2 (8%) asymptomatic nonpregnant women were diagnosed by testing for SARS-CoV-2 of throat swabs because they had a history of contact with an infected person. Additionally, pregnancy-related symptoms were also observed in pregnant women, including abdominal pain (n=4, 24%), vaginal bleeding (n=1, 6%), reduced fetal movement (n=1, 6%), and increased fetal movement (n=2, 13%). There were 2 pregnant women who only had pregnancy-related symptoms until being diagnosed (Table 1).
Table 1. Epidemiological and clinical features of pregnant and nonpregnant women with the coronavirus disease.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (N=43)</th>
<th>Pregnancy (n=17)</th>
<th>Nonpregnancy (n=26)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), median (IQR)</td>
<td>33.0 (30.0-37.0)</td>
<td>33.0 (30.0-35.0)</td>
<td>33.5 (31.0-38.0)</td>
<td>.28</td>
</tr>
<tr>
<td>Gestational age on admission, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>First trimester</td>
<td>N/A a</td>
<td>1 (6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Second trimester</td>
<td>N/A</td>
<td>3 (18)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Third trimester</td>
<td>N/A</td>
<td>13 (76)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Health care workers, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.77</td>
</tr>
<tr>
<td>First trimester</td>
<td>8 (19)</td>
<td>3 (18)</td>
<td>5 (19)</td>
<td></td>
</tr>
<tr>
<td>Second trimester</td>
<td>N/A a</td>
<td>13 (76)</td>
<td>5 (19)</td>
<td></td>
</tr>
<tr>
<td>Third trimester</td>
<td>N/A</td>
<td>13 (76)</td>
<td>5 (19)</td>
<td></td>
</tr>
<tr>
<td>Hospital exposure within 2 weeks before onset, n (%)</td>
<td>14 (33)</td>
<td>9 (53)</td>
<td>5 (19)</td>
<td>.02</td>
</tr>
<tr>
<td>Other family members affected, n (%)</td>
<td>23 (53)</td>
<td>4 (24)</td>
<td>19 (73)</td>
<td>.004</td>
</tr>
<tr>
<td>Time from onset of symptom to first outpatient visit (days), median (IQR)</td>
<td>3.5 (1.0-7.0)</td>
<td>2.0 (0.9-10.8)</td>
<td>4.0 (1.0-7.0)</td>
<td>.75</td>
</tr>
<tr>
<td>Clinical classification, n (%)</td>
<td></td>
<td></td>
<td></td>
<td>.54</td>
</tr>
<tr>
<td>Mild</td>
<td>3 (7)</td>
<td>2 (12)</td>
<td>1 (4)</td>
<td></td>
</tr>
<tr>
<td>Moderate</td>
<td>35 (81)</td>
<td>13 (76)</td>
<td>22 (85)</td>
<td></td>
</tr>
<tr>
<td>Severe</td>
<td>5 (12)</td>
<td>2 (12)</td>
<td>3 (12)</td>
<td></td>
</tr>
<tr>
<td>Critical</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Symptoms at onset, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fever</td>
<td>26 (60)</td>
<td>8 (47)</td>
<td>18 (69)</td>
<td>.15</td>
</tr>
<tr>
<td>Chills and rigors</td>
<td>2 (5)</td>
<td>0 (0)</td>
<td>2 (8)</td>
<td>.67</td>
</tr>
<tr>
<td>Headache</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>.83</td>
</tr>
<tr>
<td>Dizziness</td>
<td>1 (2)</td>
<td>1 (6)</td>
<td>0 (0)</td>
<td>.83</td>
</tr>
<tr>
<td>Fatigue</td>
<td>5 (12)</td>
<td>1 (6)</td>
<td>4 (15)</td>
<td>.93</td>
</tr>
<tr>
<td>Cough</td>
<td>21 (49)</td>
<td>9 (53)</td>
<td>12 (46)</td>
<td>.66</td>
</tr>
<tr>
<td>Expectoration</td>
<td>9 (21)</td>
<td>3 (18)</td>
<td>6 (23)</td>
<td>.96</td>
</tr>
<tr>
<td>Chest tightness</td>
<td>5 (12)</td>
<td>2 (12)</td>
<td>3 (12)</td>
<td>.64</td>
</tr>
<tr>
<td>Shortness of breath</td>
<td>2 (5)</td>
<td>1 (6)</td>
<td>1 (4)</td>
<td>.67</td>
</tr>
<tr>
<td>Myalgia</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (4)</td>
<td>.83</td>
</tr>
<tr>
<td>Diarrhea</td>
<td>5 (12)</td>
<td>1 (6)</td>
<td>4 (15)</td>
<td>.64</td>
</tr>
<tr>
<td>Asymptomatic</td>
<td>4 (9)</td>
<td>2 (12)</td>
<td>2 (8)</td>
<td>.93</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>N/A</td>
<td>4 (24)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Vaginal bleeding</td>
<td>N/A</td>
<td>1 (6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Reduced fetal movements</td>
<td>N/A</td>
<td>1 (6)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Increased fetal movement</td>
<td>N/A</td>
<td>2 (13)</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>

aN/A: not applicable.

Laboratory and Imaging Characteristics of Pregnant Women and Nonpregnant Women

On admission, the median white blood cell count of patients in the pregnant group with COVID-19 was significantly higher than the nonpregnant group (7.8 vs 3.8×10⁹/L, P<.001). There were 4/17 (24%) pregnant women and 0/26 (0%) nonpregnant women that developed leukocytosis (white blood cell count>10.0×10⁹/L). Neutrophil percentage and neutrophil count were higher in pregnant women compared to nonpregnant women (79% vs 56%, P<.001; 6.7 vs 2.3×10⁹/L, P<.001, respectively). Lymphopenia (lymphocyte count<1.0×10⁹/L) occurred in 7 (41%) of the 17 pregnant women and 10 (38%) of the 26 nonpregnant women. There was no statistical difference in hemoglobin concentration and platelet count between the two groups (Table 2).
Table 2. Laboratory and imaging features of pregnant and nonpregnant women with the coronavirus disease.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (N=43)</th>
<th>Pregnancy (n=17)</th>
<th>Nonpregnancy (n=26)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Routine blood test</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White blood cell count ($\times 10^9$/L), median (IQR)</td>
<td>5.2 (3.8-7.6)</td>
<td>7.8 (6.6-10.2)</td>
<td>3.8 (3.6-5.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;4.0, n (%)</td>
<td>12 (28)</td>
<td>0 (0)</td>
<td>12 (46)</td>
<td>.003</td>
</tr>
<tr>
<td>&gt;10.0, n (%)</td>
<td>4 (9)</td>
<td>4 (24)</td>
<td>0 (0)</td>
<td>.04</td>
</tr>
<tr>
<td>Neutrophil percent (%), median (IQR)</td>
<td>64.4 (55.9-79.4)</td>
<td>80.5 (72.2-85.2)</td>
<td>58.0 (49.4-63.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&gt;75, n (%)</td>
<td>12 (28)</td>
<td>12 (71)</td>
<td>0 (0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Neutrophil count ($\times 10^9$/L), median (IQR)</td>
<td>3.3 (2.1-5.5)</td>
<td>6.7 (5.3-8.2)</td>
<td>2.3 (1.9-2.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;1.5, n (%)</td>
<td>1 (2)</td>
<td>0 (0)</td>
<td>1 (3)</td>
<td>.83</td>
</tr>
<tr>
<td>Lymphocyte percent (%), median (IQR)</td>
<td>24.9 (14.4-35.9)</td>
<td>13.0 (11.6-20.1)</td>
<td>32.7 (26.4-39.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>&lt;20, n (%)</td>
<td>14 (33)</td>
<td>13 (77)</td>
<td>1 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Lymphocyte count ($\times 10^9$/L), median (IQR)</td>
<td>1.4 (1.0-1.8)</td>
<td>1.1 (0.9-1.6)</td>
<td>1.4 (1.0-2.0)</td>
<td>.21</td>
</tr>
<tr>
<td>&lt;1.0, n (%)</td>
<td>17 (40)</td>
<td>7 (42)</td>
<td>10 (38)</td>
<td>.86</td>
</tr>
<tr>
<td>Hemoglobin (g/L), median (IQR)</td>
<td>122.5 (113.8-128.5)</td>
<td>117.0 (111.0-132.0)</td>
<td>123.0 (117.0-127.0)</td>
<td>.86</td>
</tr>
<tr>
<td>&lt;115, n (%)</td>
<td>12 (28)</td>
<td>6 (35)</td>
<td>6 (23)</td>
<td>.38</td>
</tr>
<tr>
<td>Platelet count ($\times 10^9$/L), median (IQR)</td>
<td>209.0 (160.0-242.0)</td>
<td>198.0 (138.0-227.3)</td>
<td>210.0 (171.0-250.3)</td>
<td>.24</td>
</tr>
<tr>
<td>&lt;150, n (%)</td>
<td>10 (23)</td>
<td>6 (35)</td>
<td>4 (15)</td>
<td>.25</td>
</tr>
<tr>
<td><strong>Other laboratory features</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High sensitivity C-reactive protein (mg/L), median (IQR)</td>
<td>6.7 (0.7-25.3)</td>
<td>16.7 (7.1-47.6)</td>
<td>1.6 (0.4-13.0)</td>
<td>.07</td>
</tr>
<tr>
<td>≥10, n/N (%)</td>
<td>14/31 (45)</td>
<td>7/10 (70)</td>
<td>7/21 (33)</td>
<td>.12</td>
</tr>
<tr>
<td>Procalcitonin (ng/mL), median (IQR)</td>
<td>0.04 (0.03-0.05)</td>
<td>0.05 (0.03-0.17)</td>
<td>0.04 (0.03-0.05)</td>
<td>.16</td>
</tr>
<tr>
<td>≥0.05, n/N (%)</td>
<td>0/23 (0)</td>
<td>0/9 (0)</td>
<td>0/14 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Erythrocyte sedimentation rate (mm/h), median (IQR)</td>
<td>26.0 (12.0-41.0)</td>
<td>36.5 (26.3-82.0)</td>
<td>24.0 (7.0-38.0)</td>
<td>.08</td>
</tr>
<tr>
<td>&gt;20, n/N (%)</td>
<td>13/20 (65)</td>
<td>5/10 (50)</td>
<td>8/15 (53)</td>
<td>.11</td>
</tr>
<tr>
<td>Alanine aminotransferase (U/L), median (IQR)</td>
<td>16.5 (9.0-26.0)</td>
<td>13.0 (9.0-28.0)</td>
<td>23.0 (9.0-26.5)</td>
<td>.72</td>
</tr>
<tr>
<td>≥45, n/N (%)</td>
<td>6/42 (14)</td>
<td>3/17 (18)</td>
<td>3/25 (12)</td>
<td>.95</td>
</tr>
<tr>
<td>Aspartate aminotransferase (U/L), median (IQR)</td>
<td>17.0 (13.0-28.3)</td>
<td>20.0 (14.0-42.5)</td>
<td>15.0 (10.5-25.0)</td>
<td>.047</td>
</tr>
<tr>
<td>≥35, n/N (%)</td>
<td>9/42 (21)</td>
<td>5/17 (29)</td>
<td>4/25 (16)</td>
<td>.51</td>
</tr>
<tr>
<td>Lactate dehydrogenase (U/L), median (IQR)</td>
<td>204.0 (172.0-286.0)</td>
<td>235.0 (182.0-309.0)</td>
<td>193.0 (161.0-277.0)</td>
<td>.13</td>
</tr>
<tr>
<td>≥250, n/N (%)</td>
<td>13/38 (34)</td>
<td>6/15 (40)</td>
<td>7/23 (30)</td>
<td>.73</td>
</tr>
<tr>
<td>Alkaline phosphatase (U/L), median (IQR)</td>
<td>57.5 (46.5-111.3)</td>
<td>119.0 (77.0-142.0)</td>
<td>48.0 (42.0-57.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥100, n/N (%)</td>
<td>11/38 (29)</td>
<td>10/15 (67)</td>
<td>1/23 (4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Creatinine (μmol/L), median (IQR)</td>
<td>52.5 (46.0-61.0)</td>
<td>50.0 (43.2-59.5)</td>
<td>53.0 (48.0-62.5)</td>
<td>.21</td>
</tr>
<tr>
<td>≥106, n/N (%)</td>
<td>0/38 (0)</td>
<td>0/14 (0)</td>
<td>0/24 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Creatine kinase (U/L), median (IQR)</td>
<td>51.5 (35.8-70.8)</td>
<td>81.0 (29.0-147.5)</td>
<td>48.5 (37.3-61.0)</td>
<td>.34</td>
</tr>
<tr>
<td>≥140, n/N (%)</td>
<td>1/20 (5)</td>
<td>1/6 (17)</td>
<td>0/14 (0)</td>
<td>.30</td>
</tr>
<tr>
<td>D-dimer (μg/mL), median (IQR)</td>
<td>0.7 (0.3-2.0)</td>
<td>2.1 (1.7-3.1)</td>
<td>0.3 (0.2-0.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>≥0.5, n/N (%)</td>
<td>19/34 (56)</td>
<td>11/12 (92)</td>
<td>8/22 (36)</td>
<td>.003</td>
</tr>
<tr>
<td><strong>Pneumonia-associated pathogens, n/N (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Respiratory syncytial virus</td>
<td>0/24 (0)</td>
<td>0/10 (0)</td>
<td>0/14 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Adenovirus</td>
<td>0/24 (0)</td>
<td>0/10 (0)</td>
<td>0/14 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Influenza A virus</td>
<td>12/25 (48)</td>
<td>4/10 (40)</td>
<td>8/15 (53)</td>
<td>.69</td>
</tr>
</tbody>
</table>
In both pregnant and nonpregnant groups, we observed elevated high-sensitivity C-reactive protein (hs-CRP; ≥10 mg/L: 7/10, 70% vs 7/21, 33%) and erythrocyte sedimentation rate (>20 mm/hr: 5/5 100% vs 8/15, 53%). The mean concentrations of alanine aminotransferase (ALT) or aspartate aminotransferase (AST) in the pregnant group were above the normal range, while the nonpregnant group was normal. One patient in the pregnant group had ALT of up to 882 U/L and AST of up to 783 U/L. Concentration of lactate dehydrogenase (LDH) and alkaline phosphatase in the pregnant group were observed as higher than in the nonpregnant group (235.0 vs 193.0 U/L; 119.0 vs 48.0 U/L, respectively). Additionally, 92% (11/12) of pregnant women were observed with an elevated D-dimer level, which was significantly higher than nonpregnant women (2.1 vs 0.3 μg/mL, P<.001; Table 2).

Serological examination of pneumonia-associated pathogens was performed in pregnant and nonpregnant patients with COVID-19. There were 4/10 (40%) pregnant women and 8/15 (53%) nonpregnant women that tested positive for influenza A virus immunoglobulin M. Other respiratory viruses had not been observed. Of 10 pregnant women, 1 (10%) tested positive for legionella pneumophila and 1 (10%) tested positive for mycoplasma pneumoniae. Except for 1 pregnant woman who refused to undergo a chest CT scan, all patients accepted chest CT examinations. Of the 42 patients, 41 (98%) displayed typical findings of pneumonia, in which 9 (21%) patients had unilateral pneumonia and 32 (76%) patients had bilateral pneumonia (Table 2 and Figure 1).

In Figure 1, A and B are chest CTs showing the axial view lung window of 2 pregnant women with COVID-19. A is the chest CT from a 34-year-old woman who was 38 weeks and 4 days pregnant, showing multiple bilateral ground-glass opacities. B is a chest CT from a 30-year-old woman who was 39 weeks and 1 day pregnant, showing left-sided ground-glass opacity. C and D are chest CTs showing the axial view lung window of 2 nonpregnant women with COVID-19. C is a chest CT from a 30-year-old woman showing multiple bilateral ground-glass opacities. D is a chest CT from a 33-year-old woman showing left-sided ground-glass opacity.
Management and Clinical Outcomes of Pregnant Women and Nonpregnant Women

A majority of the 17 pregnant and 26 nonpregnant patients with COVID-19 received antiviral (n=13, 76% vs n=25, 96%) and antibiotic (n=13, 76% vs n=23, 88%) therapy. There were 4 (24%) pregnant and 5 (19%) nonpregnant women that received glucocorticoid therapy, and 1 (6%) of the pregnant and 3 (12%) of the nonpregnant women received immunoglobulins therapy. Compared with the pregnant group, the proportion of patients that received antitussive therapy in the nonpregnant group significantly increased (18/26, 69% vs 6/17, 35%, $P=.03$).

Additionally, oxygen support was administered in 35% (6/17) of pregnant and 54% (14/26) of the nonpregnant women with COVID-19. None of the patients underwent mechanical ventilation, continuous renal replacement therapy, or extracorporeal membrane oxygenation (Table 3).

None of the patients were lost in the follow-up during the study. None of the patients in the two groups were admitted to the intensive care unit (ICU), and none developed acute respiratory distress syndrome, disseminated intravascular coagulation (DIC), renal failure, heart failure, secondary bacterial pneumonia, or sepsis. In addition, none of the patients died (Table 3).
Table 3. Clinical treatment and outcomes of pregnant and nonpregnant women with the coronavirus disease.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Total (N=43)</th>
<th>Pregnancy (n=17)</th>
<th>Nonpregnancy (n=26)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Management, n (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Antiviral therapy</td>
<td>38 (88)</td>
<td>13 (76)</td>
<td>25 (96)</td>
<td>.14</td>
</tr>
<tr>
<td>Antibiotic therapy</td>
<td>36 (84)</td>
<td>13 (76)</td>
<td>23 (88)</td>
<td>.54</td>
</tr>
<tr>
<td>Glucocorticoid therapy</td>
<td>9 (21)</td>
<td>4 (24)</td>
<td>5 (19)</td>
<td>.96</td>
</tr>
<tr>
<td>Immunoglobulin</td>
<td>4 (9)</td>
<td>1 (6)</td>
<td>3 (12)</td>
<td>.93</td>
</tr>
<tr>
<td>Cough-suppressant therapy</td>
<td>24 (56)</td>
<td>6 (35)</td>
<td>18 (70)</td>
<td>.03</td>
</tr>
<tr>
<td>Oxygen support (nasal cannula)</td>
<td>20 (47)</td>
<td>6 (35)</td>
<td>14 (54)</td>
<td>.23</td>
</tr>
<tr>
<td>Mechanical ventilation</td>
<td>N/A</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td></td>
</tr>
<tr>
<td>Noninvasive</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Invasive</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Continuous renal replacement therapy</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Extracorporeal membrane oxygenation</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Clinical outcomes</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intensive care unit admission, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Acute respiratory distress syndrome, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Disseminated intravascular coagulation, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Renal failure, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Heart failure, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Secondary bacterial pneumonia, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Sepsis, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Death, n (%)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>0 (0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Time of hospitalization (days), median (IQR)</td>
<td>22.0 (14.0-28.0)</td>
<td>17.0 (11.0-28.0)</td>
<td>22.0 (15.5-26.5)</td>
<td>.53</td>
</tr>
<tr>
<td>Time from onset to diagnosis (days), median (IQR)</td>
<td>9.5 (6.3-17.0)</td>
<td>4.0 (2.0-17.0)</td>
<td>10.0 (7.5-17.0)</td>
<td>.09</td>
</tr>
<tr>
<td>Time of viral shedding after onset of symptom (days), median (IQR)</td>
<td>25.0 (19.0-29.0)</td>
<td>24.0 (14.0-26.0)</td>
<td>26.0 (20.0-29.0)</td>
<td>.21</td>
</tr>
<tr>
<td>Redetected positive for discharged patients, n/N (%)</td>
<td>2/30 (7)</td>
<td>2/11 (18)</td>
<td>2/19 (11)</td>
<td>.61</td>
</tr>
</tbody>
</table>

^N/A: not applicable.

Of the pregnant women, 2 were classified with severe illness on admission, neither progressed to critical illness. In addition, no miscarriage was observed in the pregnant women. Out of 11 pregnant women, 10 underwent cesarean sections (2 had preterm birth; Multimedia Appendix 1).

The median length of hospitalization for the pregnant and nonpregnant groups was 17.0 and 22.0 days, respectively. In addition, the median interval from onset to diagnosis of SARS-CoV-2 were 4.0 and 10.0 days, respectively. The median duration of viral shedding after COVID-19 onset was 24.0 and 26.0 days, respectively. All patients who recovered from COVID-19 were placed in an isolation center for quarantine for a period of 2 weeks. SARS-CoV-2 was redetected in 11 pregnant and 19 nonpregnant women after discharge. SARS-CoV-2 was tested positive in 2 (18%) pregnant women and 2 (11%) nonpregnant women, and all were readmitted at hospitals for COVID-19 treatment (Table 3).

Discussion

Principal Results

This study retrospectively analyzes the epidemiological, clinical, laboratory, and imaging characteristics, and clinical outcomes of 43 women of childbearing age infected with COVID-19, including 17 pregnant women and 26 nonpregnant women. As of March 28, 2020, none of the patients involved in this study developed severe pneumonia or died. Based on our findings, there is currently no evidence indicating that pregnant women are more susceptible to the occurrence and severe adverse outcomes of COVID-19 than the general population.

A woman’s body is in a highly immunosuppressive state after pregnancy, and the anatomy, physiology, and biochemistry will always change. For example, the immunity of T lymphocyte changes, the oxygen consumption increases, and the diaphragm elevates, which increases the risk of respiratory infection of pregnant women [9,10]. Studies during the outbreak of influenza virus and SARS-CoV have demonstrated that pregnant women...
are more susceptible to severe illness. In the outbreak of the “Spanish flu” in 1918, 675,000 people died, with an overall mortality rate of 1%-2%, while 27% of pregnant women died, and the mortality rate of pregnant patients reached 50% or higher when complicated with secondary bacterial pneumonia [18,19]. In the outbreak of SARS in 2003, among 12 pregnant women diagnosed with SARS, 6 (50%) needed to be admitted to the ICU, 6 (50%) underwent mechanical ventilation, and the mortality rate was 25% [11]. Another study reported that 6 of 10 (60%) pregnant women with SARS were admitted to the ICU, 4 (40%) underwent mechanical ventilation, 3 (30%) progressed to renal failure, 2 (20%) progressed to secondary sepsis, 2 (20%) progressed to secondary DIC, and the mortality rate reached 30% [12]. During the COVID-19 outbreak in 2019, one study reported that none of the 9 pregnant patients progressed to critical illness or death [14]. Of the 16 cases of pregnant women with COVID-19, one was classified as severe but did not develop severe adverse outcomes in the later stage [20]. This is consistent with our findings that none of the pregnant women with COVID-19 developed severe adverse outcomes. Although critical pneumonia and death have not been reported in pregnant women, we should still be alert to the possibility of pregnant women developing severe adverse outcomes considering the high similarity of genomic sequence between SARS-CoV and SARS-CoV-2 [6].

Comparison With Prior Work
In this study, none of the 17 pregnant women had a history of exposure to the Huanan Seafood Market, 53% (n=9) had routine prenatal care within 2 weeks before onset, and 24% (n=4) had a family cluster of COVID-19. Therefore, during the epidemic, it was recommended that pregnant women delay their routine prenatal care for safety, unless it was necessary, or to use an online clinic to reduce the risks of nosocomial infection. Similar to previous studies, common symptoms at the onset of COVID-19 were fever and cough, and less common symptoms were expectoration, chest tightness, and diarrhea [14,15,21,22]. Notably, the onset of symptoms for several pregnant women were atypical, given that they had no fever or cough before diagnosis and only symptoms related to pregnancy were observed, including abnormal pain, vaginal bleeding, and increased or reduced fetal movement, which indicated that attention should be paid to the occurrence of atypical symptoms in pregnant women. Laboratory findings were significantly different in hematological parameters between the two groups. Leukocytosis featured prominently in pregnant patients [14,15], while leukopenia featured prominently in nonpregnant patients [21,22]. Lymphopenia is likely to occur in both groups. Elevated concentration of hs-CRP, D-dimer, and liver enzymes (including ALT, AST, LDH, and ALP) in pregnant patients with COVID-19 were observed; none of them developed liver failure or coagulation disorders. Recently, a study of 274 cases of patients with COVID-19 found that patients who were deceased generally had markedly higher level of CRP and LDH than recovered patients [22]. Therefore, the possibility that pregnant women with COVID-19 develop severe adverse outcomes cannot be eliminated. Additionally, a certain proportion of SARS-CoV-2 and influenza A virus coinfection were shown in the two groups. Given the similar clinical manifestations caused by the two viruses and a relatively low positive rate for the SARS-CoV-2 RNA test, it is recommended that a comprehensive assessment including epidemiological exposure, symptoms, laboratory, and imaging tests are necessary to the diagnosis of COVID-19.

Currently, vaccine or specific treatment for COVID-19 infection is absent. The majority of patients received antivirals such as arbidol and oseltamivir, and empirical antibiotics treatment, while few patients received glucocorticoid and immunoglobulin therapy. Arbidol is an antiviral agent with a unique mechanism of action targeting the S protein/angiotensin-converting enzyme 2 interaction and inhibiting membrane fusion of the viral envelope [23]. In vitro data suggested its activity against SARS [24]. In addition, a nonrandomized study of 67 patients with COVID-19 reported that, compared with arbidol-untreated patients, arbidol-treated patients with a treatment for a median time of 9 days showed a lower mortality rates (0% vs 16%) and higher discharge rates (33% vs 19%) [25]. However, limited data are available on the safety of medications used during pregnancy. Oseltamivir is a neuraminidase inhibitor approved for the treatment of influenza, but it has no documented in vitro activity against SARS-CoV-2. Antibiotics were used routinely after operation to prevent secondary bacterial infections. Routinely systemic corticosteroids for treatment of COVID-19 is not recommended [3]. A large proportion of nonpregnant women used antitussive drugs in this study, which was related to higher proportions of cough (77%) during disease progression (Multimedia Appendix 1). Supportive therapy and oxygen therapy are important for the management of COVID-19 [3].

No significant difference in the length of hospitalization for patients with COVID-19 patients was observed in the two groups. Notably, both pregnant and nonpregnant recovered patients tested positive for SARS-CoV-2 RNA during isolation. Fortunately, none of them experienced symptoms again or developed severe pneumonia. In a case series including 4 patients with COVID-19 who had 3 repeated qRT-PCR after discharge or discontinuation of quarantine, 4 (100%) redetected positive for SARS-CoV-2 RNA. All of them did not have contact with patients with suspected or confirmed COVID-19, and no family member was infected [26]. Thus, at least a proportion of recovered patients may still be virus carriers, and quarantine is still indispensable even after the patient with COVID-19 is discharged.

Limitations
Our study has some notable limitations. First, this study is limited by its small sample size. More cases of infection from COVID-19 should be used for analysis. Second, only 1 pregnant woman in her first trimester and 3 in their second trimester were included in this study. The effect of COVID-19 on mother and fetus in early pregnancy still needs to be clarified. Third, this is a retrospective study; the uncertainty of the exact dates and related information on exposure (recall bias) might have an inevitable impact on assessment. Fourth, this study only included pregnant women and nonpregnant women; another group of healthy pregnant women should be included to assess pregnant outcomes of mother and fetus, and intrapartum vertical transmission potential of COVID-19.
Conclusion
In this study, the clinical outcomes of pregnant women with COVID-19 appeared good, and none of the patients developed severe adverse outcomes. Additionally, the epidemiology of pregnant women with COVID-19 was complicated, and nosocomial infection cannot be underestimated. Fever and cough were the most common onset of symptoms in pregnant women. Notably, pregnancy-related symptoms (ie, abdominal pain, vaginal bleeding, increased or decreased fetal movement) might be the specific onset of symptoms for pregnant women with COVID-19. Quarantine is still needed after hospital discharge, as a small proportion of recovered patients may still be virus carriers. In conclusion, early detection and active management effectively helps in the risk of developing severe pneumonia and death in pregnant women with COVID-19.
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Abstract

Background: The coronavirus disease (COVID-19) has posed an unprecedented challenge to governments worldwide. Effective government communication of COVID-19 information with the public is of crucial importance.

Objective: We investigate how the most-read state-owned newspaper in China, People’s Daily, used an online social networking site, Sina Weibo, to communicate about COVID-19 and whether this could engage the public. The objective of this study is to develop an integrated framework to examine the content, message style, and interactive features of COVID-19–related posts and determine their effects on public engagement in the largest social media network in China.

Methods: Content analysis was employed to scrutinize 608 COVID-19 posts, and coding was performed on three main dimensions: content, message style, and interactive features. The content dimension was coded into six subdimensions: action, new evidence, reassurance, disease prevention, health care services, and uncertainty, and the style dimension was coded into the subdimensions of narrative and nonnarrative. As for interactive features, they were coded into links to external sources, use of hashtags, use of questions to solicit feedback, and use of multimedia. Public engagement was measured in the form of the number of shares, comments, and likes on the People’s Daily’s Sina Weibo account from January 20, 2020, to March 11, 2020, to reveal the association between different levels of public engagement and communication strategies. A one-way analysis of variance followed by a post-hoc Tukey test and negative binomial regression analysis were employed to generate the results.

Results: We found that although the content frames of action, new evidence, and reassurance delivered in a nonnarrative style were predominant in COVID-19 communication by the government, posts related to new evidence and a nonnarrative style were strong negative predictors of the number of shares. In terms of generating a high number of shares, it was found that disease prevention posts delivered in a narrative style were able to achieve this purpose. Additionally, an interaction effect was found between content and style. The use of a narrative style in disease prevention posts had a significant positive effect on generating comments and likes by the Chinese public, while links to external sources fostered sharing.

Conclusions: These results have implications for governments, health organizations, medical professionals, the media, and researchers on their epidemic communication to engage the public. Selecting suitable communication strategies may foster active liking and sharing of posts on social media, which in turn, might raise the public’s awareness of COVID-19 and motivate them to take preventive measures. The sharing of COVID-19 posts is particularly important because this action can reach out to a large audience, potentially helping to contain the spread of the virus.
In terms of what organizations emphasize in their epidemic or pandemic communication, a prior study [22] found that most corporate and government organizations in the United States relied on the content frames of health crises, health issues, and disasters in communicating messages about the 2009 H1N1 flu pandemic with the public. Government organizations were more likely than corporate organizations to frame the H1N1 pandemic as a general health issue and emphasized uncertainty, disease detection, and preventive measures [22]. The style of communication can also have an impact on public engagement in that a narrative style has a positive effect on preventive and detection health behaviors [23] and arguments and facts may be used too [23]. Researchers have pointed out that narratives promote health behavior change [24,25], yet there is a lack of research on the use of narratives in pandemics for effective health communication, apart from Sandell et al [13] who revealed that positive narratives were effective in raising the public’s awareness of health risks and the preventive measures to curb the spread of the 2009 H1N1 pandemic [13]. Additionally, interactions on social media can affect health behavior and attitudes [26], and thus, the creation of the dialogic loop via the use of interactive features [27,28] is important on social media. This can be done by allowing the public to post questions and receive feedback [27,29] and using interactive features such as multimedia and hashtags [30]. A previous study has found a positive relationship between chief executive officers’ (CEOs) use of hashtags and public engagement with respect to likes, shares, and comments on social media [28]. However, a research gap exists in understanding the interactive features used by the government in its communication with the public on social media with regard to a pandemic.

Synthesizing this literature, our study was guided by the observation that there is scant research on the use of social media to disseminate information about COVID-19 and public engagement with this information [10,11]. In particular, there is a research gap in understanding the content frames employed by the government’s media in the Chinese context, its style of communication, and the use of interactive features in its communication with the public regarding a new epidemic. Therefore, in this study, we investigated how the most-read government-owned newspaper in China, People’s Daily, serving as the main vehicle for the government’s dissemination of information to the public, employed a social networking site, Sina Weibo, to communicate and possibly engage the public with COVID-19.

As of 2014, China had 649 million internet users [31]. To use the power of the internet, the main Chinese state-owned media such as People’s Daily and CCTV News have shifted the paradigm of media coverage by placing more emphasis on communication with the public via social media [32]. They have also switched to a more interactive style to better connect with the public [32]. In China, where Facebook is blocked, Weibo, a social media platform under People’s Daily introduced by the Chinese commercial corporation Sina, has taken over and become the largest social media network [33]. In 2018, Weibo had over 462 million active users [34] and was used by approximately 200 million people every day [35].

With years of the government’s continued efforts, the reputation of the Chinese state-owned media has improved significantly in the eyes of the Chinese public [36]. State-owned media such as the CCTV News and People’s Daily have shifted the paradigm of media coverage by placing more emphasis on communication with the public via social media [32]. They have also switched to a more interactive style to better connect with the public [32]. In China, where Facebook is blocked, Weibo, a social media platform under People’s Daily introduced by the Chinese commercial corporation Sina, has taken over and become the largest social media network [33]. In 2018, Weibo had over 462 million active users [34] and was used by approximately 200 million people every day [35].

With years of the government’s continued efforts, the reputation of the Chinese state-owned media has improved significantly in the eyes of the Chinese public [36]. State-owned media such as the CCTV News and People’s Daily have shifted the paradigm of media coverage by placing more emphasis on communication with the public via social media [32]. They have also switched to a more interactive style to better connect with the public [32]. In China, where Facebook is blocked, Weibo, a social media platform under People’s Daily introduced by the Chinese commercial corporation Sina, has taken over and become the largest social media network [33]. In 2018, Weibo had over 462 million active users [34] and was used by approximately 200 million people every day [35].

With years of the government’s continued efforts, the reputation of the Chinese state-owned media has improved significantly in the eyes of the Chinese public [36]. State-owned media such as the CCTV News and People’s Daily have shifted the paradigm of media coverage by placing more emphasis on communication with the public via social media [32]. They have also switched to a more interactive style to better connect with the public [32]. In China, where Facebook is blocked, Weibo, a social media platform under People’s Daily introduced by the Chinese commercial corporation Sina, has taken over and become the largest social media network [33]. In 2018, Weibo had over 462 million active users [34] and was used by approximately 200 million people every day [35].

With years of the government’s continued efforts, the reputation of the Chinese state-owned media has improved significantly in the eyes of the Chinese public [36]. State-owned media such as the CCTV News and People’s Daily have shifted the paradigm of media coverage by placing more emphasis on communication with the public via social media [32]. They have also switched to a more interactive style to better connect with the public [32]. In China, where Facebook is blocked, Weibo, a social media platform under People’s Daily introduced by the Chinese commercial corporation Sina, has taken over and become the largest social media network [33]. In 2018, Weibo had over 462 million active users [34] and was used by approximately 200 million people every day [35].
as People’s Daily now maintain a strong web presence and a user-friendly image rather than an authoritative image [37]. People’s Daily encourages its audience to participate in discussions and demonstrates a strong tendency to adopt positive and persuasive messages [38]. For example, on a topic of haze-related issues, instead of providing pictures of haze with a negative valence, People’s Daily posted positive images that encouraged the public to appreciate the beauty of nature, accompanied by persuasive messages that suggested substantial improvements to be made in the future [38]. This is vastly different from how China Daily handled the same topic, which displayed a cartoon of Santa Claus hitting a tree due to haze [38]. This example demonstrates that the state-owned media in China, People’s Daily, and its online platform, Sina Weibo, have actively adapted their styles of interactive communication to better engage the public.

In terms of health emergency communication, previous studies have found that social media platforms such as Twitter and even the photograph-based Instagram played a significant role in guiding the public during the Zika virus outbreak in 2016 [18,39]. For China, Sina Weibo performs a similar role during pandemics since the government, news media, and the public heavily relied on it as an online platform for communicating information during the current COVID-19 outbreak [11]. Sina Weibo serves as a pivotal communication platform for the government to interact with the public and disseminate information about COVID-19, such as its symptoms, preventive measures, and adopted health policies [11]. Therefore, we contend that People’s Daily would also communicate information about COVID-19 and interact with the public on its social media platform, Sina Weibo. In our study, we integrated factors, including health crises framing in the media context [22,40-42], message style in health communication [13,23], and interactive features [27,28] to examine epidemic communication and public engagement in China. We then developed an integrated framework to investigate the relationship between these factors and the levels of public engagement. Since our study also investigated public engagement in the form of likes, comments, and shares, it might offer insights on how effectively social media platforms such as Weibo can be used for epidemic communication.

Developing an Integrated Framework

The WHO has advised governments to take proactive steps to communicate with the public about epidemics, as the sharing of critical information about the epidemic can minimize the spread of the disease and foster the public’s collaboration with the government [10,43,44]. Social media serves as a major communication platform for the government and public health authorities to provide timely health information to the public [11,22,45-47]. The contribution of this study is that we incorporated three key dimensions in health emergency communication on social media, namely, the framing of health crises and issues [22,40-42], message style [13,23], and the interactive loop [27,28] to examine COVID-19 communication by the government-owned media and public engagement in China. Our findings shed light on how responses to the epidemic are framed by the media and what encourages the public to engage with such communication and take appropriate actions to slow the spread of the virus. In the following, we explain the three dimensions adopted in our study: content frame, message style, and interactive features.

Content Frame Dimension

Communication related to health risks depends on persuasion for the framing of the message that informs the public about important information and motivates them to act [48]. Framing refers to how a text or message defines an issue and provides the necessary context [49,50]. Entman [51] pointed out that “to frame is to select some aspects of a perceived reality and make them more salient in a communicating text.” Drawing on framing analysis, one can identify how organizations and the government frame their messages pertaining to critical issues for the public [52], thereby impacting the effectiveness of the information disseminated [53].

In the management of a health crisis, the media and government tend to employ six frames in message delivery: conflict (aspects of crises that bring tensions between parties), action (past or current crisis response actions), consequence (the effects or severity of the crisis), new evidence (discovery of new evidence that contributes to the crisis understanding), uncertainty (aspects such as the spread of the epidemic, treatment, and what is unknown), and reassurance (reassuring the public) [22,41].

When handling communication of health issues, five frames in the delivery of health messages are noted, namely, disease detection (symptoms to indicate how the disease is spreading), disease prevention (taking preventive measures), health care services (the actions that the health care system is taking), scientific advances (discovery of new evidence showing how the disease is spread), and lifestyle risk factors (personal habits that are likely to lead to the disease) [22,40,42]. In the application of these frames, Liu and Kim [22] noted that most corporate and government organizations in the United States used the frames of health crises and health issues much more via traditional media than social media in disseminating messages about the 2009 H1N1 flu pandemic [22]. Yet corporate organizations framed the pandemic as a health crisis rather than as a general health issue, meaning that they did not emphasize the long-term actions that could prevent the health issue from arising in future. In addition to this, Liu and Kim [22] noted that government organizations were more likely to use uncertainty subsumed under the health crisis frame whereas corporate organizations tended to use the conflict indicator [22]. In another study, Shih et al [41] noted that the frames of governmental action and consequence were predominantly used by journalists to craft stories about epidemics including mad cow disease, West Nile virus, and avian flu in the print version of New York Times [41].

Given that COVID-19 was a health crisis and health issue emerging in China and required immediate action from the public, we contend that framing this epidemic using the health crisis frames of action, new evidence, uncertainty, and reassurance, would be of relevance to communication with the public, while the frame of health issues, namely, disease prevention and health care services, are of salient importance too since information is lacking on the details and duration of the epidemic. As highlighted by Shih et al [41], the government
may attempt to minimize loss by reassuring the public with actions and new evidence via its influence on the media and its frames. Therefore, the previously mentioned frames could be effectively used in the media coverage of the epidemic. For a new epidemic, vaccines and medicine are not available to the public, so disease detection and scientific advances are tasks that only medical professionals can undertake and, thus, may not be able to engage the public. Disease prevention is vital and includes information about what preventive measures the public should adopt to reduce the risk of infection [12,43]. A prior study [22] found that government organizations in the United States were more likely to incorporate uncertainty into their crisis responses to the H1N1 pandemic, and with the implications of their results, we incorporated uncertainty into our framework, since the newspaper we examined is the main vehicle used by the government in China to communicate with the public. Uncertainty is useful because by indicating what is unknown, more transparency of information is provided, possibly generating trust [14,43]. Conflict was primarily used by corporate organizations as opposed to government organizations for the H1N1 pandemic in the United States [22] and, thus, not deemed of specific value in our framework.

The frames that we employed are in line with the information that the WHO recommends that the public: offering accurate and transparent information to the public; encouraging appropriate attitudes, actions, and behaviors; and helping prevent unnecessary fear [44]. As a result, we combined the eleven frames of health crises and issues into six frames for the investigation of COVID-19 content frames in social media posts, namely, (1) action, (2) new evidence, (3) reassurance, (4) disease prevention, (5) health care services, and (6) uncertainty. Since these frames are all content-related, we termed them subdimensions under the content frame dimension.

**Message Style Dimension**

Since a key objective of epidemic communication is to persuade the public to change their behavior to limit the spread of the disease [11] while the public has a need for real-time information [47], effective messages need to be designed, requiring some form of appeal. In this regard, the effectiveness of narratives in health communication on disease detection and prevention has been explored [54-56]. Narratives refer to stories that people use and tell, and consist of anecdotes and personal stories with plots [23,24]. Narratives engage the public because they make them concentrate on the story events instead of disputing the presented information while eliciting emotional reactions and being both entertaining and informative [23,46,55,57,58]. On the other hand, nonnarrative messages depend on the use of arguments and facts presented logically and are considered as informative [23].

Studies on the effectiveness of narratives in brand advertisement connection with customers and in the area of health communication have been conducted [58-60]. For example, a narrative film was effectively employed to communicate the need for vaccination against the human papillomavirus [25]. Scholars have increasingly recognized the role of narratives in promoting health behavior change [24], but studies on the use of narratives in pandemics for effective health communication are scarce with the notable exception of Sandell et al [13], who found that positive narratives were powerful in raising the public’s awareness of health risks and preventive measures for the 2009 H1N1 pandemic [13]. Based on this, we categorized narrative and nonnarrative as subdimensions under the message style dimension.

**Interactive Features Dimension**

The interaction (ie, one-to-one or one-to-many) on social media sites can influence health behavior and attitudes [26], and consequently, the promotion of the dialogic loop with interactive features [27,28] is crucial on such sites. An interactive dialogic loop allows the public to post questions and receive feedback as well as post comments and share them [20,27]. A wide range of interactive features are available on sites, including multimedia (eg, videos, audio, photos, podcasts), stay-up-to-date tools such as hashtags, and comments on content [30]. Hashtags enable users to find relevant shares on an issue [61] and facilitate in making synchronous conversations on Twitter, thereby fostering engagement [62], with a study noting a positive relationship between CEOs’ use of hashtags and engagement in terms of likes, shares, and comments [28]. To encourage users to return to the site, an attractive site and relevant links are necessary. Regarding conservation of visitors, the site should include useful external links [27]. In health-related communication, it is known that social media posts with interactive features leave a deep impression on the public when compared with posts in plain text [63]. Hence, we assigned “interactive features” as the third dimension, comprising the four subdimensions of (1) links to external sources, (2) use of hashtags, (3) use of questions to solicit feedback, and (4) use of multimedia.

Although prior studies have recognized the importance of the content frames [22,40-42], message style [13,23], and interactive features [27,28] in health-related communication, the question as to whether these three dimensions can facilitate the communication of COVID-19 on the government’s social media platform remains unclear. Therefore, our first research question (RQ) is derived:

- **RQ1**: How frequently did the official social media employ the subdimensions of content frames, message style, and interactive features in its communication of COVID-19?

A clearer indication of the public’s awareness of the information communicated by the government can be revealed through their actions of liking, sharing, and commenting on the government’s posts. Therefore, it is pertinent to investigate the effects of the content frames, message style, and interactive features on different levels of public engagement [62,64,65]. Social media users may use “likes” to indicate their interest in a health issue [66,67], and by commenting and sharing, the public can let others know that the issue is important, thereby serving as disseminators of the original message posted [9]. To investigate differences in public engagement with health information posted by the government in response to COVID-19, our second RQ is posed:
• RQ2: Did the subdimensions of content frames, message style, and interactive features have different levels of impact on public engagement?

Different dimensions may function synergistically to impact public engagement. As has been found in a study, an interaction effect between content and style of communication on public engagement in brand social media communication was observed [68]. It is, therefore, likely that interaction effects might exist between some of the dimensions or subdimensions on public engagement in COVID-19 communication. Thus, our third RQ is as follows:

• RQ3: Could the dimensions (ie, content frames, style, and interactive features) or subdimensions interact synergistically to increase or decrease the levels of public engagement with the government’s communication of COVID-19?

By examining the impact of content frames, message style, and interactive features on public engagement in COVID-19 communication, our study aims to provide meaningful and critical information for governments, health organizations, communication professionals, and researchers regarding the health emergency communication strategies employed and their effectiveness in raising the public’s awareness of and urgent need for taking preventive measures against COVID-19.

Methods

Data Collection

We selected the government-owned social media platform People’s Daily’s Sina Weibo account for data collection. People’s Daily is the official newspaper of the Central Committee of the Communist Party of China [69] for disseminating government information to the Chinese public [70]. It is the most influential and authoritative newspaper in China, having a circulation of 3 million, and is ranked as one of the world’s top 10 newspapers [71]. With 117 million followers, Sina Weibo of People’s Daily is also one of the top followed and most visited Sina Weibo sites in China. Due to the prominent use of Sina Weibo for social media communication in China [34] with 462 million active online users in 2018, we captured all posts and the public’s responses communicated between the government and public on COVID-19 from People’s Daily for the investigation of government communication of COVID-19 and its interaction with the public.

Sample Period

A text corpus containing all posts on Sina Weibo of People’s Daily pertaining to COVID-19 from January 20, 2020, to March 11, 2020, was constructed. The sampled period began on January 20, 2020, when the Chinese State Council officially announced the management of COVID-19 as a public health emergency issue and the corresponding preventive measures were launched to tackle COVID-19 [72,73]. The sampled period ended on March 11, 2020, when the WHO declared the COVID-19 outbreak a pandemic, meaning that the regional epidemic had become a global public health emergency [4]. Subsequently, all online posts related to COVID-19 were manually extracted from Sina Weibo’s account of People’s Daily, and in total, 3255 posts were collected.

Sample Size and Sample Data Collection

To generalize a sample size to represent the target population (3255 posts), we employed the sample size calculator developed by the Australian Statistics Bureau to estimate a sample size of 620, giving a confidence level of 95%, a confident interval of 0.035, and a standard error of 0.018. A random sampling method was employed. The 620 posts and their corresponding public responses (ie, number of shares, comments, and likes) on People’s Daily’s Sina Weibo account from January 20, 2020, to March 11, 2020, were harnessed for quantitative content analysis. To systematically detect statistically valid outliers, we employed z score to quantify the unusualness in the observations [74]. There were 12 posts (2%) identified as outliers and removed from the data pool. These outliers included posts that were significantly longer or shorter, which would have otherwise caused problems during content analysis, as the length of the posts would affect the number of counts in content themes, style, and interactive features. Consequently, 608 posts and the related public responses were included in the corpus for content analysis.

Content Analysis and Coding Scheme

Content analysis was employed to examine COVID-19 communication in the 608 posts of People’s Daily’s Sina Weibo. Content analysis is a widely employed method in the study of technical and media communication [75]. It is concerned with the context in which the occurrences of words, phrases, signs, and sentences are recorded and analyzed to provide an in-depth understanding [75]. Researchers can design a variety of categories based on their interactions with the data to develop an integrated framework for quantitative studies [76]. Content analysis can be applied to “virtually any form of linguistic communication to answer the classic questions of who says what to whom, why, how, and with what effect” [77]. Therefore, it is well-suited to a coding operation involving a developed framework in the media communication context [78]. Through an in-depth analysis of mainstream media communication, we were able to reveal and establish the relationship between the variables in the proposed conceptual framework.

First, to answer RQ1, we drew on previous studies of epidemic communication, health crisis communication, and public relations studies [11,40] to code the topics of the content dimension exhibited in the government’s COVID-19 communication into the following six subdimensions on a sentence basis: (1) action, (2) new evidence, (3) reassurance, (4) disease prevention, (5) health care services, and (6) uncertainty. Second, to examine the communication styles of COVID-19 posts from People’s Daily, we built on prior studies [55,58] and coded the two message styles in the style dimension into the subdimensions of (1) narrative and (2) nonnarrative on a sentence basis. To determine whether the narrative style of communication was employed, we examined if the post had a temporal or spatial sequence and revealed the writer’s feelings or thoughts. Last, we built on prior public relations studies [27,38,68] and coded the number of interactive features used to facilitate the creation of the interactive dialogic loop. These
interactive features included (1) links to external sources, (2) use of hashtags, (3) use of questions to solicit feedback, and (4) use of multimedia (see Multimedia Appendix 1 for the exemplifications of coding items and examples extracted from the collected posts).

Regarding RQ2 and 3, we recoded the dimensions of content, style, and interactive loop using the dominant category for performing the analysis of variance (ANOVA) tests on content, style, and interactive loop on public engagement. For example, we found 43% of the sentences in post number 128 belonging to action and 29% to disease prevention; 57% of sentences employed a narrative style of communication while 43% were nonnarrative; 1 link provided an external source, 2 pairs of hashtags, and 1 multimedia feature. We then recorded the content as action based on the dominant content topic, style as narrative based on the dominant use of narrative sentences, and interactive loop as use of hashtags based on the dominant use of hashtags. If the count of sentences or interactive features was the same, the primary coder checked the title, topic sentences, and context of the post to determine the dominant category.

To address RQ2 and 3, we recorded the number of shares, comments, and likes of the sampled posts to investigate the relationship between People’s Daily communication and its impact on public engagement. Regarding the negative binomial regression (NB2) analysis, the coding results of RQ1 were adopted to investigate the effect of all subdimensions on public engagement. The number of shares, comments, and likes in RQ2 and 3 were also included for statistical analyses.

Intercoder Reliability

The coding was conducted by the third author (the primary coder) and a well-trained coder who all possess a postgraduate degree in communication. To ensure intercoder reliability on the coding of dimensions, subdimensions, and public engagement, the coder was repeatedly trained on the coding scheme. Any disagreement between the author and coder was discussed in the coding process. The measure of intercoder reliability was based on the co-coding of 120 posts from the data pool of 608 posts (19% of the total number of posts sampled) [75]. For all categories, the average agreement was higher than 0.83, and the average Cohen kappa was greater than 0.8, indicating an almost perfect agreement [76] (see Multimedia Appendix 2 for intercoder checking results of all categories).

Statistical Analyses

To analyze the differences in the frequencies of the use of each subdimension in the communication of COVID-19–related news by the official social media, we found that new evidence in the content dimension was the most used subdimension (mean 0.749, standard error of the mean [SEM] 0.05) and significantly used much more than any other subdimensions (Figure 1a). Action was the second most prevalent subdimension (mean 1.210, SEM 0.08), and reassurance was the third most frequently used one (mean 0.506, SEM 0.05). Disease prevention (mean 0.276, SEM 0.04) and health care services (mean 0.315, SEM 0.04) ranked fourth and fifth respectively, and uncertainty was the least used subdimension (mean 0.077, SEM 0.02; Figure 1a). In relation to the style dimension, the nonnarrative (mean 2.259, SEM 0.09) style was used approximately twice as much as the narrative (mean 1.110, SEM 0.07) one (Figure 1b). Concerning the interactive dimension, the use of multimedia (mean 1.586, SEM 0.08) and use of hashtags (mean 1.411, SEM 0.02) were the most prevalent subdimensions, with the use of multimedia being slightly but significantly higher than that of the use of hashtags (Figure 1c). By contrast, both links to external sources (mean 0.402, SEM 0.02) and use of questions to solicit feedback (mean 0.097, SEM 0.02) were used infrequently, with the use of questions to solicit feedback being used significantly less in comparison to all other subdimensions (Figure 1c).

To test the assumptions of normality in ANOVA, we performed the Kolmogorov-Smirnov and Shapiro-Wilk tests on the normality of the variables. Most variables were not normally distributed, but we decided to continue using ANOVA as it has proven to be robust and valid in testing the difference between independent variables, even if the normality assumption is violated [77]. In addition, we conducted the test of homogeneity of variances when performing ANOVA. When the assumption of homogeneity of variances was violated, the ANOVA results were replaced with those of the Welch ANOVA.

As for RQ2, which involved examining the relationship between the 12 subdimensions (independent variables) and the public’s responses in terms of the count number of shares, comments, and likes (dependent variables), we first employed Poisson regression, a count regression model in SPSS [78,79]. However, real-world data sets are commonly known to violate the assumption in the Poisson regression with respect to overdispersion of outcome variables [80]. As expected, such a violation was detected in our data set, and thus, we followed the common practice of replacing Poisson regression with the NB2 [80] to improve the goodness of fit, especially Akaike information criterion and bayesian information criterion. NB2 is effective in fitting various types of data arising in technical and communication research [81], and NB2 is a more general model that relaxes the strong assumption that the underlying rate of the outcome is the same for each included participant [81].

Results

In response to RQ1 regarding the differences in the frequencies of each subdimension’s use in the communication of COVID-19–related news by the official social media, we found that new evidence in the content dimension was the most used subdimension (mean 0.749, standard error of the mean [SEM] 0.05) and significantly used much more than any other subdimensions (Figure 1a). Action was the second most prevalent subdimension (mean 1.210, SEM 0.08), and reassurance was the third most frequently used one (mean 0.506, SEM 0.05). Disease prevention (mean 0.276, SEM 0.04) and health care services (mean 0.315, SEM 0.04) ranked fourth and fifth respectively, and uncertainty was the least used subdimension (mean 0.077, SEM 0.02; Figure 1a). In relation to the style dimension, the nonnarrative (mean 2.259, SEM 0.09) style was used approximately twice as much as the narrative (mean 1.110, SEM 0.07) one (Figure 1b). Concerning the interactive dimension, the use of multimedia (mean 1.586, SEM 0.08) and use of hashtags (mean 1.411, SEM 0.02) were the most prevalent subdimensions, with the use of multimedia being slightly but significantly higher than that of the use of hashtags (Figure 1c). By contrast, both links to external sources (mean 0.402, SEM 0.02) and use of questions to solicit feedback (mean 0.097, SEM 0.02) were used infrequently, with the use of questions to solicit feedback being used significantly less in comparison to all other subdimensions (Figure 1c).
Figure 1. Comparison of the mean counts of subdimensions within each of the three dimensions. (a) Mean counts of subdimensions under the content dimension. (b) Mean counts of subdimensions under the style dimension. (c) Mean counts of subdimensions under the interactive dimension. *P<.05, **P<.01, ***P<.001, ****P<.0001. All histograms depict mean and standard error of the mean.

Regarding the levels of impact on public engagement from individual subdimensions in COVID-19 social media posts (RQ2), our results showed that posts of new evidence generated the least number of shares of all six subdimensions (mean 1327.81, SEM 165.90). Posts of new evidence had significantly fewer shares than posts of reassurance (mean 4065.32, SEM 689.88), disease prevention (mean 4455.71, SEM 604.95), and uncertainty (mean 5033.35, SEM 2242.13; Figure 2a). However, the six subdimensions of content did not show differences in their impact on comments and likes (Figure 2b, c). For the style dimension, narrative posts generated significantly more shares than nonnarrative posts (narrative: mean 3544.03, SEM 379.80 vs nonnarrative: mean 2237.06, SEM 204.18; Figure 2d). Similar to content, the message style did not exert any impact on the number of comments and likes (Figure 2e, f). As for the interactive dimension, no significant differences were observed among the four subdimensions in terms of shares, comments, and likes (Figure 2g-i). Surprisingly, although they were the most frequently used subdimensions (Figure 1a, b), new evidence and the nonnarrative style had the least impact on the number of shares in their own dimensions (Figure 2a, d).
To determine which of the twelve subdimensions were effective positive or negative predictors of public engagement in COVID-19 communication (RQ3), we fitted the share, comment, and like count data to a NB2 model. Our results in Figures 1 and 2 indicated that, although new evidence was the most used content subdimension (Figure 1a), its posts received the lowest number of shares (Figure 2a), suggesting a negative correlation between new evidence and the number of shares. In our NB2 analysis, we confirmed that new evidence was a strong negative predictor of the number of shares ($\beta = -0.253$, SE 0.068, $P < 0.001$; Table 1). Similarly, nonnarrative was the most frequently used style (Figure 1b) but generated a lower number of shares as opposed to the narrative one (Figure 2d). Again, we confirmed that the nonnarrative style was indeed a strong negative predictor of the number of shares ($\beta = -0.223$, SE 0.068, $P < 0.001$; Table 1). By contrast, the narrative style was found to be a strong positive predictor of the number of shares ($\beta = 0.283$, SE 0.064, $P < 0.001$; Table 1). For the interactive dimension, links to external sources was a strong positive predictor of the number of shares ($\beta = 0.319$, SE 0.087, $P < 0.001$), whereas the use of multimedia was a weak positive predictor of the number of shares ($\beta = 0.057$, SE 0.023, $P = 0.02$; Table 1). Finally, we noted that the use of questions to solicit feedback was a strong negative predictor of the number of comments ($\beta = -0.177$, SE 0.087, $P = 0.04$) and likes ($\beta = -0.290$, SE 0.111, $P = 0.01$; Table 1).

Subdimensions are likely to function synergistically in affecting public engagement. To examine whether there was an interaction...
among the dimensions on public engagement (RQ3), we performed a two-way ANOVA analysis on the mean number of shares, comments, and likes of the dimensions. Our results confirmed a significant interaction effect between content and style on the number of likes (Table 2). However, there was neither any interaction effect between content and the interactive dimension itself nor between style and the designated interactive dimension (Table 2).

Table 1. Identification of positive and negative predictors of the number of shares, comments, and likes using a negative binomial regression model.

<table>
<thead>
<tr>
<th>Dimensions and subdimensions</th>
<th>Shares</th>
<th>Comments</th>
<th>Likes</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>SE</td>
<td>95% CI</td>
</tr>
<tr>
<td><strong>Content</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Action</td>
<td>−.071</td>
<td>0.068</td>
<td>0.816-1.063</td>
</tr>
<tr>
<td>New evidence</td>
<td>−.253</td>
<td>0.064</td>
<td>0.685-0.881</td>
</tr>
<tr>
<td>Reassurance</td>
<td>−.053</td>
<td>0.072</td>
<td>0.824-1.092</td>
</tr>
<tr>
<td>Disease prevention</td>
<td>.057</td>
<td>0.078</td>
<td>0.909-1.234</td>
</tr>
<tr>
<td>Health care services</td>
<td>−.097</td>
<td>0.077</td>
<td>0.780-1.055</td>
</tr>
<tr>
<td>Uncertainty</td>
<td>−.090</td>
<td>0.138</td>
<td>0.697-1.197</td>
</tr>
<tr>
<td><strong>Style</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Narrative</td>
<td>.283</td>
<td>0.064</td>
<td>1.170-1.506</td>
</tr>
<tr>
<td>Nonnarrative</td>
<td>−.223</td>
<td>0.068</td>
<td>1.094-1.427</td>
</tr>
<tr>
<td><strong>Interactive</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Links to external sources</td>
<td>.319</td>
<td>0.087</td>
<td>1.160-1.633</td>
</tr>
<tr>
<td>Use of hashtags</td>
<td>.079</td>
<td>0.081</td>
<td>0.923-1.268</td>
</tr>
<tr>
<td>Use of questions to solicit feedback</td>
<td>−.121</td>
<td>0.106</td>
<td>0.720-1.092</td>
</tr>
<tr>
<td>Use of multimedia</td>
<td>.057</td>
<td>0.023</td>
<td>1.011-1.108</td>
</tr>
</tbody>
</table>

aItalicics indicate a significant relationship.
To investigate the interactions between specific subdimensions, we performed simple main effect analyses to examine the interactions between specific subdimensions on the number of shares, comments, and likes. Between content and style, the different content subdimensions showed no significant differences in the number of shares between narrative and nonnarrative styles (Figure 3a). However, for the number of comments, the narrative style was significantly higher than that of nonnarrative in disease prevention posts (narrative: mean 5978.83, SEM 573.19; nonnarrative: mean 2446.33, SEM 573.19; \(F_{1,597}=8.249, P<.001, \eta_{p}^2=0.014\); Figure 3b). Likewise, a higher number of likes was observed for the narrative style as opposed to nonnarrative in disease prevention posts (narrative: mean 104,881.00, SEM 20,416.43 vs nonnarrative: mean 35,092.87 SEM 15,814.50; \(F_{1,597}=7.303, P=.01, \eta_{p}^2=0.012\); Figure 3c). These results indicate that the pairing of disease prevention content with a narrative style generated a higher number of comments and likes.
Figure 3. Simple main effects between the sub-dimensions on the number of shares, comments, and likes. Simple main effects between the sub-dimensions of content and style on the number of shares, comments, and likes (a-c). Simple main effects between the sub-dimensions of content and interactive loop on the number of shares, comments, and likes (d-f). Simple main effects between the sub-dimensions of style and interactive loop on the number of shares, comments, and likes (g-i). ** *P < .01, **** P < .001.

Between the content and the interactive dimensions, no significant differences were observed in the number of shares, comments, or likes for the narrative and nonnarrative styles (Figure 3d-f). Between the style and the interactive dimensions, the narrative style received significantly more shares than the nonnarrative one on the use of hashtag posts (narrative: mean 3685.92, SEM 359.02 vs nonnarrative: mean 2145.31, SEM 245.16; $F_{(1,601)}=12.558, P<.001, \eta^2_p=0.021$; Figure 3g), highlighting that the pairing of narrative style with the use of hashtags generated a higher number of shares. For the number of comments and likes, no significant differences were found (Figure 3h, i).

Discussion

Principal Results

Our results showed that a range of content frames, message styles, and interactive features was employed by the government to communicate about COVID-19 with the public on social media with a view to handling the health crisis. Yet different levels of engagement were revealed. In particular, new evidence and the nonnarrative style had the least impact on the number of shares (Figure 2a, d), although they were the most frequently used subdimensions (Figure 1a, b). Additionally, our NB2 results confirmed that new evidence and nonnarrative style were strong negative predictors of the number of shares (Table 2). On the other hand, the two-way ANOVA indicated that the pairing of disease prevention posts with a narrative style generated a higher number of comments and likes (Figure 3b, c), while the
NB2 results confirmed that the narrative style was a strong positive predictor of the number of shares (Table 2). As found in an earlier study [47], posts on preventive and safety measures related to COVID-19 were most frequently employed by public health organizations in Singapore, the United States, and England, and our results on disease prevention posts were consistent with this study. In line with previous studies, our results also revealed the strong effect of the narrative style on public engagement [23,46,55,57,58]. A narrative style of communication fosters the public’s identification and emotional involvement through the character’s sharing in a story event [54,58]. Through this, health narratives can possibly raise the public’s awareness of health risks and encourage them to take actions to curb the spread of the disease [13,23,25,55,60].

A previous study has demonstrated an interaction effect between content and style [68], and therefore, we expected an interaction between these two dimensions. Indeed, our data showed a significant interaction between content and style on the number of likes (Table 2). With respect to the interaction between the subdimensions, our results showed that more shares were generated for posts related to disease prevention, reassurance, and uncertainty (Figure 2a) delivered in a narrative style (Figure 2d). Links to external sources and use of multimedia were also positive predictors of the number of shares (Table 2). A “share” indicates a high engagement level because it involves a cognitive action of disseminating the post to others, which can potentially reach a large audience [82-84]. Disease prevention is fundamental in a new epidemic [40-42] and uncertainty needs to be addressed because, by indicating what is unknown, more transparency of information is provided, thereby helping to build trust [14,43]. The public has a tendency to rely on social media during crises as the sites offer emotional support [85-87], indicating that the communication of uncertainty and reassurance might have served the purposes of offering emotional support and allaying anxiety. Our novel findings regarding the interaction between the subdimensions provide important insights for enhancing public engagement in epidemic communication on social media.

Implications, Limitations, and Future Work

This study contributes to the understanding of what drives the public to be engaged with COVID-19 communication by the government and adds to the body of knowledge on public engagement with epidemic communication on social media. First, our integrated, comprehensive framework of public engagement with government health communication regarding COVID-19 in China was empirically tested. People’s Daily currently has 117 million followers, but Sina Weibo on its own is widely used for social media communication in China [34], with 462 million active online users in 2018. Existing followers of People’s Daily can influence other Weibo users through sharing the posts, fostering a sense of community with them, and potentially helping to contain the spread of COVID-19. Both “comments” and “likes” were noted for disease prevention posts delivered in a narrative style (Figure 3b, c). A “comment” is indicative of a high engagement level because it requires the user to read a post and respond to it [88] but the interpretation of a “like” is subject to change depending on the context. For example, one study suggested that a “like” is indicative of a lower engagement level [82], although within the context of epidemic communication, a “like” might be perceived as a user’s approval of the post’s importance. In view of this, both “likes” and “comments” are regarded as good indicators of health risk communication.

Second, People’s Daily’s approach of predominantly employing new evidence posts disseminated in a nonnarrative style in COVID-19 communication was not perceived as the ideal strategy to engage the public. We have gained insights into the subdimensions that can effectively enhance public engagement with epidemic communication; for instance, disease prevention posts delivered in a narrative style are viewed favorably. It is imperative for health organizations, governments, and researchers to use the public’s preferred subdimensions to increase the number of shares, comments, and likes with a view to effectively disseminating new epidemic information.

One of the limitations of this study pertains to the sampling period. Because we only captured the posts from a certain period of time, the results might vary in different time periods of an evolving epidemic. Our developed framework on COVID-19 communication with the public can be further empirically tested to assess the strength of the three dimensions and applied to other cultural contexts. As social media are frequently accessed by young people while there are demographics that still use traditional mass media in different ways, COVID-19 communication can be examined in terms of impact through other channels of behavior or practice too. An investigation into the use of other popular social media platforms such as WeChat in China to disseminate COVID-19 information can be conducted to gain more insights into this topic.

Conclusions

In summary, this study presents a novel, comprehensive framework of the factors that engage the public in COVID-19 communication by the government on social media through empirically testing the measures of health content frames, style of messages, and interactive features. By drawing on this knowledge and harnessing the power of social media, governments and health organizations can determine which aspects to emphasize in an attempt to reduce the spread of the new disease.
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Exemplifications of the content dimension, style dimension, interactive dialogic loop dimension, and relevant expressions identified from the corpus.
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Abstract

Background: The coronavirus disease (COVID-19) pandemic has resulted in significant morbidity and mortality; large numbers of patients require intensive care, which is placing strain on health care systems worldwide. There is an urgent need for a COVID-19 disease severity assessment that can assist in patient triage and resource allocation for patients at risk for severe disease.

Objective: The goal of this study was to develop, validate, and scale a clinical decision support system and mobile app to assist in COVID-19 severity assessment, management, and care.

Methods: Model training data from 701 patients with COVID-19 were collected across practices within the Family Health Centers network at New York University Langone Health. A two-tiered model was developed. Tier 1 uses easily available, nonlaboratory data to help determine whether biomarker-based testing and/or hospitalization is necessary. Tier 2 predicts the probability of mortality using biomarker measurements (C-reactive protein, procalcitonin, D-dimer) and age. Both the Tier 1 and Tier 2 models were validated using two external datasets from hospitals in Wuhan, China, comprising 160 and 375 patients, respectively.

Results: All biomarkers were measured at significantly higher levels in patients who died vs those who were not hospitalized or discharged ($P<.001$). The Tier 1 and Tier 2 internal validations had areas under the curve (AUCs) of 0.79 (95% CI 0.74-0.84) and 0.95 (95% CI 0.92-0.98), respectively. The Tier 1 and Tier 2 external validations had AUCs of 0.79 (95% CI 0.74-0.84) and 0.97 (95% CI 0.95-0.99), respectively.
Conclusions: Our results demonstrate the validity of the clinical decision support system and mobile app, which are now ready to assist health care providers in making evidence-based decisions when managing COVID-19 patient care. The deployment of these new capabilities has potential for immediate impact in community clinics and sites, where application of these tools could lead to improvements in patient outcomes and cost containment.

(Keywords: COVID-19; coronavirus; clinical decision support system; point of care; mobile app; disease severity; biomarkers; artificial intelligence; app; family health center)

Introduction

Coronavirus disease (COVID-19) was first reported in Wuhan, Hubei, China, in December 2019 [1], and it was declared a pandemic by the World Health Organization (WHO) [2] soon thereafter. As of June 15, 2020, about 8 million cases have been confirmed, with approximately 435,000 deaths from the disease worldwide [3]. The COVID-19 crisis has exposed critical gaps in diagnostic testing and population-level surveillance [4]. With hospitalization rates of 20% to 31% and intensive care unit (ICU) admission rates of 5% to 12% [5], surges of patients are requiring care, which has overwhelmed local health care systems and depleted reserves of medical resources.

Physicians are tasked with evaluating large amounts of rapidly changing patient data and making critical decisions in a short amount of time. Well-designed clinical decision support systems (CDSSs) deliver pertinent knowledge and individualized patient information to health care providers to enhance medical decisions [6]. These systems may rely on surveys of similar cases, while others may use a “black box” approach [7]. Traditional scores such as Sepsis-related Organ Failure Assessment (SOFA) [8-10] and Acute Physiology and Chronic Health Evaluation (APACHE) II [11,12] are commonly used in hospitals for determining disease severity and mortality, whereas clinical decision management systems, such as electronic ICU (eICU), enable systematic collection of comprehensive data [13]. However, CDSSs that use conventional variables, such as demographics, symptoms, and medical history, often do not reach their full diagnostic potential [14]. There is a compelling need for a COVID-19 disease severity assessment to help prioritize care for patients at elevated risk of mortality and manage low-risk patients in outpatient settings or at home through self-quarantine.

Several scoring systems for COVID-19 severity have been developed or adapted from existing tools, such as the Brescia-COVID Respiratory Severity Scale [15], African Federation for Emergency Medicine COVID-19 Severity Scoring Tool [16], Berlin Criteria for Acute Respiratory Distress Syndrome [17,18], and Epic Deterioration Index [19]. However, these tools have either not yet been externally validated in peer-reviewed publications or were not developed specifically for COVID-19 patient populations. Recently, we developed an integrated point-of-care COVID-19 Severity Score and CDSS that combines multiplex biomarker measurements and risk factors in a statistical learning algorithm to predict mortality with excellent diagnostic accuracy [20]. The COVID-19 Severity Score was trained and evaluated using data from 160 hospitalized COVID-19 patients from Wuhan, China. The COVID-19 Severity Score was significantly higher for patients who died than for patients who were discharged, with median scores of 59 (IQR 40-83) and 9 (IQR 6-17), respectively, and an area under the curve (AUC) of 0.94 (95% CI 0.89-0.99).

COVID-19 has caused and continues to cause significant morbidity and mortality globally. A validated tool to assess and quantify viral sepsis severity and patient mortality risk would address the urgent need for disease severity categorization. Toward the goal of improving prognostic judgement and outcomes, we assembled a multidisciplinary team representing stakeholders from technology, machine learning, engineering, primary care, and in vitro diagnostic testing to develop a COVID-19 disease severity test. The unfolding novel COVID-19 pandemic has greatly illuminated the important role of community health centers in providing safe and effective patient care. The Family Health Centers (FHC) at New York University (NYU) Langone is a large Federally Qualified Health Center; it provides comprehensive primary and preventive health care to a diverse population of patients across the New York City metropolitan area and is well-positioned to improve survival by fast-tracking hospitalization of patients at high risk of severe disease. This study describes a clinical decision support tool for COVID-19 disease severity developed using recent data from the FHC and externally validated using data from two recent studies from hospitals in Wuhan, China. We describe a practical and efficient tiered approach that involves a model with nonlaboratory inputs (Tier 1), a model with biomarkers commonly measured in ambulatory settings (Tier 2), and a mobile app to deliver and scale these tools. The deployment of these new capabilities has potential for immediate clinical impact in community clinics, where these tools could lead to improvements in patient outcomes and prognostic judgment.

Methods

Patient Data

Data from 701 patients with COVID-19 were collected across 9 clinics and hospitals within the FHC network at NYU Langone, one of the largest Federally Qualified Health Center networks in the United States. All patients had detectable severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) infection as evidenced by polymerase chain reaction testing. The following outcomes were recorded: not hospitalized, discharged, ventilated, and deceased. The data that support the Tier 1 Outpatient Model and Tier 2 Biomarker Model development are available from the authors upon reasonable request and with permission of FHC at NYU Langone.

http://www.jmier.org/2020/08/e22033/
Validation data for the Tier 1 Outpatient Model were derived from a study of 160 hospitalized patients with COVID-19 from Zhongnan Hospital of Wuhan University. The data that support validation of the Tier 1 Outpatient Model are available from the authors upon reasonable request and with permission of Zhongnan Hospital of Wuhan University. Validation data for the Tier 2 Biomarker Model were derived from a study of 375 hospitalized patients with COVID-19 from Tongji Hospital in Wuhan, China. The data that support the validation of the Tier 2 Biomarker Model are available as Supplementary Data in a publication by Yan et al. [21].

**Clinical Decision Support Tool**

This study describes the development of a two-tiered CDSS for the assessment of COVID-19 disease severity using similar methods to those described previously [20,22]. The Tier 1 Outpatient Model uses nonlaboratory data that are readily available prior to laboratory measurements and is intended to help determine whether Tier 2 biomarker-based testing and/or hospitalization are necessary. Here, a lasso logistic regression model was trained to distinguish between patients who were not hospitalized or who were hospitalized and discharged home without need for ventilation vs patients who were ventilated or died. Patients who were still hospitalized when the data were compiled were excluded. The following predictors were considered in model training: age, gender, BMI, systolic blood pressure, temperature, symptoms (cough, fever, or shortness of breath), known cardiovascular comorbidities (patient problem list includes one or more of cerebrovascular disease, heart failure, ischemic heart disease, myocardial infarction, peripheral vascular disease, and hypertension), pulmonary comorbidities (asthma and chronic obstructive pulmonary disease), and diabetes.

The Tier 2 Biomarker Model predicts disease severity using biomarker measurements and patient characteristics. A lasso logistic regression model was trained to distinguish patients who died versus patients who were either never hospitalized or discharged home. Patients who were ventilated or still hospitalized when the data were compiled were excluded. The following predictors were considered in model training: age, gender, comorbidities, C-reactive protein (CRP), cardiac troponin I (cTnI), D-dimer, procalcitonin (PCT), and N-terminal fragment of the prohormone brain natriuretic peptide (NT-proBNP). Predictors that were not relevant to the model (i.e., coefficients equal to zero) were removed. Laboratory measurements across all time points were log-transformed. Patients with no measurements for the aforementioned biomarkers were excluded. Biomarker values below the limits of detection were set to the minimum measured value divided by the square root of 2.

**Model Development and Statistical Analysis**

Both Tier 1 and Tier 2 models were developed using the same procedure. All continuous predictors were standardized with a mean of 0 and a variance of 1. Missing data were imputed using the multivariate imputation by the chained equations algorithm in the statistical software R (R Project) [23]. Predictive mean matching and logistic regression imputation models were used to generate 10 imputations for continuous and categorical predictors, respectively. Samples in the training and test sets were partitioned using stratified 5-fold cross-validation to preserve the relative proportions of outcomes in each fold. Model training and selection were performed on each of the 10 imputation datasets for 10 Monte Carlo repetitions and optimized for the penalty parameter corresponding to one standard error above the minimum deviance for additional shrinkage. After the initial training, only predictors with nonzero regression coefficients were retained, and the model was retrained with a reduced number of predictors. The training process was repeated until all predictors yielded nonzero coefficients. Model performance was documented in terms of the mean (95% CI) of the AUC, sensitivity, specificity, positive predictive value (PPV), and negative predictive value (NPV). Median (IQR) cross-validated COVID-19 scores were compared across disease outcomes. The COVID-19 scores for both models and biomarker measurements were compared using the Wilcoxon rank sum test. Normally distributed predictors were compared using an independent t test. Proportions were compared using the chi-squared test [24,25]. Two-sided tests were considered statistically significant for P<.05.

**External Validation**

We externally validated the Tier 1 Outpatient Model using data from a study of 160 hospitalized patients with COVID-19 from Zhongnan Hospital of Wuhan University. Only patients with complete information (age, systolic blood pressure, gender, diabetes, and cardiovascular comorbidities) were included. The model performance was documented in terms of AUC, sensitivity, specificity, PPV, and NPV. Results were presented in a scatter/box plot of COVID-19 outpatient scores for patients who were discharged and those who died.

Similarly, we externally validated the Tier 2 Biomarker Model using data from a study of 375 hospitalized patients with COVID-19 from Tongji Hospital in Wuhan, China, collected between January 10 and February 18, 2020 [21]. While most patients had multiple lab measurements over time, the first available lab value for each biomarker was used to validate the model to maximize lead time. Patients with one or more missing predictor values were excluded. Model performance was documented in terms of AUC, sensitivity, specificity, PPV, and NPV. Results were presented in a scatter/box plot of COVID-19 Biomarker Scores for patients who were discharged and who died.

To demonstrate how the COVID-19 Biomarker Score could be used to track changes in disease severity over time, the model was evaluated based on time series biomarker data. Because the lab measurements were reported asynchronously, the model was reevaluated every time a new biomarker measurement became available. Time series plots of the COVID-19 Biomarker Score were generated for each patient.

**Results**

This study describes the development of a 2-tiered CDSS to assess COVID-19 disease severity using similar methods to those described previously [20,22]. The Tier 1 Outpatient Model uses nonlaboratory data that are readily available prior to
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laboratory measurements and is intended to help determine whether Tier 2 biomarker-based testing and/or hospitalization are warranted. The Tier 2 Biomarker Model predicts disease severity using biomarker measurements and patient characteristics.

The CDSS and mobile app are designed to support decisions made in multiple settings, including home care, primary care or urgent care clinics, emergency departments, and hospital and intensive care (Figure 1). The process starts with symptomatic patients who are positive or presumably positive for COVID-19 and seeking care at a family health center or emergency room. In the family health center, decisions are made in two key stages, or tiers. The Tier 1 algorithm is intended for individuals in an outpatient setting where laboratory data are not yet readily available, and it uses only age, gender, blood pressure, and comorbidities. Patients with a low COVID-19 Outpatient Score may be managed in a home or telemedicine setting, while patients with a high COVID-19 Outpatient Score are referred for a blood draw and Tier 2 biomarker-based test. The Tier 2 algorithm, which is directly related to mortality risk, predicts disease severity using biomarker measurements and age. Patients with a low COVID-19 Biomarker Score are expected to be managed in a low-to-moderate risk group (eg, 5-day telehealth follow-up), while patients with a high COVID-19 Biomarker Score are expected to be hospitalized in most cases or managed in a high risk group (eg, 24- to 48-hour follow-up). Providers encountering clinically evident severe cases, as in urgent care or emergency departments, may choose to bypass the Tier 1 Outpatient Score and perform biomarker testing and Tier 2 triage on all patients with COVID-19. Last, in the hospital setting, patients are serially monitored for their COVID-19 Biomarker Scores. This personalized time series information directly related to mortality risk has strong potential to optimize therapy, improve patient care, and ultimately save lives. For both algorithms, we selected cutoffs that balanced sensitivity and specificity; however, these algorithms can be easily tuned for high sensitivity or high specificity by adjusting the weighting or relative importance of sensitivity and specificity in clinical practice.

Of the 701 patients with detectable COVID-19 infection cared for in one of the 9 clinics within the FHC network, 402 (57.3%) were not hospitalized, 185 (26.4%) were hospitalized and discharged, 19 (2.7%) were ventilated, and 95 (13.6%) died (Table 1). Ventilated and deceased patients were older than those who were not hospitalized or discharged (P=.03 and P<.001, respectively). Of patients who were ventilated and deceased, 14/19 (73.7%) and 60/95 (63.2%) were male, respectively, vs 271/587 (46.1%) for patients with less severe disease (ie, not hospitalized or discharged) (P=.02 and P=.002, respectively). Diabetes was also a statistically significant factor, with 9/19 (47.4%) and 52/95 (54.7%) in the ventilated and deceased groups vs 149/587 (25.3%) in the nonhospitalized and discharged groups (P=.03 and P<.001, respectively). Likewise, 10/19 (52.6%) of ventilated patients (P=.04) and 65/95 (68.4%) of deceased patients (P<.001) had one or more cardiovascular comorbidities, vs 181/587 (30.8%) for the less severe disease categories, with hypertension being the most common comorbidity. Interestingly, systolic blood pressure was significantly higher for patients who were not hospitalized vs those who were discharged (P=.004), and patients who died had abnormally low blood pressure relative to patients with less severe disease (P<.001). All biomarkers (cTnI, CRP, PCT, D-dimer, and NT-proBNP) were measured at significantly higher levels in patients who died vs those who were not hospitalized or discharged (P<.001).
Figure 1. Clinical decision support system and mobile app for managing COVID-19 care. COVID-19: coronavirus disease; CRP: C-reactive protein; PCT: procalcitonin.
Table 1. Characteristics of the patients included in model training. Data are represented as n (%), mean ± standard deviation, or median (IQR).

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Not hospitalized (n=402)</th>
<th>Discharged (n=185)</th>
<th>Ventilated (n=19)</th>
<th>Deceased (n=95)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age (years), mean (SD)</td>
<td>48 (17)</td>
<td>50 (17)</td>
<td>58 (20)</td>
<td>67 (14)</td>
</tr>
<tr>
<td>Male sex, n (%)</td>
<td>182 (45.3)</td>
<td>89 (48.1)</td>
<td>14 (73.7)</td>
<td>60 (63.2)</td>
</tr>
<tr>
<td>BMI, kg/m², mean (SD)</td>
<td>25 (4)</td>
<td>28 (6)</td>
<td>29 (5)</td>
<td>25 (6)</td>
</tr>
<tr>
<td>Systolic BP (mm Hg), mean (SD)</td>
<td>132 (14)</td>
<td>123 (19)</td>
<td>126 (20)</td>
<td>94 (40)</td>
</tr>
<tr>
<td>Diastolic BP (mm Hg), mean (SD)</td>
<td>82 (8)</td>
<td>71 (11)</td>
<td>70 (12)</td>
<td>54 (26)</td>
</tr>
<tr>
<td>Temperature (ºF), mean (SD)</td>
<td>99 (1)</td>
<td>98 (5)</td>
<td>99 (1)</td>
<td>100 (2)</td>
</tr>
<tr>
<td>Pulse (beats per minute), mean (SD)</td>
<td>90 (18)</td>
<td>84 (14)</td>
<td>93 (14)</td>
<td>74 (54)</td>
</tr>
<tr>
<td>Asthma, n (%)</td>
<td>44 (10.9)</td>
<td>12 (6.5)</td>
<td>3 (15.8)</td>
<td>6 (6.3)</td>
</tr>
<tr>
<td>COPD d, n (%)</td>
<td>60 (14.9)</td>
<td>17 (9.2)</td>
<td>3 (15.8)</td>
<td>15 (15.8)</td>
</tr>
<tr>
<td>Cancer, n (%)</td>
<td>13 (3.2)</td>
<td>5 (2.7)</td>
<td>2 (10.5)</td>
<td>14 (14.7)</td>
</tr>
<tr>
<td>Cardiovascular comorbidities e, n (%)</td>
<td>120 (29.9)</td>
<td>61 (33.0)</td>
<td>10 (52.6)</td>
<td>65 (68.4)</td>
</tr>
<tr>
<td>Diabetes, n (%)</td>
<td>96 (23.9)</td>
<td>53 (28.6)</td>
<td>9 (47.4)</td>
<td>52 (54.7)</td>
</tr>
<tr>
<td>HIV/AIDS, n (%)</td>
<td>3 (0.7)</td>
<td>2 (1.1)</td>
<td>0 (0.0)</td>
<td>3 (3.2)</td>
</tr>
<tr>
<td>Liver disease, n (%)</td>
<td>11 (2.7)</td>
<td>10 (5.4)</td>
<td>2 (10.5)</td>
<td>4 (4.2)</td>
</tr>
<tr>
<td>Renal disease, n (%)</td>
<td>20 (4.9)</td>
<td>17 (9.2)</td>
<td>3 (15.8)</td>
<td>21 (22.1)</td>
</tr>
<tr>
<td>cTnI f (pg/mL), median (IQR)</td>
<td>7.07 (7.07-7.07)</td>
<td>7.07 (7.07-7.07)</td>
<td>20.00 (7.07-63.75)</td>
<td>73.50 (7.07-712.00)</td>
</tr>
<tr>
<td>CRP g (mg/L), median (IQR)</td>
<td>51.40 (16.55-101.35)</td>
<td>67.90 (17.95-121.50)</td>
<td>37.30 (27.30-139.72)</td>
<td>176.00 (115.00-287.00)</td>
</tr>
<tr>
<td>PCT h (ng/mL), median (IQR)</td>
<td>0.12 (0.06-0.36)</td>
<td>0.10 (0.05-0.31)</td>
<td>0.69 (0.07-1.91)</td>
<td>1.61 (0.35-8.31)</td>
</tr>
<tr>
<td>D-Dimer (µg/mL i), median (IQR)</td>
<td>0.39 (0.20-0.71)</td>
<td>0.27 (0.18-0.56)</td>
<td>0.86 (0.50-3.02)</td>
<td>1.58 (0.72-5.35)</td>
</tr>
<tr>
<td>NT-proBNP j (pg/mL), median (IQR)</td>
<td>93.00 (36.50-375.25)</td>
<td>88.00 (28.50-298.00)</td>
<td>217.00 (78.00-394.25)</td>
<td>937.00 (160.25-5728.50)</td>
</tr>
</tbody>
</table>

*a* Compared to patients who were not hospitalized.

*b* Compared to patients who were not hospitalized or discharged.

*c* BP: blood pressure.

*d* COPD: chronic obstructive pulmonary disease.

*e* Cardiovascular comorbidities: one or more of cerebrovascular disease, heart failure, ischemic heart disease, myocardial infarction, peripheral vascular disease, and hypertension.

*f* cTnI: cardiac troponin I.

*g* CRP: C-reactive protein.

*h* PCT: procalcitonin.

*i* µg/mL: micrograms per milliliter.

*j* NT-proBNP: N-terminal fragment of the prohormone brain natriuretic peptide.

**Tier 1 Outpatient Model**

The Tier 1 Outpatient Model for COVID-19 disease severity was developed and internally validated using data from the FHCs at NYU Langone (Figure 2). The model retained the following predictors: age, gender, systolic blood pressure, cardiovascular comorbidities (one or more of cerebrovascular disease, heart failure, ischemic heart disease, myocardial
infarction, peripheral vascular disease, and hypertension), and diabetes. The median COVID-19 Outpatient Scores were 11, 13, 20, and 27 for not hospitalized, discharged, ventilated, and deceased patients, respectively. The AUC of the model was 0.79 (95% CI 0.74-0.84) at the optimal cutoff COVID-19 Outpatient Score of 18 (Table 2). The median scores (Figure 2) had statistically significant differences for comparisons between all patient groups, except for not hospitalized vs discharged ($P=.18$).

**Figure 2.** Validation of the Tier 1 Outpatient Model. A. Lasso logistic regression coefficients revealing the relative importance of predictors in generating the score. B. Box/scatter plot from the internal validation showing the Tier 1 Outpatient Scores for the four outcomes. A cutoff score of 18 (red dotted line) balances sensitivity and specificity for “Noncase” vs “Case” patients (gray line). COVID-19: coronavirus disease; CV comorbidities: cardiovascular comorbid conditions; No Hosp.: patients who were not hospitalized; Vent.: patients who were ventilated.

**Table 2.** Internal validation performance in terms of AUC, sensitivity, specificity, PPV, and NPV (95% CI) from 5-fold cross-validation. The Tier 1 and 2 models were trained and tested using data from Family Health Centers at New York University.

<table>
<thead>
<tr>
<th></th>
<th>Tier 1 Outpatient Model</th>
<th>Tier 2 Biomarker Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>AUC</strong></td>
<td>0.79 (0.74-0.84)</td>
<td>0.95 (0.92-0.98)</td>
</tr>
<tr>
<td><strong>Sensitivity</strong></td>
<td>0.73 (0.69-0.76)</td>
<td>0.89 (0.86-0.92)</td>
</tr>
<tr>
<td><strong>Specificity</strong></td>
<td>0.73 (0.69-0.76)</td>
<td>0.89 (0.86-0.92)</td>
</tr>
<tr>
<td><strong>PPV</strong></td>
<td>0.34 (0.30-0.38)</td>
<td>0.70 (0.65-0.74)</td>
</tr>
<tr>
<td><strong>NPV</strong></td>
<td>0.93 (0.91-0.95)</td>
<td>0.97 (0.94-0.98)</td>
</tr>
</tbody>
</table>

*aAUC: area under the curve.

*PPV: positive predictive value.

*NPV: negative predictive value.

**Tier 2 Biomarker Model**

The Tier 2 Biomarker Model for COVID-19 disease severity was developed and internally validated using data from the FHCs at NYU Langone (Figure 3). Patients who were ventilated (n=19) and still hospitalized (n=19) were excluded. Patients with fewer than one biomarker measurement were excluded (n=190 not hospitalized, n=64 discharged, n=1 deceased). The remaining 427 patients with one or more biomarker measurements were included in the analysis (n=212 not hospitalized, n=121 discharged, n=94 deceased). The model retained the following predictors after shrinkage and selection: age, D-dimer, PCT, and CRP. The median COVID-19 Outpatient Scores were 5, 5, and 64 for not hospitalized, discharged, and deceased patients, respectively. The AUC of the model was 0.95 (95% CI 0.92-0.98) at the optimal cutoff COVID-19 Outpatient Score of 27 (Table 2). The median COVID-19 Outpatient Scores (Figure 3) had statistically significant differences for comparisons between patients who were not hospitalized and patients who died ($P<.001$) and between patients who were discharged and patients who died ($P<.001$).
**External Validation**

We externally validated the Tier 1 Outpatient Model using data from a study of 160 hospitalized patients with COVID-19 who had hypertension from Zhongnan Hospital of Wuhan University, Wuhan, China [26]. Of the 160 patients in the study, 4 (2.5%) were missing one or more predictors and were excluded from the analysis. The COVID-19 Biomarker Scores were evaluated for 115 patients who were discharged and 41 patients who died (Figure 4A). The median COVID-19 Biomarker Scores were 27.9 (IQR 22.0-36.4) for patients who were discharged and 39.7 (34.2-47.4) for patients who died. The external validation diagnostic performance was determined using a cutoff score of 34 (Table 3).

We externally validated the Tier 2 Biomarker Model using data from a study of 375 hospitalized COVID-19 patients from Tongji Hospital in Wuhan, China, collected between January 10 and February 18, 2020 [21]. To maximize potential lead time, the first available laboratory measurements during hospitalization were used to generate cross-sectional COVID-19 Biomarker Scores, representing the first in a series of measurements collected for hospital stays lasting a median of 12.5 (IQR 8-17.5) days prior to the outcomes (discharged or deceased). Out of the 375 patients in the study, 133 were missing one or more lab values and excluded from the analysis. The COVID-19 Biomarker Scores were evaluated for 112 patients who were discharged and 130 patients who died (Figure 4B). The median COVID-19 Biomarker Scores were 1.6 (IQR 0.5-6.2) for patients who were discharged and 59.1 (IQR 36.6-78.9) for patients who died. The external validation diagnostic performance was determined using a cutoff score of 19 (Table 3).
Figure 4. External validation results. A. The Tier 1 Outpatient Model was evaluated using data from patients with COVID-19 at Zhongnan Hospital of Wuhan University [26]. B. The Tier 2 Biomarker Model was evaluated using data from patients with COVID-19 at Tongji Hospital [21]. COVID-19: coronavirus disease.

Table 3. External validation performance in terms of AUC, sensitivity, specificity, PPV, and NPV (95% CI). The Tier 1 Outpatient Model was evaluated on the Zhongnan Hospital dataset [26]. The Tier 2 model was evaluated on the Tongji Hospital dataset [21].

<table>
<thead>
<tr>
<th></th>
<th>Tier 1 Outpatient Model</th>
<th>Tier 2 Biomarker Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>AUC(^a)</td>
<td>0.79 (0.70-0.88)</td>
<td>0.97 (0.95-0.99)</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>0.76 (0.68-0.82)</td>
<td>0.89 (0.84-0.93)</td>
</tr>
<tr>
<td>Specificity</td>
<td>0.73 (0.65-0.80)</td>
<td>0.93 (0.89-0.96)</td>
</tr>
<tr>
<td>PPV(^b)</td>
<td>0.50 (0.42-0.58)</td>
<td>0.94 (0.90-0.96)</td>
</tr>
<tr>
<td>NPV(^c)</td>
<td>0.89 (0.83-0.94)</td>
<td>0.88 (0.83-0.92)</td>
</tr>
</tbody>
</table>

\( ^a\)AUC: area under the curve.  
\( ^b\)PPV: positive predictive value.  
\( ^c\)NPV: negative predictive value.

We also evaluated the COVID-19 Biomarker Scores for patients over time using longitudinal biomarker measurement data from individual patients in the external validation set (Figure 5). These data represent individual patients’ scores over a median of 12.5 days (IQR 8-17.5) between admission and outcomes of discharge or death. The first scores available after admission were significantly higher in patients who died vs patients who were discharged (AUC 0.97, cutoff score of 19); over time, patients who were discharged had an average decrease in score (−4.7), while patients who died had an average increase in score (+11.2).
**Figure 5.** Spaghetti plot of longitudinal COVID-19 Biomarker Scores for patients in the external validation set from Tongji Hospital [21] between January 10 and February 18, 2020. These data represent individual patients’ scores over a median (IQR) of 12.5 (8–17.5) days between admission and outcomes of discharged or deceased. The first scores available after admission were significantly higher in those that died vs those that were discharged (AUC 0.97, cutoff score of 19), and over time patients who were discharged had an average decrease in score (-4.7) while those that died had an average increase in score (+11.2).

**Discussion**

As the COVID-19 pandemic continues to create surges and resurgences without an effective vaccine, the goal of this multidisciplinary team was to develop a triage and prognostication tool that strengthens community-level testing and disease severity monitoring. A CDSS and mobile app for COVID-19 severity have been designed, developed, and validated using data from 1236 patients with COVID-19 across numerous clinics and hospitals in the coronavirus disease epicenters of Wuhan, China, and New York, United States. These clinically validated tools have potential to assist health care providers in making evidence-based decisions in managing the care of patients with COVID-19. The significance of this work is realized by the algorithms developed and validated here, which are accurate, interpretable, and generalizable.

Accurately identifying patients with elevated risk for developing severe COVID-19 complications can empower health care providers to save lives by prioritizing critical care, medical resources, and therapies. With respect to accuracy, both Tier 1 and Tier 2 models were effective in discriminating disease outcomes, with statistically significant differences between the most relevant patient groups (AUCs of 0.79 and 0.97 for Tier 1 and Tier 2 external validation, respectively). As expected, the diagnostic accuracy of the Tier 1 Outpatient Model in terms of AUC was lower than that of the Tier 2 Biomarker Model, which demonstrates the importance of biomarker data in determining disease severity. The accuracy with which the Tier 2 Biomarker Score identified patients who eventually died reflects the unfortunate and morbid reality of the COVID-19 pandemic to date. However, as medical knowledge and experience with COVID-19 progresses, it is possible that future treatments and interventions could improve patient survival. In this context, the Tier 2 Biomarker Score could be used to monitor patients’ treatment progression or regression over time and modify therapies accordingly.

Another strength of this approach is the interpretability of the models. While many predictive tools rely on “black box” methods in which algorithmic decisions and the logic supporting those decisions are uninterpretable, the lasso logistic regression method is transparent through its coefficients (ie, log odds) and probabilistic output. The Tier 1 Outpatient Score is the probability of severe disease (ventilation or death) based on the predictors (age, gender, diabetes, cardiovascular comorbidities, and systolic blood pressure). Likewise, the Tier 2 Biomarker Score is the probability of mortality based on CRP, D-dimer, PCT, and age. Predictive models such as these are more likely to be adopted for clinical applications in which transparency and interpretability are valued.

One of the most clinically relevant features of this new CDSS is the capacity to monitor individual patients over time. The use of this precision diagnostic approach allows for the amplification of early signs of disease, which can be achieved by focusing on time-course changes of biomarker signatures that are referenced not to population metrics, but rather back to the individual patient. As an example, the use of time course changes in individual biomarker fingerprints has been explored previously in the study of early detection in ovarian cancer [27]. Studies demonstrated that cancer antigen 125 by itself for a single time point was a poor diagnostic marker due to overlapping reference range problems across the population. However, when each patient was treated as their own point of
reference and biomarker slopes for individual patients were considered, the diagnostic accuracy for this same biomarker increased significantly. Similarly, the COVID-19 Biomarker Score time series (Figure 5) reveals a strong capacity to separate patients who die of COVID-19 complications from those who are discharged from the hospital. Note that the app includes capabilities to use proximal biomarker measurements, allowing for biomarker measurements to be collected over time without the rigid restriction of requiring completion of all biomarker measurements at the same time for all time points. This flexibility is anticipated to afford more convenience for longitudinal monitoring of patients.

Lastly, the models developed here demonstrated generalizability through external model validation. External validation is essential before implementing prediction models in clinical practice [28]. We found that the AUCs for both the Tier 1 and Tier 2 models were similar for internal vs external validation, demonstrating that the models are generalizable to making predictions for these disease indications in different care settings and for different patient demographics. Usually, prediction models perform better on the training data than on new data; however, in this study, we found that the external validation results were approximately the same or better (Tier 1: AUC of 0.79 vs 0.79; Tier 2: 0.95 and 0.97 for internal and external validation, respectively), suggesting that patients in the external validation sets may have suffered from more severe disease.

Despite the potential for CDSSs to transform health care, major challenges remain for translating and scaling these tools. Future data and, thus, future model performance may have large heterogeneity, which may be exacerbated by missing data (potentially not missing at random), nonstandard definitions of outcomes, and incomplete laboratory measurements and follow-up times [29]. The mobile app developed here is intended to reduce heterogeneity by encouraging the harmonization of data collection across multiple care settings. Further, models may be tuned through optimization of cutoffs for certain patient subpopulations. Another challenge in deploying a CDSS that relies on biomarker measurements is accounting for differences in laboratory testing across hospitals and clinics. The variability of these measurements across institutions may have a large impact on the distribution of COVID-19 Biomarker Scores. This challenge creates a unique opportunity for standardized, well-calibrated, and highly scalable point-of-care tests for COVID-19 disease severity [20,30,31]. Finally, the COVID-19 pandemic is a fluid and rapidly evolving crisis. Not only will our epidemiological and physiological understanding of the disease evolve over time, but viral mutations could also alter disease severity in future outbreaks. The two-tiered algorithms developed here are highly amenable to future adaptations in which new data are included in the training through periodic or continuous learning.

A commercial app has been developed in collaboration with OraLiva, Inc for deployment of these tools to frontline health care workers managing COVID-19 patients. Plans are now in place to assess the usability, user satisfaction, and confidence in results of this CDSS and mobile app in the FHCs at NYU. Future efforts will focus on point-of-care testing capabilities to more rapidly assess the Tier 2 biomarkers described in this study using a previously developed and published platform [20,30,31]. The deployment of these new capabilities has potential for immediate clinical impact in community clinics, where the application of these tools could significantly improve the quality of care.
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Abstract

Background: The current severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) outbreak is a public health emergency and the case fatality rate in the United Kingdom is significant. Although there appear to be several early predictors of outcome, there are no currently validated prognostic models or scoring systems applicable specifically to patients with confirmed SARS-CoV-2.

Objective: We aim to create a point-of-admission mortality risk scoring system using an artificial neural network (ANN).

Methods: We present an ANN that can provide a patient-specific, point-of-admission mortality risk prediction to inform clinical management decisions at the earliest opportunity. The ANN analyzes a set of patient features including demographics, comorbidities, smoking history, and presenting symptoms and predicts patient-specific mortality risk during the current hospital admission. The model was trained and validated on data extracted from 398 patients admitted to hospital with a positive real-time reverse transcription polymerase chain reaction (RT-PCR) test for SARS-CoV-2.

Results: Patient-specific mortality was predicted with 86.25% accuracy, with a sensitivity of 87.50% (95% CI 61.65%-98.45%) and specificity of 85.94% (95% CI 74.98%-93.36%). The positive predictive value was 60.87% (95% CI 45.23%-74.56%), and the negative predictive value was 96.49% (95% CI 88.23%-99.02%). The area under the receiver operating characteristic curve was 90.12%.

Conclusions: This analysis demonstrates an adaptive ANN trained on data at a single site, which demonstrates the early utility of deep learning approaches in a rapidly evolving pandemic with no established or validated prognostic scoring systems.

(J Med Internet Res 2020;22(8):e20259) doi:10.2196/20259
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Introduction

Since the outbreak of severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) in Wuhan, China in December 2019, there have been over 229,705 confirmed cases in the United Kingdom, with a case fatality rate of 14.4% as of May 13, 2020 [1,2]. In the United Kingdom, the highest number of coronavirus disease (COVID-19) deaths (the disease caused by the SARS-CoV-2 virus) has been reported in London [3], with many health care providers having experienced a rapid, difficult-to-predict increase in intensive therapy unit (ITU) bed requirements.

Although there appear to be several early predictors of outcome such as age, high sequential organ failure assessment score and elevated D-dimer levels [4], being male [5], poor glycemic control in patients with diabetes [6], being immunocompromised
Predicting patient-specific adverse events including ITU admissions and mortality with sufficient lead time is crucial during a pandemic, as it allows clinicians, managers, and service providers to admit patients based on risk of deterioration, forecast ITU bed demand, and determine appropriate ceilings of care. From a public health perspective, this would play a significant role in allowing policy makers to respond efficiently to surges of COVID-19, which would otherwise risk overwhelming critical care capacity [16].

There have been significant recent advances in modeling clinical data on electronic health records (EHRs) [17,18] and specifically in the capability of machine learning techniques to predict mortality [19-21]. In view of this, our study proposes an artificial neural network (ANN) that analyzes a set of patient features including demographics, comorbidities, lifestyle factors, and presenting symptoms and predicts patient-specific mortality risk during the current hospital admission. Crucially, this data could be collected during the initial encounter of a patient with a physician, and therefore allows for a prediction of outcome at the earliest opportunity along the patient pathway.

Classically, deep learning approaches created models that were difficult to interpret. This had led clinicians to retreat from complex but accurate techniques to simpler (eg, linear) models [22]. However, significant recent advances have been made in deep learning interpretability research [23] and specifically in creating predictive machine learning models for health care [24-26]. We use an algorithm capable of revealing which features were important for making predictions while maintaining accuracy and consistency [27].

Methods

The ANN was trained on retrospective data extracted from EHRs in a digital format. Demographic, comorbidity, lifestyle, and symptom data were encoded from admission notes of patients admitted to an accident and emergency department at a West London teaching hospital.

Study Population and Data Description

The clinical data used in this study was collected from all hospital admissions for SARS-CoV-2 from February 2, 2020, to April 22, 2020, at a West London teaching hospital. All patients were included in the analyses. Data was anonymized at point of extraction from EHR software (Millennium, Cerner Corporation) and included admission notes, current active medical conditions, and discharge summaries or electronic certifications of death.

The inclusion criteria included all patients with real-time reverse transcription polymerase chain reaction (RT-PCR) test–confirmed SARS-CoV-2 (proprietary Public Health England Assay until March 10, 2020, and an AusDiagnostics assay thereafter). A SARS-CoV-2 infection must have been the principal diagnosis and the reason for that admission episode. Outcome data including the presence of either a discharge summary or electronic certification of death were collected for each patient. SARS-CoV-2 mortality was defined as an in-patient death, which occurred during the current admission episode, in patients with confirmed SARS-CoV-2.

Data Preprocessing

Individual patients were represented as an array of possible prognostic factors. Demographic factors included age and gender. Comorbidities included the presence or absence of chronic obstructive pulmonary disease, asthma, or a chronic respiratory disease; hypertension, diabetes, ischemic heart disease, congestive cardiac failure, hepatic cirrhosis, chronic kidney disease, or a cerebrovascular event history. Smoking history was also collected. Symptom data included the number of days of symptoms prior to hospital admission and the presence or absence of fever, cough, dyspnea, myalgia, abdominal pain, diarrhea or vomiting, altered mentation, collapse, and olfactory change or ageusia. These data points represented a feature set that was then used as the input for the ANN. Information regarding patient ethnicity was not felt to be robust due to 23.4% missing data. Ethnic subgroups are reported using descriptive statistics; however, ethnicity is not included in the ANN as a variable.

All data was encoded (by AA, AP, and EC) after reading the admission episode notes for each patient. Comorbidity, lifestyle, and symptom data were encoded as binary presence features. Age was recorded as a discrete quantitative feature. Gender was recorded as a categorical variable, which was later encoded as a numerical binary feature. All numerical features were standardized (centered and scaled) by subtracting the mean and dividing by the standard deviation of the training samples. The target value was defined as an in-patient death in a patient clinically suspected of having SARS-CoV-2 on admission and who had a positive RT-PCR test. Deaths were counted if they occurred during the admission episode for which outcome predictions were made. Mortality was encoded as a binary target value.

Model for Predicting SARS-CoV-2 Outcomes

Overview

The ANN used clinical data accrued from the admission notes to predict mortality for that admission. Input features were provided to the system, and the output is the probability of death for a patient during their current admission. Patients were randomized to training (80%) and testing (20%) sets. Data for each patient were randomized to only one of these sets. To reduce model overfitting, k-fold cross-validation was used. Ten folds were chosen during training, which represented 10% of the training sets being used as validation sets. If the probability of mortality was above a threshold of 50%, the prediction was...
considered positive in that the model predicted the patient was likely to experience a poor outcome.

**Artificial Neural Network Input and Core**

Figure 1 demonstrates the ANN. The input layer had an input dimension equal to the number of patient features and used rectifier activation (n=22). Information was then fed into two densely connected further layers (known as hidden layers), which also used rectifier activation. Hidden layers are input-output transformation of incoming data. Each layer attempts to create increasingly meaningful representations of the input data (patient variables) before attempting to make an outcome prediction.

**Figure 1.** Architecture of an artificial neural network to prognosticate severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) in a UK population. L1 represents the input layer, which accepts patient features as input. L2 and L3 represent two densely connected hidden layers, with a variable number of units. L4 represents the output layer which predicts mortality for a given patient.

**Prediction Targets and Training Objectives**

The output layer consisted of a single node which used sigmoid activation to provide a probability for the target value. In other words, the output layer collects the data representations from the prior hidden layers and predicts whether a patient is likely to die during their admission. Each resulting probability output was compared to the ground-truth label using the cross-entropy loss function, which measures the performance of a classification model whose output is a probability value between 0 and 1 [28]. This means that the ANN checks whether the prediction it made was correct against known patient outcomes.

**Training and Hyperparameters**

Model architecture was chosen based on validation set performance. A grid search technique was used to exhaustively search over parameters in an iterative process to establish optimal model parameters (known as hyperparameters). All variables were initialized with normalized uniform (Xavier normal) initialization [29] and trained using the Adam adaptive learning rate optimization algorithm [30]. The input layer had an input dimension to match the number of patient variables (n=22). Optimal validation results were achieved with an ANN with 22 units in the first hidden layer with a dropout rate of 20%, and 6 units in the second and third hidden layers with a dropout rate of 40% to prevent overfitting. To further prevent overfitting, L2 regularization is used on all layers except for the output layer.

**Relative Importance of Clinical Attributes**

We used a high-speed approximation algorithm for Shapley additive explanations (SHAP) values, which in effect reveal the contribution of each patient variable (clinical attribute) to their mortality prediction against a mean prediction [30,31].

**Evaluation of Model**

A validation set represented by 10% of the training set was used during cross-validation and a cross-validated grid search. The validation set was used to improve model architecture and select for optimal hyperparameters. The metrics selected for model performance evaluation were accuracy, sensitivity, specificity, positive predictive value, negative predictive value, and the area under the receiver operating characteristic curve (AUROC).
K-fold cross-validation allowed a mean model accuracy with 95% CI to be calculated.

**Code Availability**
The open source machine learning framework Tensorflow 2.1.0 [32] was used to develop the neural network. The architecture was written in the Python programming language (Python 3.7.7). Scikit-learn 0.22 and its dependencies were used to create the data preprocessing pipeline and to create the graphs in this analysis.

**Ethical Considerations**
Data was collected as part of routine care by the responsible clinical team. No patient-identifiable data was used in this analysis. The need for written informed consent was waived by the Research Governance Office of Chelsea & Westminster NHS Foundation Trust. The study protocol was approved by the antimicrobial stewardship group at Chelsea & Westminster NHS Foundation Trust. The study was conducted in accordance with the Helsinki declaration.

**Results**

**Patient Demographics, Comorbidities, and Symptoms**
There were a total of 11,144 data points for 398 patients, encompassing 22 input features. The training and testing populations consisted of n=318 and n=80 patients, respectively. Out of the 398 patients included in the analysis, 389 (97.8%) had completed outcomes and 9 (2.2%) were still hospitalized at the end of the study period. There were 223 (56%) males. Of patients with completed outcomes, 275 (69%) were discharged alive and 93 (23%) died. There were 53 admissions to the ITU (13%), of which 17 (32%) died.

The median age of all patients was 65 years (IQR 51-80). The median age of patients who were admitted to the ITU was 56 years (IQR 51-65) and the median age of patients who died was 79 years (IQR 72-86). Regarding ethnicity, 157 (39.4%) patients were White, 37 (9.3%) were Black, 42 (10.6%) were Asian, 66 (16.6%) were from other ethnicities, and 3 (0.7%) were of mixed ethnicity. In total, 93 (23.4%) did not have a recorded ethnicity. The median time from symptom onset to hospital admission was 5 days (IQR 2-10). Mean length of stay for all patients with completed outcomes was 9.8 days (SD 9.6). Mean length of stay for patients who died was 8.5 days (SD 7.9).

The most common comorbidities were hypertension (n=147; 37%), diabetes (n=104; 26%), and chronic respiratory disease (n=84; 21%). The most common presenting symptoms were cough (n=247; 62%), dyspnea (n=223; 56%), and fever (n=216; 54%). Tables 1 and 2 demonstrate comorbidities and presenting symptoms in order of prevalence, respectively.

### Table 1. Prevalence of comorbidities in a severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) population in West London.

<table>
<thead>
<tr>
<th>Comorbidity</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hypertension</td>
<td>147 (36.9)</td>
</tr>
<tr>
<td>Diabetes</td>
<td>104 (26.1)</td>
</tr>
<tr>
<td>Chronic obstructive pulmonary disease, asthma, or chronic respiratory pathology</td>
<td>84 (21.1)</td>
</tr>
<tr>
<td>Ischemic heart disease</td>
<td>47 (11.8)</td>
</tr>
<tr>
<td>Chronic kidney disease</td>
<td>33 (8.3)</td>
</tr>
<tr>
<td>Cerebrovascular event history</td>
<td>29 (7.3)</td>
</tr>
<tr>
<td>Cardiac failure</td>
<td>22 (5.5)</td>
</tr>
<tr>
<td>Obesity</td>
<td>15 (3.7)</td>
</tr>
<tr>
<td>Hepatic cirrhosis</td>
<td>6 (1.5)</td>
</tr>
</tbody>
</table>

### Table 2. Prevalence of symptoms in a severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) population in West London.

<table>
<thead>
<tr>
<th>Symptom</th>
<th>Patients, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cough</td>
<td>247 (62.1)</td>
</tr>
<tr>
<td>Dyspnea</td>
<td>223 (56.0)</td>
</tr>
<tr>
<td>Fever</td>
<td>216 (54.2)</td>
</tr>
<tr>
<td>Diarrhea or vomiting</td>
<td>105 (26.4)</td>
</tr>
<tr>
<td>Myalgia</td>
<td>68 (17.1)</td>
</tr>
<tr>
<td>Altered mentation</td>
<td>59 (14.8)</td>
</tr>
<tr>
<td>Abdominal pain</td>
<td>40 (10.1)</td>
</tr>
<tr>
<td>Collapse</td>
<td>37 (9.3)</td>
</tr>
<tr>
<td>Anosmia or ageusia</td>
<td>36 (9.0)</td>
</tr>
</tbody>
</table>
ANN Performance

With this ANN, cross-validated accuracy (accuracy on the training and validation set) was 89% (95% CI 81%-97%). Patient-specific mortality was predicted with 86.25% accuracy on the test set (Figure 2), with a sensitivity of 87.50% (95% CI 61.65%-98.45%) and specificity of 85.94% (95% CI 74.98%-93.36%). The positive predictive value was 60.87% (95% CI 45.23%-74.56%), and the negative predictive value was 96.49% (95% CI 88.23%-99.02%). Binary cross-entropy loss is demonstrated in Figure 3. The AUROC was 90.12% (Figure 4).

Figure 2. Model accuracy of an artificial neural network prognostic model for coronavirus disease (COVID-19) in a UK population. Model accuracy is based on training and test set results per epoch. Accuracy is defined as (TP+TN)/(TP+TN+FP+FN), where TP=true positive, TN=true negative, FP=false positive, and FN=false negative. One epoch represents one full cycle through the training set data. As the model trains for a greater number of epochs, the accuracy (ie, its ability to predict true positives and true negatives relative to all outcomes) increases.

Figure 3. Performance metric of an artificial neural network prognostic model for coronavirus disease (COVID-19) in a UK population. Binary cross-entropy loss for training and tests per epoch. Cross-entropy loss measures the performance of a model that outputs a prediction between 0 and 1. It is a measure of how far the predictions made by the model are from the truth. As loss decreases, the probabilities estimated by the model match the actual target value (in this case, correct mortality predictions) more closely.
Relative Importance of Clinical Attributes

The approximation algorithm for SHAP values could reveal feature importance on a patient-specific basis (Figure 5A). The model dynamically adjusts mortality risk prediction for each patient, and illustrates the predictors it used (and their relative importance) to form the prediction. Overall feature importance for the model was also calculated (Figure 5B). Altered mentation, new dyspnea, and increasing age were the most significant predictors of mortality. Moderate predictors of mortality were collapse, male gender, new cough, and known respiratory pathology.
**Discussion**

**Principal Findings**

In this analysis, we provide details of an ANN capable of predicting patient-specific mortality with high sensitivity and specificity. Furthermore, the model provides information on which features are most salient when predicting risk, delivering explainable predictions on a patient-specific basis to clinicians and potentially allowing more informed discussions with patients and relatives.

Our aim was to provide a patient-specific, point-of-admission mortality risk prediction to help inform clinical management decisions at the earliest opportunity. The contribution of this analysis is in the proof-of-concept ANN trained on data from a single site, which demonstrates the early utility of deep learning approaches in a rapidly evolving pandemic with no established or validated prognostic scoring systems. Intensivists and respiratory physicians can be alerted of a patient with a higher relative risk of deterioration at an earlier stage, and ITU departments can better anticipate bed needs and adjust staffing and capacity appropriately.

Altered mentation, dyspnea, and increasing age were found to be the most salient overall features in predicting mortality. Moderate predictors of mortality included collapse, male gender, new cough, and previous respiratory pathology. These features are broadly in line with the current literature [31].

Of note is smoking history, which appears less important to the model than might be intuitively assumed. Smoking history was encoded as a presence feature, meaning that current smokers were grouped with ex-smokers, and this may provide an explanation as to why smoking history was considered as a more minor feature by the ANN. Indeed, the largest study to investigate factors associated with SARS-CoV-2 deaths to date (n=5683 SARS-CoV-2–linked deaths) demonstrated a lower risk of death in current smokers (hazard ratio 0.88; 0.79-0.99) but a higher risk in ex-smokers (hazard ratio 1.25; 1.18-1.33) [33]. Although this may suggest smokers are underrepresented
in groups with severe disease, a protective mechanism related to nicotine function has been suggested [34].

An advantage of our current model is that all demographic, comorbidity, lifestyle, and symptom data can be collected on first encounter with a physician, and therefore an early outcome prediction can be produced following clerking. Unlike previous work [11,12], the intended use of this prognostic model as a point-of-admission mortality risk predictor is clearly described. Furthermore, the ANN models outcomes in the context of current SARS-CoV-2 practice guidelines and is therefore directly applicable to the current cohort of hospitalized patients with confirmed SARS-CoV-2.

There were several limitations to consider in our analysis. Although the ANN is representative of hospitalized patients with confirmed SARS-CoV-2 and their outcomes within the geographic remit of the study site, these results should be generalized with caution to other populations. Validating the predictive ability of the model would require prospective studies with a larger number of patients across multiple sites in the United Kingdom. In addition, we were unable to account for patients who were admitted for clinically suspected SARS-CoV-2 and subsequently tested positive for the virus, but who may have died due to an unrelated morbidity. However, such patients likely represent a small minority of our cohort. There were 9 patients (2.2% of our data set) who were alive at the end of the study period but had not yet been discharged. They were considered as alive in the analysis. However, these censored patients may be more likely to have a favorable outcome, as we found that the mean length of stay for patients who died was shorter relative to the whole cohort. Mean length of stay for all patients was 9.8 days, and therefore the ANN would be unsuitable for use to predict outcomes for significantly longer durations than this. Lastly, the current model does not include other potentially important predictors of outcomes, including hematological, biochemical, radiological, microbiological, and histological results where appropriate. The ANN architecture is such that adding further input variables (including clinical investigation results) is easily achievable. We plan to extend the ANN in the future with these parameters to maximize its predictive capability.

More complex deep learning models such as recurrent neural networks (RNNs) allow for time-series forecasting and have been successfully used to predict outcomes in real time [17]. Use of RNNs in the future would allow for real-time outcomes predictions throughout an individual admission and could account for factors such as ITU admissions as they occur.

**Conclusions**

Increasingly, hospitals document and store patient data in EHRs, and machine learning techniques are becoming more ubiquitous in health care. In the context of an evolving pandemic with no established prognostic scoring system, deep learning approaches can be used to rapidly develop empirical prognostic models. These models have the inherent advantage of becoming progressively more accurate and representative as data sets increase in size. With larger, more representative data sets and more accurate artificial intelligence models, it may be possible for patient-specific outcome predictions to help guide physicians to tailor management and establish appropriate ceilings of care more generally.
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Abstract

Background: The world is experiencing an unprecedented challenge due to the coronavirus disease (COVID-19) pandemic. However, it is unclear whether people’s lifestyles will change as a result.

Objective: The aim of this study is to explore perceived lifestyle changes after the outbreak of COVID-19 and their association with subjective well-being (SWB) among the general population in Mainland China.

Methods: An online survey was conducted in May 2020. Lifestyle behaviors including leisure-time physical exercise, leisure-time screen time, and dietary intake were self-reported. SWB was measured using the General Wellbeing Schedule (GWS). Other covariates including sociodemographic factors, self-rated physical health, perceived social support, and loneliness were also assessed by a structured questionnaire. A multivariate ordinal regression method was used to analyze the association between SWB and lifestyle behaviors as well as perceived lifestyle changes.

Results: A total of 1033 participants aged between 18 and 60 years were included in this study. The mean GWS score was 71.7 points. About 70% of the respondents reported spending more time looking at screens, whereas about 30% reported an increased frequency of vegetable and fruit intake after the outbreak of COVID-19. Inactive physical exercise (odds ratio [OR] 1.16, 95% CI 1.02-1.48), infrequent vegetable intake (OR 1.45, 95% CI 1.10-1.90), infrequent fruit intake (OR 1.31, 95% CI 1.01-1.70), and often skipping breakfast (OR 1.43, 95% CI 1.08-1.91) were associated with lower SWB after adjusting for sociodemographic factors, self-rated physical health, perceived social support, and loneliness. Moreover, participants who perceived a decrease in the frequency of vegetable, fruit, and breakfast intake were more likely to report lower SWB.

Conclusions: The COVID-19 pandemic may have positive and negative impacts on different aspects of lifestyle behaviors. Both unhealthy lifestyle behaviors and negative lifestyle changes were associated with lower SWB. These findings provide scientific evidence that can inform lifestyle guidelines and public mental health interventions during the COVID-19 outbreak.

KEYWORDS
COVID-19; coronavirus disease; subjective well-being; lifestyle behaviors
Introduction

The ongoing coronavirus disease (COVID-19) outbreak has led to an unprecedented public health crisis worldwide [1]. COVID-19, similar to severe acute respiratory syndrome (SARS), is a beta-coronavirus that can be spread to humans through intermediate hosts such as bats [2]. The COVID-19 outbreak was first revealed in late December 2019 in Wuhan, Hubei Province, China. On January 30, 2020, the World Health Organization (WHO) declared the COVID-19 outbreak a public health emergency of international concern [3]. In the following months, COVID-19 spread rapidly in China and worldwide.

At the same time, the global population is experiencing life-altering challenges due to the COVID-19 pandemic [4]. Given the lack of effective treatment for COVID-19, nonpharmacological interventions (NPIs) are required to decrease its transmission [5]. In essence, NPIs are intended to modify disease-related lifestyle behaviors such that these should no longer contribute to the spread of the disease. However, lifestyle choices or behavioral change may lead to unforeseen detrimental or protective consequences for mental health outcomes [6-10]. For example, some NPIs, such as personal restrictions, mass confinement, and compulsory home isolation, may be associated with worse psychological conditions [8], whereas some NPIs, such as good ventilation in the workplace and wearing a face mask, were found to be protective of mental health during the COVID-19 pandemic [9,10]. Furthermore, evidence from recent studies suggests that current pandemic-related coping strategies may have an adverse impact on mental health, such as decreased well-being and increased posttraumatic stress disorders (PTSD), depression and anxiety symptoms, insomnia, and anger [11-13]. In addition, fear of the disease and social isolation may lead to stress reactions that could develop into other psychological disorders [14].

Unhealthy lifestyle habits such as poor diet, lack of physical activity, smoking, and alcohol use are not only major contributors to the global burden of disease [15], but are also positively associated with worse mental health outcomes [16]. Recently, lifestyle guidelines have emphasized maintaining a healthy nutritional status and engaging in physical exercise at home during the COVID-19 outbreak [17,18]. Many other studies have suggested that the focus should be on addressing the mental health aspect when implementing public disease control and prevention interventions [19,20]. However, observational studies on the characteristics of behavior patterns such as dietary intake, physical exercise, and screen time among the general population after the outbreak of COVID-19 are lacking [21]. Similarly, data about perceived lifestyle changes among the general population after the outbreak of COVID-19 are also lacking. Moreover, the associations between mental health outcomes and lifestyle behaviors as well as lifestyle changes during the COVID-19 pandemic represent a research gap.

Therefore, this study aimed to explore the perceived lifestyle changes after the outbreak of COVID-19, and their association with subjective well-being among the general population in Mainland China. It is hoped that, from the public health and preventative care perspectives, this study can provide valuable information to inform public health policies or interventions aimed at maintaining good mental health and a healthy lifestyle during the COVID-19 pandemic.

Methods

Overview

This study was conducted from May 10 to May 15, 2020, through an online survey using an internet platform [22]. This platform has more than 2.6 million members distributed across more than 30 provinces in China, of which 52.00% are female, 29.34% are aged 26 to 30 years, and 39.20% are general staff. All participants signed an online informed consent form before filling out this questionnaire. The target population comprised all Chinese people in Mainland China aged between 18 and 60 years. A computer-assisted simple random sampling method was used to select eligible participants from this internet platform. Adolescents were not interviewed because it would be difficult to obtain parental consent over the internet, and older adults (≥60 years old) were not investigated as recall bias may be strong in this group. Participants were also excluded if they refused to participate in this survey, did not reply, or could not complete the online survey independently.

Data Collection

Sociodemographic Information

A self-administrated structured questionnaire was used to collect the participants’ sociodemographic information including age, gender (male or female), residential location (urban or rural area), marital status (married or unmarried), education (high school and below, college or university degree, master’s degree and above) and personal monthly income. The unmarried group included those who were divorced, single, and widowed.

Lifestyle Behaviors Assessment

Lifestyle behaviors in the 4 months immediately before and the 4 months immediately after the COVID-19 outbreak were assessed. In addition, the perceived lifestyle changes after the COVID-19 outbreak were assessed in relation to lifestyle behaviors in the 4 months before the COVID-19 outbreak. The specific lifestyle behaviors that were assessed included the following: leisure-time physical exercise, leisure-time screen time, and dietary intake. To measure leisure-time physical exercise, four items from the long version of the International Physical Activity Questionnaire (IPAQ), a valid and reliable questionnaire assessing physical activity [23], were used. Of the four items, two assess the frequency of moderate or vigorous physical exercise (such as running and dancing) per week and the other two items assess the duration of physical exercise every time. Participants were defined as active if they reported a total moderate-vigorous physical exercise time of more than 150 minutes/week [24]. The Cronbach α of these items in this study was 0.685. Leisure-time screen time was viewed as a major indicator of sedentary behavior, and was calculated by summing up the screen time related to watching TV/videos, internet use (such as news and Douban) through a smartphone or the internet, playing computer or smartphone games, studying online, and social platform use (such as QQ and Wechat).
Leisure-time screen time was further classified as short (<2 hours/day) and long (≥2 hours/day). Three items from the simplified food frequency questionnaire (FFQ-25) [25] were used to assess the weekly frequency of consuming vegetables (including light- and deep-colored vegetables) and fruits (such as apples and pears). Thus, participants were dichotomized as frequently (≥5 times/week) and infrequently (<5 times/week) consuming fruits and vegetables. The Cronbach α of these items in this study was 0.725. The question “How many days do you skip breakfast weekly after the outbreak of COVID-19?” was used to assess the frequency of skipping breakfast and this dichotomized participants as seldom (<3 days/week) and often (≥3 days/week). Perceived lifestyle changes compared to lifestyle behaviors before the outbreak of COVID-19 were classified into three categories as follows: increased or much increased, same as before, and decreased or much decreased.

### Covariates

Other covariates assessed were self-rated physical health, perceived social support (PSS), and loneliness during the COVID-19 epidemic. Self-rated physical health was assessed using a 5-item Likert scale. For example, one of the questions asked, “How do you feel about your physical condition?” Participants rated their physical condition as good, fair, or poor. PSS was measured using the Chinese version of the Perceived Social Support Scale (PSSS). The PSSS was developed by Zimet in 1988 [26] and was used to measure PSS from three sources: family, friends, and significant others. This scale contain 12 items, scored on a 7-point rating scale from 1 (very strongly disagree) to 7 (very strongly agree). The total score ranges from 12 to 84, and PSS is divided into low (a score from 12 to 36), intermediate (a score from 37 to 60), and high (a score from 61 to 84). The Cronbach α of this scale in this study was 0.881. Loneliness was measured using the short from of the University of California, Los Angeles (UCLA) Loneliness Scale (ULS-8) [27], which was adapted by Hays and DiMatteo in 1987 on the basis of UCLA-20 [28]. This scale contains 8 items and the total score ranges from 8 to 32, with higher scores indicating higher levels of loneliness. The loneliness of participants was classified into three levels (low, intermediate, and high) according to the tertile of total score of ULS-8. The Cronbach α of this scale in this study was 0.818.

### Subjective Well-Being Assessment

Subjective well-being (SWB), a main indicator of mental health, is a broad category of phenomena that includes people’s emotional response, domain satisfaction, and global judgments of life satisfaction [29]. SWB was measured using the Chinese adapted version of the General Wellbeing Schedule (GWS) [30], which was first developed by the US National Center for Health Statistics in 1977. It contains the following 6 dimensions: satisfaction and interest in life; health concerns; energy; depression or pleasant mood; control of emotions and behavior; and relaxation and tension. The total scores for this instrument are yielded by summing up the items’ scores, with higher scores indicating higher levels of SWB. The SWB of participants was classified into three levels (high, intermediate, and low) according to the tertile of total scores on the GWS. The GWS has high reliability and validity in the Chinese population, with a Cronbach of 0.91 and 0.95 for men and women, respectively [30]. The Cronbach α of this scale in this study was 0.812.

### Statistical Analysis

Categorical variables were summarized as counts and percentages, while continuous variables were summarized as mean and standard deviation. The statistical difference in the distribution of the GWS scores across different sociodemographic characteristics and lifestyle behaviors was assessed using the Student t test or the one-way analysis of variance (ANOVA). The statistical difference in the distribution of perceived lifestyle changes across different groups was assessed using the chi-square test. Multivariate ordinal regression models were used to explore the association between SWB (1=low; 2=intermediate; 3=high) and lifestyle behaviors as well as perceived lifestyle changes. The strength of association was reported as odds ratio (OR) and 95% CI. An unadjusted relationship between SWB and each lifestyle behavior as well as its change was examined in Model 1 (crude model), whereas an adjusted relationship between SWB and each lifestyle behavior as well as its change was examined in Model 2, adjusted for the variables age, gender, education, marital status, residential location, and personal monthly income. Finally, a relationship between SWB and each lifestyle behavior as well as its change was examined in Model 3, which adjusted for covariates including self-rated physical health, perceived social support, loneliness, and all the covariates entered in Model 2. The statistical analyses were conducted in SPSS (Version 22.0; IBM Corp). All statistical tests were two-tailed and a P<.05 was considered statistically significant.

### Results

A total of 1600 registrants were invited to take part in this online survey and a total of 1081 subjects consented to take part in the study, providing a response rate of 67.6%. The main reasons for nonresponse were declining to participate and no reply. After excluding 48 participants due to an incomplete questionnaire or missing data, a total of 1033 participants were included in this study. Among them, 637 participants were aged between 18 and 30 years (61.7%) and 498 were female (48.2%). Further, a very small proportion of the participants (n=95, 9.2%) had attended high school and lower levels of education. In addition, 730 subjects (70.7%) were living in urban areas, 846 participants (81.9%) considered their physical health status as good, and 675 participants (65.3%) felt that they had been receiving high social support. Regarding lifestyle, 58.8% (n=607) of the participants had leisure-time physical exercise of more than 150 min/week, about 86.8% (n=897) had screen time of 2 hours/day or more, and 67.9% (n=701) ate vegetables 5 times/week or more, whereas 41.8% (n=432) of the subjects ate fruits 5 times/week or more. Characteristics of participants are summarized in Table 1.

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td></td>
</tr>
<tr>
<td>Gender</td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
</tr>
<tr>
<td>Physical health status</td>
<td></td>
</tr>
<tr>
<td>Screen time</td>
<td></td>
</tr>
<tr>
<td>Vegetable intake</td>
<td></td>
</tr>
<tr>
<td>Fruit intake</td>
<td></td>
</tr>
</tbody>
</table>

The mean GWS score in this sample was 71.7 points (SD 12.5). In addition, the distribution of GWS scores was not significantly different across the categories of gender, education, and leisure-time screen time (P>.05). Table 1 shows the details.
Table 1. Distribution of sample characteristics and General Wellbeing Schedule scores.

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>Participants, n (%)</th>
<th>General Wellbeing Schedule score, mean (SD)</th>
<th>( P ) value(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18-30</td>
<td>637 (61.7)</td>
<td>70.9 (12.1)</td>
<td>.03</td>
</tr>
<tr>
<td>31-40</td>
<td>281 (27.2)</td>
<td>72.3 (12.6)</td>
<td>N/A(^b)</td>
</tr>
<tr>
<td>≥41</td>
<td>115 (11.1)</td>
<td>74.1 (14.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>535 (51.8)</td>
<td>71.8 (12.2)</td>
<td>.68</td>
</tr>
<tr>
<td>Female</td>
<td>498 (48.2)</td>
<td>71.5 (12.9)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Residential location</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Urban</td>
<td>730 (70.7)</td>
<td>72.6 (12.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rural</td>
<td>303 (29.3)</td>
<td>69.5 (12.4)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Education</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school and below</td>
<td>95 (9.2)</td>
<td>69.5 (12.2)</td>
<td>.06</td>
</tr>
<tr>
<td>College or university degree</td>
<td>858 (83.1)</td>
<td>71.7 (12.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Master’s degree and above</td>
<td>80 (7.7)</td>
<td>74.1 (12.5)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Marital status</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married</td>
<td>485 (47.0)</td>
<td>73.2 (12.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Unmarried</td>
<td>548 (53.0)</td>
<td>69.9 (12.5)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Personal monthly income (¥)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt;3000</td>
<td>283 (27.4)</td>
<td>69.2 (12.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>3000-7999</td>
<td>471 (45.6)</td>
<td>71.2 (12.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>≥8000</td>
<td>279 (27.0)</td>
<td>74.9 (12.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Self-rated physical health</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Good</td>
<td>846 (81.9)</td>
<td>73.6 (11.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Fair</td>
<td>177 (17.1)</td>
<td>63.4 (12.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Poor</td>
<td>10 (1.0)</td>
<td>54.7 (11.6)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Perceived social support</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>675 (65.3)</td>
<td>75.7 (12.5)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intermediate</td>
<td>340 (32.9)</td>
<td>64.8 (11.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Low</td>
<td>18 (1.8)</td>
<td>52.3 (16.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Loneliness</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>340 (32.9)</td>
<td>81.0 (9.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Intermediate</td>
<td>387 (37.5)</td>
<td>71.1 (10.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Low</td>
<td>306 (29.6)</td>
<td>62.0 (10.7)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Leisure-time physical exercise</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>607 (58.8)</td>
<td>72.9 (12.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Inactive</td>
<td>426 (41.2)</td>
<td>69.9 (12.6)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Leisure-time screen time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short</td>
<td>136 (13.2)</td>
<td>72.1 (14.0)</td>
<td>.64</td>
</tr>
<tr>
<td>Long</td>
<td>897 (86.8)</td>
<td>71.6 (12.3)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Frequency of vegetable intake</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Infrequently</td>
<td>332 (32.1)</td>
<td>69.2 (12.1)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

\(^a\)Correlation analysis using multivariable logistic regression analysis.
Furthermore, about 17.0% of the respondents stated that they spent more time doing physical exercise, and about 2/3 of the respondents reported that they spent more time looking at screens. Additionally, a small proportion of participants decreased the frequency of their intake of vegetables, fruits, and breakfast. In addition, changes in the frequency of fruit and breakfast intake were associated with participants’ residential locations. There were no statistical differences in perceived lifestyle changes associated with gender. These results are shown in Table 2.

Table 2. Perceived lifestyle changes by gender and place of residence.

<table>
<thead>
<tr>
<th>Lifestyle habits</th>
<th>Overall, %</th>
<th>Gender</th>
<th>Place of residence</th>
<th>Gender</th>
<th>Place of residence</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Male, %</td>
<td>Female, %</td>
<td>P value&lt;sup&gt;a&lt;/sup&gt;</td>
<td>Urban, %</td>
<td>Rural, %</td>
</tr>
<tr>
<td>Time spent exercising</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased or much increased</td>
<td>17.8</td>
<td>18.5</td>
<td>17.1</td>
<td>.12</td>
<td>18.6</td>
</tr>
<tr>
<td>Same as before</td>
<td>63.3</td>
<td>65.1</td>
<td>61.4</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>62.5</td>
</tr>
<tr>
<td>Decreased or much decreased</td>
<td>18.9</td>
<td>16.4</td>
<td>21.5</td>
<td>N/A</td>
<td>18.9</td>
</tr>
<tr>
<td>Time spent looking at screens</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased or much increased</td>
<td>68.3</td>
<td>65.2</td>
<td>71.5</td>
<td>.09</td>
<td>70.0</td>
</tr>
<tr>
<td>Same as before</td>
<td>23.9</td>
<td>25.8</td>
<td>21.9</td>
<td>N/A</td>
<td>23.0</td>
</tr>
<tr>
<td>Decreased or much decreased</td>
<td>7.8</td>
<td>9.0</td>
<td>6.6</td>
<td>N/A</td>
<td>7.0</td>
</tr>
<tr>
<td>Frequency of vegetable intake</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased or much increased</td>
<td>28.8</td>
<td>28.4</td>
<td>29.1</td>
<td>.32</td>
<td>29.2</td>
</tr>
<tr>
<td>Same as before</td>
<td>55.8</td>
<td>54.6</td>
<td>57.2</td>
<td>N/A</td>
<td>55.5</td>
</tr>
<tr>
<td>Decreased or much decreased</td>
<td>15.4</td>
<td>17.0</td>
<td>13.7</td>
<td>N/A</td>
<td>15.3</td>
</tr>
<tr>
<td>Frequency of fruit intake</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased or much increased</td>
<td>35.3</td>
<td>36.7</td>
<td>33.9</td>
<td>.21</td>
<td>37.1</td>
</tr>
<tr>
<td>Same as before</td>
<td>46.0</td>
<td>46.7</td>
<td>45.2</td>
<td>N/A</td>
<td>46.7</td>
</tr>
<tr>
<td>Decreased or much decreased</td>
<td>18.7</td>
<td>16.6</td>
<td>20.9</td>
<td>N/A</td>
<td>16.2</td>
</tr>
<tr>
<td>Frequency of skipping breakfast</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Increased or much increased</td>
<td>23.1</td>
<td>20.2</td>
<td>26.1</td>
<td>.06</td>
<td>23.4</td>
</tr>
<tr>
<td>Same as before</td>
<td>56.9</td>
<td>58.1</td>
<td>55.6</td>
<td>N/A</td>
<td>58.8</td>
</tr>
<tr>
<td>Decreased or much decreased</td>
<td>20.0</td>
<td>21.7</td>
<td>18.3</td>
<td>N/A</td>
<td>17.8</td>
</tr>
</tbody>
</table>

<sup>a</sup>P value was obtained by chi-square test.
<sup>b</sup>N/A: not applicable.

The association between lifestyle behaviors during the COVID-19 pandemic and subjective well-being among the general population in Mainland China is summarized in Table 3. The multivariate ordinal regression model showed that participants with inadequate leisure-time physical exercise (OR 1.16, 95% CI 1.02-1.48), infrequent vegetable intake (OR 1.45, 95% CI 1.10-1.90), infrequent fruit intake (OR 1.31, 95% CI 1.01-1.70), as well as those who often skipped breakfast (OR 1.43, 95% CI 1.08-1.91) were associated with a higher risk of lower subjective well-being after adjusting for age, gender,
education, marital status, residential location, personal monthly income, self-rated physical health, perceived social support, and loneliness.

The association between perceived lifestyle changes, before and after the outbreak of COVID-19, and subjective well-being is summarized in Table 4. An ordinal regression model indicated that participants with decreased frequency of vegetable and fruit intake, and increased frequency of skipping breakfast were more likely to report lower subjective well-being after adjusting for sociodemographic factors and other covariates.

Table 3. The association between lifestyle behaviors and subjective well-being.

<table>
<thead>
<tr>
<th>Lifestyle behaviors</th>
<th>Model 1, OR(^a) (95% CI)</th>
<th>Model 2(^b), OR (95% CI)</th>
<th>Model 3(^c), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Leisure-time physical exercise</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Active</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Inactive</td>
<td>1.51 (1.20-1.89)</td>
<td>1.42 (1.12-1.79)</td>
<td>1.16 (1.02-1.48)</td>
</tr>
<tr>
<td><strong>Leisure-time screen time</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Short</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Long</td>
<td>1.12 (0.81-1.57)</td>
<td>1.09 (0.78-1.53)</td>
<td>1.37 (0.94-1.99)</td>
</tr>
<tr>
<td><strong>Frequency of vegetable intake</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequently</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Infrequently</td>
<td>1.82 (1.41-2.30)</td>
<td>1.81 (1.41-2.31)</td>
<td>1.45 (1.10-1.90)</td>
</tr>
<tr>
<td><strong>Frequency of fruit intake</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequently</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Infrequently</td>
<td>1.88 (1.49-2.37)</td>
<td>1.70 (1.34-2.14)</td>
<td>1.31 (1.01-1.70)</td>
</tr>
<tr>
<td><strong>Frequency of skipping breakfast</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Seldom</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Often</td>
<td>2.28 (1.78-2.92)</td>
<td>2.12 (1.64-2.73)</td>
<td>1.43 (1.08-1.91)</td>
</tr>
</tbody>
</table>

\(a\)OR: odds ratio.
\(b\)Adjusted for age, gender, marital status, residential location, education, and personal monthly income.
\(c\)Adjusted for covariates in Model 2 and plus self-rated physical health, perceived social support, and loneliness.

Table 4. The association between perceived lifestyle changes and subjective well-being.

<table>
<thead>
<tr>
<th>Perceived lifestyle changes</th>
<th>Model 1, OR(^a) (95% CI)</th>
<th>Model 2(^b), OR (95% CI)</th>
<th>Model 3(^c), OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Decreased time spent exercising</td>
<td>1.15 (0.85-1.54)</td>
<td>1.14 (0.86-1.56)</td>
<td>1.11 (0.80-1.54)</td>
</tr>
<tr>
<td>Increased time spent looking at screens</td>
<td>1.33 (1.05-1.69)</td>
<td>1.32 (0.98-1.60)</td>
<td>1.03 (0.80-1.34)</td>
</tr>
<tr>
<td>Decreased frequency of vegetable intake</td>
<td>1.84 (1.34-2.53)</td>
<td>1.78 (1.30-2.44)</td>
<td>1.73 (1.21-2.46)</td>
</tr>
<tr>
<td>Decreased frequency of fruit intake</td>
<td>1.56 (1.16-2.08)</td>
<td>1.48 (1.10-1.98)</td>
<td>1.41 (1.02-1.96)</td>
</tr>
<tr>
<td>Increased frequency of skipping breakfast</td>
<td>2.05 (1.45-2.88)</td>
<td>1.83 (1.29-2.59)</td>
<td>1.49 (1.01-2.18)</td>
</tr>
</tbody>
</table>

\(a\)OR: odds ratio.
\(b\)Adjusted for age, gender, marital status, residential location, education, and personal monthly income.
\(c\)Adjusted for covariates in Model 2 and plus self-rated physical health, perceived social support, and loneliness.

**Discussion**

Previous studies have predominantly focused on the psychological impact of the COVID-19 epidemic, rather than lifestyle issues. For the first time, some perceived lifestyle changes after the outbreak of COVID-19 have been assessed, and the impact of such changes on mental health was also explored among the general population in Mainland China. Noticeably, NPIs have modified some lifestyle behaviors positively and others negatively. Both unhealthy lifestyle behaviors and negative lifestyle changes were associated with lower SWB. Although about half of the participants reported no lifestyle changes, the percentages of reported favorable lifestyle changes were larger than the percentages of reported unfavorable lifestyle changes, especially in relation to the frequency of vegetable and fruit intake. However, the situation was the opposite when considering leisure-time physical exercise and screen time. Thus, it is possible that the sudden occurrence of COVID-19 made people reconsider their healthy lifestyle habits. In addition, the social or home isolation policy made people avoid public places and increase their indoor time, which may have increased their use of electronic media at home.
Cognitive behavior therapy enables activity scheduling during home isolation and improves mental health [31].

Accordingly, unhealthy lifestyle behaviors were recorded among the Chinese population after the outbreak of COVID-19. For example, about 40% of the participants had inactive leisure-time physical exercise and about 90% had longer screen time. In addition, vegetable and fruit intake was less than 5 times/week for about 30% and 60% of the participants, respectively. However, it is not known whether such lifestyle patterns would persist during the COVID-19 pandemic or after the COVID-19 pandemic. Therefore, further studies to assess the lasting effects of the COVID-19 pandemic on lifestyle behaviors are warranted.

The findings of this study have added to the existing evidence that physical exercise is associated with mental well-being [32,33]. For example, a larger cross-sectional study indicated that sports and vigorous recreational activities were positively associated with emotional well-being even after adjusting for sex, social class, and health status [34]. In addition, active physical exercises were associated with reduced risk of mental health conditions such as depression and anxiety [35]. Similarly, during the SARS epidemic, increased exercise time was associated with decreased perceived stress and incidence of PTSD in the general population of Hong Kong [36]. However, increased exercise time did not significantly predict subjective well-being. A possible explanation could be that SWB may be associated with the intensity of physical exercise. Many studies demonstrated that vigorous physical exercises were positively associated with SWB, while moderate physical exercises were either not associated or negatively associated with SWB [37,38]. Another reason is that the environment for physical exercise may have a great impact on mental well-being [39]. Therefore, further studies about intensity of physical exercises under different environments are needed to fully elucidate the effects on wellbeing.

The finding that a higher frequency of vegetable and fruit intake was positively associated with subjective well-being is consistent with previous studies [40-42]. There is an urgent need to disseminate this health information to the public during the COVID-19 pandemic via the internet and health collaborators [43,44]. For example, Stranges et al [45] reported that the odds for low mental well-being were increased in those with decreasing fruit and vegetable intake. Furthermore, a systematic review of 61 studies indicated that higher total intake of fruits and vegetables may promote higher levels of optimism and reduce psychological distress, thereby having a positive influence on mental health [42]. Even though the total quantities of vegetable and fruit intake were not obtained in this study, we assumed that a higher frequency of intake may lead to higher total volume intake; thus, the former and the latter may have the same influence. Nevertheless, further studies are warranted to understand the association between mental health and quantities of vegetables and fruits consumed. The finding about the relationship between eating habits, like skipping breakfast, and well-being added to the existing evidence that skipping breakfast is associated with poorer physical and mental health outcomes [41,46,47]. For instance, breakfast skippers had significantly worse health-related quality of life both physically and mentally in a Taiwanese national representative sample [48]. In addition, a large cohort study indicated that an eating pattern characterized by skipping or delaying breakfast was associated with mood disorders among Australian adults [49]. However, the relationship between mental health and the manner in which breakfast is eaten needs further investigation.

In summary, this original preliminary study examined some positive and negative lifestyle changes due to the influence of the COVID-19 pandemic. It has revealed the pressing need to provide individuals, communities, and health agencies with information to help maintain healthy lifestyles to some degree while in isolation. Moreover, this study has contributed to the scant literature on the association between lifestyle behaviors and mental health during the COVID-19 pandemic. However, this study has several limitations. First, this study had a cross-sectional design and was conducted during the COVID-19 pandemic. Thus, causality relationships could not be inferred, and it is not clear whether the association between subjective well-being and lifestyle behaviors as well as their changes will last medium- and long-term. Second, precise information about lifestyle behaviors was difficult to collect before the start of the COVID-19 pandemic. Therefore, only perceived lifestyle changes were measured. Moreover, lifestyle behaviors and perceived changes were self-reported, thus these measurements may be susceptible to recall bias. Third, this study population had a high proportion of participants aged 18 to 40 years (approximately 90%) and a high proportion of participants had a higher education level. Whether the observed changes and associations are present in a more representative study population requires further exploration. Therefore, longitudinal studies with representative samples should be conducted during the COVID-19 pandemic to better understand the lasting effects of this pandemic on lifestyle behaviors and their changes.
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Features and Functionalities of Smartphone Apps Related to COVID-19: Systematic Search in App Stores and Content Analysis

Abstract

Background: Knowledge of the quantity and quality of apps related to coronavirus disease (COVID-19) is lacking. In addition, no directory has been established listing all the apps developed to address the COVID-19 pandemic.

Objective: The aim of this study was to identify smartphone apps designed to address the COVID-19 pandemic and to analyze their characteristics.

Methods: We performed an observational, cross-sectional, descriptive study of all smartphone apps associated with COVID-19. Between April 27 and May 2, 2020, we searched the App Store (iOS) and Google Play Store (Android) for COVID-19 apps. The search terms used were coronavirus, COVID-19, and SARS-COV-2. The apps were downloaded and evaluated. The variables analyzed were name, platform, country, language, category, cost, update date, size, version, number of downloads, developer, and purpose. Purpose was further classified into the following categories: news, general information, self-diagnosis, contact tracing, notices to contacts, notification of close cases, awareness, helplines, monitoring of clinical parameters, recording of symptoms and treatment, and messaging with health care professionals.

Results: We identified 114 apps on the investigated platforms. Of these, 62/114 (54.4%) were on Android and 52/114 (45.6%) were on iOS. Of the 114 apps, 37 (32.5%) were developed in Europe, 32 (28.1%) in Asia, and 30 (26.3%) in North America. The most frequent languages were English (65/114, 57.0%), Spanish (34/114, 29.8%), and Chinese (14/114, 12.3%). The most common categories were health and well-being/fitness apps (41/114, 41.2%) and medicine apps (43/114, 37.7%). Of the 114 apps, 113 (99.1%) were free. The mean time between the date of the analysis and the date of the last update was 11.1 days (SD 11.0).

Overall, 95 of the 114 apps (83.3%) were intended for the general population, 99 apps (86.2%) were intended for health professionals, and 3 apps (2.6%) were intended for both. Regarding the type of developer, 64/114 apps (56.1%) were developed by governments; 42/114 (36.8%) were developed by national governments, and 23/114 (35.9%) were developed by regional governments. The apps with the highest number of downloads (100,000+) were developed by governments (P=.13), except for the World Health Organization app (500,000+). The purposes of the apps available in Western languages (107/114, 93.9%) were determined; the most common purposes were general information about COVID-19 (66, 64.0%), COVID-19 news (53, 51.0%), recording of symptoms (53, 51.0%), and contact tracing (51, 47.7%). More than one purpose was identified for 99/107 apps (92.5%).

Conclusions: This paper offers a comprehensive and unique review of all available COVID-19 apps. Governments have adopted these tools during the pandemic, and more than half of the apps were developed by government agencies. The most common purposes of the apps are providing information on the numbers of infected, recovered, and deceased patients, recording of symptoms, and contact tracing.

(J Med Internet Res 2020;22(8):e20334) doi:10.2196/20334
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Introduction

The novel coronavirus SARS-CoV-2, which causes coronavirus disease (COVID-19), has created a health care crisis that is unprecedented in our recent history. Since the first case was detected in late 2019 [1], more than 4 million infections and more than 300,000 deaths have been confirmed worldwide [2]. These data, together with the high capacity for progression of COVID-19 and the lack of knowledge about its behavior patterns, highlight the urgent need to find a solution to this health emergency [2].

Governments, companies, and several public and private institutions worldwide are combining their efforts to find an effective solution to reduce the risk of spreading COVID-19 [3]. In this scenario, digital technologies constitute essential tools for improving the health of populations as well as basic services provided to them [4,5]. The World Health Organization (WHO) recently published 10 recommendations for improving population health and essential services through digital technologies [6].

It is currently estimated that more than 5 billion people use mobile phones [7]; moreover, according to the “State of Mobile 2019” report published in 2018 [8], 194 billion apps have been downloaded worldwide. Apps are therefore easily accessed and implemented by the vast majority of the world’s population [9]. Apps have various beneficial functions related to the COVID-19 pandemic, from remote follow-up by health care professionals to monitoring the number of infections. One method of monitoring the number of infections is contact tracing [10-13]. According to Yasaka et al [14], smartphone-based contact tracing presents a novel solution that preserves privacy and has the potential to suppress an epidemic or pandemic. Another scenario in which apps may be useful is self-diagnosis, in which an app can process a patient’s information and provide an approximate diagnosis [4]. Taking these data into account, apps can be useful and effective tools for managing the COVID-19 pandemic.

The success of an app depends on the context in which it is used and the appropriateness of its design. However, the current lack of knowledge about the quantity and quality of apps related to COVID-19 is compounded by the lack of directories listing the apps that have been developed to address the pandemic.

The objective of this study was to identify smartphone apps designed to address the COVID-19 pandemic and to analyze their characteristics.

Methods

We performed an observational, cross-sectional, descriptive study of all smartphone apps associated with COVID-19 available on the iOS and Android platforms.

The methodology used for the selection of the apps was based on the Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) system. Between April 27 and May 2, 2020, we searched the App Store (iOS) and the Google Play Store (Android) for all COVID-19–related apps. The search terms were coronavirus, COVID-19, and SARS-COV-2, and no language restrictions were applied. After identification, the information available on each platform was analyzed, and all apps were downloaded and evaluated. The apps included in the App Store were downloaded onto an iPhone 8 (iOS version 12.3.2), and the apps found in the Google Play Store were downloaded onto a Xiaomi Mi A1 (Android version 9.0).

The variables analyzed were the app name, platform (Android or iOS), country of origin, language, category, cost, date of last update, size, version, number of downloads, developer, and purpose. Purpose was further classified into the following categories: news, general information, self-diagnosis, contact tracing, alerts to contacts, notification of closed cases, awareness, helplines, monitoring of clinical parameters (temperature, blood pressure, heart rate, respiratory frequency, oxygen saturation), symptom log, treatment log, and messaging with health care professionals. “Contact tracing” was defined as the ability of the app to identify the locations of COVID-19 cases and thus to control the spread of the virus.

The app was evaluated by two independent researchers with experience in app analysis, design, and development (RC and VE). Continuous variables were compared using the t test when the distribution was normal or the Mann-Whitney test when it was not. Categorical variables were compared using an uncorrected chi-square test or Fisher exact test. The Cohen κ test was performed to guarantee the reliability of the data analyzed by the two independent researchers. Data were analyzed using Stata version IC-14 (descriptive statistics). A P value <.05 was considered statistically significant.

Results

App Characteristics

We identified 114 apps: 62/114 (54.4%) were on Android and 52/114 (45.6%) were on iOS. 50/114 apps (43.9%) were available on both platforms. Supplementary Table 1 (Multimedia Appendix 1) shows the names of the apps classified according to the country in which they were developed. Of the 114 apps, 37 (32.5%) were developed in Europe, 32 (28.1%) in Asia, 30 (26.3%) in North America, 12 (10.5%) in Central America–South America, and 3 (2.6%) in Africa. The most common languages were English (65/114 apps, 57.0%), Spanish (34 apps, 29.8%), and Chinese (14 apps, 12.3%). The average number of languages per app was 1.9 (range 1-12). Seven of the 114 analyzed apps (6.1%) were only available in Asian languages.

The most frequent categories of the 114 apps were health and well-being/fitness (47 apps, 41.2%), medicine (43 apps, 37.7%), utilities (5 apps, 4.4%), education (3 apps, 2.6%), and lifestyle (3 apps, 2.6%). A full list of the categories is shown in Table 1. Regarding cost, 113/114 apps (99.1%) were free. At least one version update was found for 96/114 apps (86.8%). Among the 96 apps that updated, 90 (93.8%) were updated in April and 6 (6.3%) were updated in March. The average time between the date of analysis and the date of the last update was 11.1 days (SD 11.0). The average size of the apps was 27.3 MB (SD 28.9). Regarding content classification, 85 of the 114 apps (74.6%)...
were intended for all age groups, 12 (10.5%) for people older than 17 years, and 9 (7.9%) for people older than 12 years; 8 (7.0%) did not specify an age group. The target populations of the 114 apps were the general population (95 apps, 88.8%), health professionals (9 apps, 7.8%), and both (3 apps, 2.8%).

Regarding the type of developer, 64/114 apps (56.1%) were developed by governments. Of these, 42/114 (64.1%) were national governments, and 22 (35.9%) were regional. A full list of developers is shown in Table 2.

### Table 1. Categories of the apps (N=114).

<table>
<thead>
<tr>
<th>Category</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health and well-being/fitness</td>
<td>47 (41.2)</td>
</tr>
<tr>
<td>Medicine</td>
<td>43 (37.7)</td>
</tr>
<tr>
<td>Utilities</td>
<td>5 (4.4)</td>
</tr>
<tr>
<td>Education</td>
<td>3 (2.6)</td>
</tr>
<tr>
<td>Lifestyle</td>
<td>3 (2.6)</td>
</tr>
<tr>
<td>Communication</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Reference</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>News</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Productivity</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>Parental control</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Electronic health administration and medicine</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Business</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Economy and business</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Travel and guides</td>
<td>1 (0.9)</td>
</tr>
</tbody>
</table>

### Table 2. Developers of the apps (N=114).

<table>
<thead>
<tr>
<th>Developer</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Government</td>
<td>64 (56.1)</td>
</tr>
<tr>
<td>Health-related technology company</td>
<td>19 (16.7)</td>
</tr>
<tr>
<td>Nonhealth-related technology company</td>
<td>11 (9.6)</td>
</tr>
<tr>
<td>Hospital</td>
<td>7 (6.1)</td>
</tr>
<tr>
<td>University</td>
<td>4 (3.5)</td>
</tr>
<tr>
<td>Independent health professionals</td>
<td>3 (2.6)</td>
</tr>
<tr>
<td>Not specified</td>
<td>2 (1.8)</td>
</tr>
<tr>
<td>World Health Organization</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>University or hospital</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Voluntary humanitarian institution or public interest</td>
<td>1 (0.9)</td>
</tr>
<tr>
<td>Foundation</td>
<td>1 (0.9)</td>
</tr>
</tbody>
</table>

The numbers of downloads of the apps were determined where available (this information is provided on the Google Play store, but not the App Store). The median number of downloads of the apps was 5000 (range 1 to 50,000,000+). The apps with the most downloads (100,000+ or more) were developed by governments ($P_=.13$), except for the WHO app (500,000+). The app with the highest number of downloads (50,000,000+) was developed by the Indian government, followed by apps developed by the Polish and Colombian governments (1,000,000+). Supplementary Table 2 (Multimedia Appendix 1) shows the apps developed by various governments and the number of times they were downloaded.

Regarding purpose, we did not find a statistically significant relationship between the number of purposes and the number of downloads ($P_=.06$). Analysis of the purpose of the 107 apps available in Western languages revealed that 99 apps (92.5%) had more than 1 purpose. The most frequent purposes were general information about the coronavirus pandemic (66/107 apps, 64%), news (53/107 apps, 51.0%), recording of symptoms (53/107 apps, 51.0%), and contact tracing (51/107 apps, 47.7%). The remaining purposes are shown in Table 3.
Table 3. Purposes of the apps (n=107).

<table>
<thead>
<tr>
<th>Purpose</th>
<th>n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>General information about COVID-19(^a)</td>
<td>66 (64.0)</td>
</tr>
<tr>
<td>News</td>
<td>53 (51.0)</td>
</tr>
<tr>
<td>Recording of symptoms</td>
<td>53 (51.0)</td>
</tr>
<tr>
<td>Contact tracing</td>
<td>51 (47.7)</td>
</tr>
<tr>
<td>Awareness</td>
<td>46 (43.0)</td>
</tr>
<tr>
<td>Helplines</td>
<td>46 (43.0)</td>
</tr>
<tr>
<td>Self-diagnosis</td>
<td>37 (34.6)</td>
</tr>
<tr>
<td>Warning of nearby cases</td>
<td>28 (26.2)</td>
</tr>
<tr>
<td>Contact with health professionals</td>
<td>22 (20.6)</td>
</tr>
<tr>
<td>Monitoring of clinical parameters</td>
<td>13 (12.1)</td>
</tr>
<tr>
<td>Recording treatments</td>
<td>6 (5.6)</td>
</tr>
<tr>
<td>Access control</td>
<td>4 (3.7)</td>
</tr>
<tr>
<td>Mobile contact warning</td>
<td>5 (4.7)</td>
</tr>
</tbody>
</table>

\(^a\)COVID-19: coronavirus disease.

Apps developed for the purposes of contact tracing (19 apps, 18.4%), notifications of close cases (10 apps, 9.7%), access control (3 apps, 2.9%), and notice to contacts of the mobile (2 apps, 1.9%) were more common in Asia (\(P=0.06\)). The purposes of general information (23 apps, 22.3%), news (17 apps, 16.5%), recording of symptoms (16 apps, 15.5%), and contact with health care professionals (8 apps, 7.8%) were more common among the apps developed in Europe. The most frequently observed functionalities of the apps developed in North America were general information (15 apps, 14.6%), and recording of symptoms (14 apps, 13.6%). In Central America–South America, the purposes of the apps were general information (10 apps, 9.3%) and news (10 apps, 9.3%) (\(P=0.06\)). The Cohen \(\kappa\) coefficient was .96, indicating a degree of agreement of 96%.

Discussion

Principal Findings and Comparison With Prior Work

We provide a comprehensive and unique review of all available COVID-19–related apps. This is especially important because due to recently heightened security measures of iOS and Google with respect to COVID-19–related apps that do not come from official sources, there is currently no site where all available apps can be consulted [15]. In the Google Play Store, it is very difficult to find apps related to COVID-19 from countries other than that in which the user resides.

The present study, in which a total of 114 apps are analyzed, underlines the high number of apps designed by governments; this contrasts with other app reviews related to health, in which the leading developer is usually a scientific foundation or hospital [16,17]. Mobile health (mHealth) has evolved in recent years to position itself as a critical tool in patient communication and monitoring. However, the current pandemic has proven to be a turning point for mHealth technologies. Due to the rapid expansion of COVID-19 and its transmission by asymptomatic patients, detecting and isolating positive cases of COVID-19 has become a priority [3]. The ease of use of mobile phones and their accessibility by the majority of the world’s population, added to the need for information from users, avoidance of travel and contact, and identification of cases, has positioned apps as critical tools in the management of the coronavirus pandemic. In this sense, the governments of the most affected countries have opted to implement app-based initiatives that collect user data, helping to increase knowledge about the prevention, detection, and monitoring of COVID-19 [3,5,18]. These apps have been designed in record time, taking into account that the average time to develop an app is estimated to be one year [19].

The purposes of the leading apps developed by governments include general information, news about the pandemic, and monitoring of the areas affected by the virus. The latter type of app can be used to collect specific sociodemographic information and trace contacts. Many apps are based on a GPS system through which users can determine whether they have traveled through places where cases of COVID-19 were previously detected, as well as the date on which the contagion was confirmed [13,14,18]. Contact tracing has been used successfully for other infections, such as tuberculosis and Ebola virus [4]. According to Yasaka et al [14], contact tracing is a viable solution to limit the transmission of disease. Because half of infections occur before the patient develops symptoms, a geolocation system can help users avoid critical areas and possible infection. These apps developed by governments were the most frequently downloaded. We did not find any relationship between the number of apps developed in a country or continent and the severity of the disease in that location. For example, apps have been developed by countries with early COVID-19 outbreaks (eg, Italy or Spain), later outbreaks (eg, Colombia or Argentina), or even countries where infection rates are relatively low (eg, Poland).

Data protection issues are a key problem with this type of app. While apps developed in Western countries collect most data...
anonymously and in aggregate, some apps in Far Eastern countries collect greater amounts of personal data, enabling authorities to take more active measures to control the spread of the disease [11,12,18,20]. iOS and Google are currently working on a joint project to use people’s mobility data to better monitor and predict COVID-19 infections while ensuring that users’ privacy is respected [20].

Unlike Asia, in Europe and North America, the most common purposes of the apps are providing information on the numbers of persons infected, recovered, and deceased, enabling the recording of symptoms, and providing contact with health professionals. The number of apps related to symptom recording and contact with health care providers contrasts with data previously published by our group [16], which showed that only 6% of apps had this function. Recording of symptoms and communication between health care professionals and patients have been shown to improve access to health systems, reduce the use of health care resources, and improve monitoring and control of symptoms [16,19,21]. We also observed a high number of apps for self-diagnosis; the primary objective of these apps is to decongest health centers, thus enabling rapid and safe diagnosis of a larger number of people [14,22]. Digital/virtual triage apps enable the user to be evaluated for possible COVID-19 symptoms [4]. These systems are based on a series of questions related to the most frequent symptoms, such as cough, fever, dyspnea, and muscle pain. They also take into account whether an individual has been in contact with other people affected by COVID-19. Once the information has been processed, the app issues an approximate diagnosis. In the case of a positive result, the app itself shows a series of recommendations.

Medical follow-up apps have been designed in parallel for people who are self-isolating at home. According to Alwashmi et al [4], these apps have the potential to reduce transmission by minimizing physical contact between physician and patient. Through the recording and monitoring of the clinical parameters of COVID-19 (eg, temperature, oxygen saturation, and heart rate), together with virtual contact with health care professionals, the apps will enable people to adapt to the needs created by this situation, thus ensuring that patients receive medical attention.

Our Cohen κ analysis revealed an agreement of 96% between the two independent researchers, highlighting the robustness of our results.

Limitations

Our study is limited by its cross-sectional nature, which means that any information reported here could become outdated as the COVID-19 situation evolves. However, because there is currently no repository of all available COVID-19–related apps, this review ranks as the most current source.

Conclusions

Ease of access by the population and the use of artificial intelligence position apps as tools capable of detecting new foci of COVID-19 transmission, analyzing the rate of spread, monitoring possible symptoms, and approximately diagnosing positive cases at a distance. During the current pandemic, many governments have decided to implement apps to help curb the rapid expansion of COVID-19.
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Abstract

Background: The response to the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) pandemic has created an unprecedented disruption in work conditions. This study describes the mental health and well-being of workers both with and without clinical exposure to patients with coronavirus disease (COVID-19).

Objective: The aim of this study is to measure the prevalence of stress, anxiety, depression, work exhaustion, burnout, and decreased well-being among faculty and staff at a university and academic medical center during the SARS-CoV-2 pandemic and describe work-related and personal factors associated with their mental health and well-being.

Methods: All faculty, staff, and postdoctoral fellows of a university, including its medical school, were invited in April 2020 to complete an online questionnaire measuring stress, anxiety, depression, work exhaustion, burnout, and decreased well-being. We examined associations between these outcomes and factors including work in high-risk clinical settings and family/home stressors.

Results: There were 5550 respondents (overall response rate of 34.3%). Overall, 34% of faculty and 14% of staff (n=915) were providing clinical care, while 61% of faculty and 77% of staff were working from home. Among all workers, anxiety (prevalence ratio 1.37, 95% CI 1.09-1.73), depression (prevalence ratio 1.28, 95% CI 1.03-1.59), and high work exhaustion (prevalence ratio 1.24, 95% CI 1.13-1.36) were independently associated with community or clinical exposure to COVID-19. Poor family-supportive behaviors by supervisors were also associated with these outcomes (prevalence ratio 1.40, 95% CI 1.21-1.62; prevalence ratio 1.69, 95% CI 1.48-1.92; and prevalence ratio 1.54, 95% CI 1.44-1.64, respectively). Age <40 years and a greater number of family/home stressors were also associated with these poorer outcomes. Among the subset of clinicians, caring for patients with COVID-19 and working in high-risk clinical settings were additional risk factors.

Conclusions: Our findings suggest that the pandemic has had negative effects on the mental health and well-being of both clinical and nonclinical employees. Mitigating exposure to COVID-19 and increasing supervisor support are modifiable risk factors that may protect mental health and well-being for all workers.

(J Med Internet Res 2020;22(8):e21366) doi:10.2196/21366
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Introduction

The severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) pandemic has created unprecedented disruption in social interactions and working conditions. Recent studies have described the effects of the pandemic on the mental health and well-being of frontline health care workers (HCWs) [1,2], and potential interventions to protect them [3-5]. Although concern over health and well-being has primarily focused on frontline HCWs, the pandemic has also affected working conditions in most other industries. Social and employment changes have led to concerns about an impending “second pandemic” of short- and long-term mental health issues [6], and predictions of a preventable surge of avoidable deaths from alcohol, drug use, and suicide [7]. Few studies describe the effects of the pandemic on the mental health and well-being of workers outside of health care. Such evidence is important for developing appropriate responses to the pandemic to preserve health and plan for economic and social recovery.

We describe results from the EMPOWER study (EMPIoyee Well-Being during Epidemic Response), which measured mental health and well-being among a large and diverse academic workforce, including those with and without clinical exposure to patients with coronavirus disease (COVID-19). The goals of the study were to measure the prevalence of stress, anxiety, depression, work exhaustion, burnout, and decreased mental well-being among faculty and staff at a university and its academic medical center during the SARS-CoV-2 pandemic; to compare mental health and well-being between clinical workers who were or were not caring for patients with COVID-19; and to identify other modifiable workplace and personal risk factors associated with mental health and well-being.

Methods

Study Design and Participants

We conducted a web-based survey of all benefits-eligible university employees (faculty, staff, and postdoctoral scholars) at Washington University in St. Louis, a private university with a large academic medical center where attending physicians and clinical staff are university employees. A separate survey was sent to physician trainees (residents and clinical fellows) and is not included in this report [8]. An email invitation was sent to all benefits-eligible employees on April 17, 2020, with a clickable link to a voluntary, anonymous online survey. A single reminder email was sent 10 days later. The survey period was approximately 4 to 5 weeks after the university had enacted work-from-home plans. The study was approved by the institutional review board of Washington University in St. Louis.

Survey Instrument

The survey was designed to take less than 10 minutes to complete. Definitions and sources of personal factors, work factors and well-being variables used in the survey are shown in Multimedia Appendix 1. Demographic questions included age, race, household income; children, dependents, and other adults living at home; and work status of partner. Questions about work included current work status (on-site work involving clinical care, on-site work not involving clinical care, working from home, or not working). Those doing on-site work in clinical care were asked about the clinical setting, and if they had cared for patients with COVID-19. All participants were asked if they or a member of their household had received a medical diagnosis or positive test result for COVID-19 or if they had been exposed to someone with COVID-19.

The questionnaire also included three questions from the FSSB-SF [9], which measures supervisor behaviors supportive of family roles (eg, “Your supervisor makes you feel comfortable talking to him/her about your conflicts between work and nonwork”); “Your supervisor demonstrates effective behaviors in how to juggle work and nonwork issues”; “Your supervisor works effectively with employees to creatively solve conflicts between work and nonwork.”) We used the mean value of these three responses as the supervisor support variable. We also asked about 8 potential family/home stressors related to the pandemic (childcare, home schooling, caring for elderly relatives, having access to food and other necessities, being infected, friends and family being infected, keeping your job, and personal finances). These questions were asked in the format “Currently how stressed are you about…?” in a 5-point scale from “not at all” to “extremely” stressed. The number of stressors reported by each individual as “somewhat” to “extremely” were totaled to create a composite stress score (range 0-8).

Outcome Measures

Study outcomes included stress, anxiety, and depression as measured by the Depression, Anxiety and Stress Scale - 21 Items (DASS-21) [10], burnout and work exhaustion as measured by the Professional Fulfillment Index (PFI) [11], and changes in well-being [12]. The DASS-21 is a validated instrument with scales that correlate well with other measures of depression, anxiety, and stress. Due to the PFI questionnaire structure, burnout was only assessed among HCWs. Self-reported changes in well-being comparing current to prepandemic status were assessed in five domains (overall, financial, physical, mental, and social) by the question “To what extent have COVID-19–related work/life changes impacted your well-being?” using a 4-point scale from “much worse” to “much better/somewhat better.”

Statistical Analyses

We contrasted the proportions or means of outcomes between faculty and staff and those in different clinical settings. We then conducted univariable and multivariable Poisson regression with robust sandwich estimators to examine personal and work factors associated with six mental health and well-being outcomes described above: stress, anxiety, depression, burnout, work exhaustion, and changes in well-being. In conducting these analyses, we selected 10 a priori potential personal and work factors as independent variables for multivariable analysis (supervisor support, clinical work, staff [versus faculty or postdoctoral fellow], exposure to people [or patients for clinicians] with a diagnosis of COVID-19, age, sex, race, annual household income, children aged under 18 years
living at home, and composite stressor count). Results were expressed as prevalence ratios (PRs) with 95% CIs. Independent variables were dichotomized at the median scores or at relevant cut-points for ordinal variables. We categorized race and ethnicity as “underrepresented groups” (those identifying as Black/African American, Native American, Hawaiian/Pacific Islander, or Hispanic) and “Other.” The significance level was set at .05 and hypothesis tests were two-sided. All analyses were performed with R statistical software (Version 4.0.0; R Foundation for Statistical Computing) [13] and R studio (Version 1.2.504) [14].

**Patient and Public Involvement**

The survey was developed in collaboration with the university human resources department and the employee wellness director to ensure sensitivity to current issues and to address emerging concerns about employee wellness during the pandemic response. Initial survey results have been shared with university leaders to highlight the mental health needs of employees. Study results are driving plans to communicate broadly with faculty, staff, and trainees to highlight mental health challenges faced by our workforce and to better publicize and encourage employees to utilize available mental health resources.

**Results**

Email invitations were sent to all benefits-eligible university faculty, staff, and postdoctoral scholars (N=16,238). In total, 5706 responses were received (Figure 1); there were 5569 unique responses after the exclusion of 137 responses with a duplicate self-generated identifier that allows anonymous longitudinal follow-up. Of the remaining surveys, 19 were excluded for missing status as faculty, staff, or postdoctoral scholar, leaving 5550 surveys for analysis (870 faculty, 4470 staff, and 210 postdoctoral fellows). The overall response rate was 34.3% for unique surveys. Response rates were higher for staff than for faculty (40% versus 19.7%).

![Figure 1. Survey response flowchart.](image)

Table 1 compares demographics, work factors, and outcomes between faculty, staff, and postdoctoral fellows. Overall, 34.3% of faculty and 13.6% of staff reported working on-site in clinical operations while a majority of the faculty (60.6%) and staff (76.5%) were working from home. Smaller numbers worked on-site in nonclinical roles and few were not working. A majority of faculty (50.4%) reported that their workload increased after the COVID-19 workplace changes, as compared to 40.4% of staff and 21% of postdoctoral fellows. Overall, a majority of respondents reported being stressed (more than “a little bit”) about personal finances, keeping their jobs, and about themselves or friends or family becoming infected. Of those with children at home, a majority reported feeling stressed about homeschooling; most of those providing care to older relatives reported stress about their care. Distributions of most perceived stressors were significantly different across the faculty, staff, and postdoctoral fellows, with postdoctoral fellows more frequently reporting stress about childcare, homeschooling, and access to food and essential supplies. Faculty, staff, and postdoctoral fellows all reported a high prevalence of worsened overall well-being (58.3%) related to COVID-19 work or life changes. Moderate to high levels of stress were reported by 13%, anxiety by 13%, depression by 15.9%, and high work exhaustion by 43%.
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Table 1. Comparison of demographics, personal factors, work factors, and outcomes between faculty, staff, and postdoctoral fellows.

<table>
<thead>
<tr>
<th>Factor</th>
<th>Total (N=5550)</th>
<th>Postdoctoral fellows (n=210)</th>
<th>Staff (n=4470)</th>
<th>Faculty (n=870)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Personal and family factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age above 40 years, n (%)</td>
<td>624 (72.0)</td>
<td>2652 (59.5)</td>
<td>22 (10.5)</td>
<td>3298 (59.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Gender, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>333 (38.4)</td>
<td>772 (17.3)</td>
<td>77 (37.0)</td>
<td>1182 (21.4)</td>
<td>N/A b</td>
</tr>
<tr>
<td>Female</td>
<td>523 (60.3)</td>
<td>3624 (81.3)</td>
<td>127 (61.1)</td>
<td>4274 (77.3)</td>
<td>N/A</td>
</tr>
<tr>
<td>Gender diverse</td>
<td>4 (0.5)</td>
<td>18 (0.4)</td>
<td>2 (1.0)</td>
<td>24 (0.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Prefer not to say</td>
<td>8 (0.9)</td>
<td>41 (0.9)</td>
<td>2 (1.0)</td>
<td>51 (0.9)</td>
<td>N/A</td>
</tr>
<tr>
<td><strong>Underrepresented groups c, n (%)</strong></td>
<td>68 (7.8)</td>
<td>482 (10.8)</td>
<td>26 (12.4)</td>
<td>576 (10.4)</td>
<td>.02</td>
</tr>
<tr>
<td>Annual household income &lt;$70,000, n (%)</td>
<td>68 (8.2)</td>
<td>1551 (36.5)</td>
<td>133 (64.3)</td>
<td>1752 (33.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Living alone, n (%)</td>
<td>111 (12.8)</td>
<td>645 (14.5)</td>
<td>62 (29.8)</td>
<td>818 (14.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Two adults in health care with children, n (%)</td>
<td>68 (7.8)</td>
<td>58 (1.3)</td>
<td>2 (1.0)</td>
<td>128 (2.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Stressed about childcare d, n (%)</strong></td>
<td>193 (46.5)</td>
<td>652 (36.7)</td>
<td>26 (53.1)</td>
<td>871 (38.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Stressed about home schooling e, n (%)</strong></td>
<td>216 (61.7)</td>
<td>846 (56.8)</td>
<td>22 (84.6)</td>
<td>1084 (58.1)</td>
<td>.006</td>
</tr>
<tr>
<td><strong>Stressed about relatives f, n (%)</strong></td>
<td>87 (73.7)</td>
<td>560 (75.9)</td>
<td>12 (75.0)</td>
<td>659 (75.6)</td>
<td>.88</td>
</tr>
<tr>
<td><strong>Stressed about essential supplies, n (%)</strong></td>
<td>199 (23.0)</td>
<td>1341 (30.2)</td>
<td>77 (36.7)</td>
<td>1617 (29.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Stressed about being infected, n (%)</strong></td>
<td>491 (56.5)</td>
<td>2556 (57.5)</td>
<td>101 (48.1)</td>
<td>3148 (57.0)</td>
<td>.03</td>
</tr>
<tr>
<td><strong>Stressed about friends or family getting infected, n (%)</strong></td>
<td>665 (76.7)</td>
<td>3347 (75.2)</td>
<td>130 (61.9)</td>
<td>4142 (75.0)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Stressed about keeping job, n (%)</strong></td>
<td>288 (33.3)</td>
<td>2786 (62.6)</td>
<td>116 (55.5)</td>
<td>3190 (57.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Stressed about personal finances, n (%)</strong></td>
<td>422 (49.2)</td>
<td>2698 (60.8)</td>
<td>110 (53.1)</td>
<td>3230 (58.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Number of stressors, mean (SD)</strong></td>
<td>2.9 (1.9)</td>
<td>3.3 (1.9)</td>
<td>2.8 (1.8)</td>
<td>3.2 (1.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Any exposure to COVID-19, n (%)</strong></td>
<td>142 (16.3)</td>
<td>272 (6.1)</td>
<td>11 (5.2)</td>
<td>425 (7.7)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Work factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Current work, n (%)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Working onsite, clinical operations</td>
<td>298 (34.3)</td>
<td>610 (13.6)</td>
<td>7 (3.3)</td>
<td>915 (16.5)</td>
<td>N/A</td>
</tr>
<tr>
<td>Working onsite, nonclinical operations</td>
<td>33 (3.8)</td>
<td>339 (7.6)</td>
<td>18 (8.6)</td>
<td>390 (7.0)</td>
<td>N/A</td>
</tr>
<tr>
<td>Working at home</td>
<td>527 (60.6)</td>
<td>3421 (76.5)</td>
<td>183 (87.1)</td>
<td>4131 (74.4)</td>
<td>N/A</td>
</tr>
<tr>
<td>Not working</td>
<td>12 (1.4)</td>
<td>100 (2.2)</td>
<td>2 (1.0)</td>
<td>114 (2.1)</td>
<td>N/A</td>
</tr>
<tr>
<td>Supervisor support scale (range 1-5), mean (SD)</td>
<td>2.5 (1.0)</td>
<td>2.2 (1.1)</td>
<td>2.3 (1.1)</td>
<td>2.3 (1.1)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Increased workload since COVID-19 restrictions began, n (%)</td>
<td>426 (50.4)</td>
<td>1747 (40.4)</td>
<td>43 (21.0)</td>
<td>2216 (41.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td><strong>Outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worse overall well-being due to COVID-19–related work or life changes, n (%)</td>
<td>588 (67.8)</td>
<td>2490 (56.2)</td>
<td>130 (62.2)</td>
<td>3208 (58.3)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Worse financial well-being due to COVID-19–related work or life changes, n (%)</td>
<td>381 (43.9)</td>
<td>1291 (29.1)</td>
<td>60 (28.6)</td>
<td>1732 (31.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Worse physical well-being due to COVID-19–related work or life changes, n (%)</td>
<td>387 (44.6)</td>
<td>1938 (43.7)</td>
<td>88 (41.9)</td>
<td>2413 (43.8)</td>
<td>.77</td>
</tr>
<tr>
<td>Worse mental well-being due to COVID-19–related work or life changes, n (%)</td>
<td>604 (69.7)</td>
<td>3027 (68.1)</td>
<td>142 (67.6)</td>
<td>3773 (68.4)</td>
<td>.63</td>
</tr>
<tr>
<td>Worse social well-being due to COVID-19–related work or life changes, n (%)</td>
<td>703 (81.2)</td>
<td>3482 (78.5)</td>
<td>168 (80.4)</td>
<td>4353 (79.0)</td>
<td>.18</td>
</tr>
<tr>
<td>Mean well-being score, mean (SD)</td>
<td>2.3 (0.5)</td>
<td>2.4 (0.5)</td>
<td>2.4 (0.5)</td>
<td>2.4 (0.5)</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>
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Multivariable analyses of associations between these outcomes and a common set of work and personal factors among all respondents showed that three factors were statistically significantly associated with a higher prevalence of all five outcomes (Table 2, univariable analyses in Multimedia Appendix 2): poor supervisor support, a higher number of family/home stressors, and age <40 years. Working on-site in clinical operations was associated with higher anxiety and lower mean well-being; being a staff member (rather than faculty or postdoctoral fellow) was associated with better well-being and lower prevalence of stress and work exhaustion. Reported exposure to COVID-19 (diagnosis in self or family, or exposure to someone likely to have COVID-19) was associated with higher stress, anxiety, depression, and work exhaustion. A household income of <$70,000 was associated with a higher prevalence of stress, anxiety, and depression. Women were more likely to report experiencing anxiety, work exhaustion, and decreased well-being. Unanticipated protective factors were also notable: having children at home was associated with a lower prevalence of anxiety and depression, and underrepresented racial/ethnic groups were less likely to report stress, depression, or decreased well-being.

Table 2. Multivariate associations between personal factors, work factors, and well-being among all participants (N=5550).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Moderate to high stress (DASS), PR (95% CI)</th>
<th>Moderate to high anxiety (DASS), PR (95% CI)</th>
<th>Moderate to high depression (DASS), PR (95% CI)</th>
<th>High work exhaustion, PR (95% CI)</th>
<th>Decreased overall well-being, PR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age &gt;40 years</td>
<td>0.46 (0.40-0.54)</td>
<td>0.53 (0.46-0.62)</td>
<td>0.49 (0.43-0.56)</td>
<td>0.67 (0.63-0.72)</td>
<td>0.89 (0.86-0.93)</td>
</tr>
<tr>
<td>Female</td>
<td>1.16 (0.96-1.40)</td>
<td>1.36 (1.11-1.67)</td>
<td>0.94 (0.81-1.11)</td>
<td>1.18 (1.08-1.28)</td>
<td>1.06 (1.00-1.12)</td>
</tr>
<tr>
<td>Underrepresented groups</td>
<td>0.79 (0.62-1.02)</td>
<td>0.99 (0.79-1.24)</td>
<td>0.74 (0.59-0.93)</td>
<td>0.92 (0.83-1.02)</td>
<td>0.91 (0.84-0.98)</td>
</tr>
<tr>
<td>Annual household income &lt;$70,000</td>
<td>1.24 (1.06-1.44)</td>
<td>1.43 (1.22-1.67)</td>
<td>1.39 (1.21-1.59)</td>
<td>0.94 (0.87-1.00)</td>
<td>0.97 (0.93-1.02)</td>
</tr>
<tr>
<td>Children &lt;18 years old living at home</td>
<td>0.96 (0.83-1.12)</td>
<td>0.85 (0.73-0.99)</td>
<td>0.75 (0.65-0.86)</td>
<td>1.01 (0.94-1.07)</td>
<td>0.98 (0.94-1.03)</td>
</tr>
<tr>
<td>High number of stressors</td>
<td>2.17 (1.86-2.54)</td>
<td>2.18 (1.86-2.56)</td>
<td>1.51 (1.32-1.72)</td>
<td>1.37 (1.29-1.46)</td>
<td>1.43 (1.37-1.50)</td>
</tr>
<tr>
<td>Staff versus faculty and postdoctoral fellows</td>
<td>0.81 (0.68-0.97)</td>
<td>1.09 (0.89-1.33)</td>
<td>0.94 (0.80-1.11)</td>
<td>0.85 (0.79-0.92)</td>
<td>0.90 (0.85-0.95)</td>
</tr>
<tr>
<td>Exposure to coronavirus disease</td>
<td>1.48 (1.19-1.84)</td>
<td>1.37 (1.09-1.73)</td>
<td>1.28 (1.03-1.59)</td>
<td>1.24 (1.13-1.36)</td>
<td>1.04 (0.97-1.12)</td>
</tr>
<tr>
<td>Clinical</td>
<td>0.92 (0.76-1.11)</td>
<td>1.21 (1.01-1.45)</td>
<td>0.98 (0.82-1.16)</td>
<td>1.01 (0.93-1.10)</td>
<td>1.18 (1.12-1.24)</td>
</tr>
<tr>
<td>Poor supervisor support</td>
<td>1.58 (1.37-1.83)</td>
<td>1.40 (1.21-1.62)</td>
<td>1.69 (1.48-1.92)</td>
<td>1.54 (1.44-1.64)</td>
<td>1.11 (1.07-1.16)</td>
</tr>
</tbody>
</table>

aMissing values for each variable (range 0%-4.8%) were omitted from percentage calculations. Percentages may not total 100 due to rounding. Categorical variables are displayed as n (%), while continuous variables are displayed as mean (SD). The chi-square test was used for categorical variables, while analysis of variance was used for continuous variables.

bN/A: not applicable.

cUnderrepresented groups were those identifying as Black/African American, Native American, Hawaiian/Pacific Islander, or Hispanic.

dPercentages are among those with elderly parents or relatives only.
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Table 2. Multivariate associations between personal factors, work factors, and well-being among all participants (N=5550).
and staff working in clinical operations showed that caring for patients who had COVID-19 was associated with a higher prevalence of stress, anxiety, burnout, and work exhaustion (Table 4). High-risk clinical work (intensive care unit, emergency department, aerosol-generating procedures) showed similar, albeit weaker associations with these outcomes in multivariable analysis (data not shown). There were no statistically significant differences between clinically active staff and faculty for any outcome. Notably, low supervisor support was strongly associated with all mental health and well-being outcomes, and having a high number of family/home stressors was associated with all outcomes except depression.

Table 3. Comparison of work factors and outcomes among all clinicians and between high-risk and non–high-risk clinical groups.a

<table>
<thead>
<tr>
<th>Factors and outcomes</th>
<th>Not working in high-risk clinical settings (N=740)</th>
<th>Working in high-risk clinical settings (N=175)</th>
<th>All clinicians (N=915)</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Work factors</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contact with outpatients, n (%)</td>
<td>534 (72.2)</td>
<td>77 (44.0)</td>
<td>611 (66.8)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Contact with inpatients, n (%)</td>
<td>143 (19.3)</td>
<td>112 (64.0)</td>
<td>255 (27.9)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Working in an intensive care unit, n (%)</td>
<td>0 (0.0)</td>
<td>68 (38.9)</td>
<td>68 (7.4)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Working in the emergency room, n (%)</td>
<td>0 (0.0)</td>
<td>51 (29.1)</td>
<td>51 (5.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Performing procedures that create respiratory aerosols, n (%)</td>
<td>0 (0.0)</td>
<td>106 (60.6)</td>
<td>106 (11.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Caring for patients with COVID-19b, n (%)</td>
<td>123 (16.8)</td>
<td>127 (73.8)</td>
<td>250 (27.6)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Increased workload since COVID-19 restrictions began, n (%)</td>
<td>279 (38.0)</td>
<td>85 (49.4)</td>
<td>364 (40.2)</td>
<td>.006</td>
</tr>
<tr>
<td>Supervisor support scale (range 1-5), mean (SD)</td>
<td>2.5 (1.1)</td>
<td>2.4 (1.1)</td>
<td>2.5 (1.1)</td>
<td>.50</td>
</tr>
<tr>
<td><strong>Outcomes</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Worse overall well-being due to COVID-19–related work or life changes, n (%)</td>
<td>500 (67.9)</td>
<td>127 (73.0)</td>
<td>627 (68.9)</td>
<td>.20</td>
</tr>
<tr>
<td>Worse financial well-being due to COVID-19–related work or life changes, n (%)</td>
<td>313 (42.6)</td>
<td>107 (61.5)</td>
<td>420 (46.2)</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Worse physical well-being due to COVID-19–related work or life changes, n (%)</td>
<td>339 (46.1)</td>
<td>100 (57.1)</td>
<td>439 (48.2)</td>
<td>.009</td>
</tr>
<tr>
<td>Worse mental well-being due to COVID-19–related work or life changes, n (%)</td>
<td>564 (76.5)</td>
<td>141 (81.0)</td>
<td>705 (77.4)</td>
<td>.20</td>
</tr>
<tr>
<td>Worse social well-being due to COVID-19–related work or life changes, n (%)</td>
<td>629 (85.7)</td>
<td>149 (85.1)</td>
<td>778 (85.6)</td>
<td>.85</td>
</tr>
<tr>
<td>Mean well-being score, mean (SD)</td>
<td>2.2 (0.4)</td>
<td>2.1 (0.5)</td>
<td>2.2 (0.5)</td>
<td>.001</td>
</tr>
<tr>
<td>Moderate to high depression (DASS), n (%)</td>
<td>108 (15.1)</td>
<td>37 (21.6)</td>
<td>145 (16.4)</td>
<td>.04</td>
</tr>
<tr>
<td>Moderate to high anxiety (DASS), n (%)</td>
<td>125 (17.6)</td>
<td>27 (15.8)</td>
<td>152 (17.2)</td>
<td>.58</td>
</tr>
<tr>
<td>Moderate to high stress (DASS), n (%)</td>
<td>93 (13.0)</td>
<td>35 (20.3)</td>
<td>128 (14.5)</td>
<td>.01</td>
</tr>
<tr>
<td>High work exhaustion, n (%)</td>
<td>342 (46.8)</td>
<td>105 (60.7)</td>
<td>447 (49.5)</td>
<td>.001</td>
</tr>
<tr>
<td>High overall burnout, n (%)</td>
<td>233 (32.0)</td>
<td>74 (42.8)</td>
<td>307 (34.0)</td>
<td>.007</td>
</tr>
</tbody>
</table>

aThe high-risk group reported working in an emergency room, intensive care unit, or performing procedures generating respiratory aerosols. Missing values for each variable (range 0%-3.5%) were omitted from percentage calculations. Percentages may not total 100 due to rounding. Categorical variables are displayed as n (%), while continuous variables are displayed as mean (SD). A chi-square test was used for categorical variables, while a t test was used for continuous variables.

participants with poorer well-being might differentially report health and well-being may not be causal. In particular, associations between potential risk factors and outcomes of Limitations of this study include its cross-sectional design, so family-supportive supervisor behavior can be modified by increased job satisfaction [15,17]. Importantly, reduction in work-family conflict, improved well-being, and health and well-being of workers [16], and is associated with organizational support [15], plays a major role influencing the pathway through which employees develop perceptions of financial security. Perceived supervisor support for family is a [9], and a sum of 8 stressors related to family/home life and well-being has been minimally studied. A unique finding of this study is that the factors with the strongest consistent associations with all health and well-being outcomes in both clinical and nonclinical workers were items from the FSSB-SF, a measure of general perception of family-specific supervisory support [9], and a sum of 8 stressors related to family/home life and financial security. Perceived supervisor support for family is a pathway through which employees develop perceptions of organizational support [15], plays a major role influencing the health and well-being of workers [16], and is associated with reduction in work-family conflict, improved well-being, and increased job satisfaction [15,17]. Importantly, family-supportive supervisor behavior can be modified by employer policies and practices.

Limitations

Limitations of this study include its cross-sectional design, so associations between potential risk factors and outcomes of health and well-being may not be causal. In particular, participants with poorer well-being might differentially report

supervisor behaviors. The overall response rate of 34.5% means that the respondents may not be fully representative of all university employees. Faculty were less likely to participate than were staff (19.7% versus 40%), and comparisons between these groups should be interpreted with caution. For instance, faculty were more likely to report increased workload and more work exhaustion since the onset of the pandemic; this difference may be due to differential reporting by faculty, or because faculty were in fact busier and more exhausted and thus less likely to respond. Since the survey was anonymous, our study relies entirely on self-reported data. We studied employees of one university, who may not be representative of other workplaces, including lower-paid workers. The St. Louis region was an early adopter of physical distancing and has had a later peak of SARS-CoV-2 and a lower incidence of patients with COVID-19 than some other areas of the United States. Strengths of the study include its large size, examination of employees who are not in health care, and evaluation of both family/home stressors and workplace factors including supervisor support. To our knowledge, this is the first large US study of multiple mental health and well-being outcomes related to the pandemic outside of a HCW population. We are conducting repeated surveys to track changes in individual health and well-being over time, and to allow more robust causal inferences.

Comparison With Prior Work

Our findings among clinical workers, both faculty (primarily physicians) and staff (primarily nurses), are broadly consistent with findings from other cross-sectional studies of HCWs caring for patients with COVID-19. A study of 1257 HCWs in China used different instruments and found a higher prevalence of depression and anxiety than seen in our study [2]. Their study reported that HCWs directly involved in the care of patients

Discussion

Principal Results

The EMPOWER study found a high prevalence of stress, anxiety, depression, work exhaustion, burnout, and worsened well-being among clinical and nonclinical university employees surveyed approximately 4 to 5 weeks after work-from-home policies were implemented for those performing work deemed “nonessential” during the crisis phase of the pandemic. These findings uniquely highlight the associations of health and well-being with additional personal and work factors beyond those addressed in existing studies of HCWs during the SARS-CoV-2 pandemic. Importantly, our study also reports on workers outside of clinical medicine, whose health and well-being has been minimally studied. A unique finding of this study is that the factors with the strongest consistent associations with all health and well-being, PR (95% CI)

Moderate to high stress (DASS), PR (95% CI)

Age >40 years 0.56 (0.39-0.81) 0.73 (0.53-1.00) 0.60 (0.43-0.84) 0.77 (0.64-0.93) 0.81 (0.71-0.93) 0.89 (0.82-0.96)

Female 1.26 (0.79-2.00) 1.47 (0.90-2.39) 1.19 (0.77-1.85) 1.18 (0.92-1.51) 1.20 (0.99-1.45) 1.08 (0.97-1.20)

Underrepresented groups

0.56 (0.32-0.98) 0.74 (0.46-1.20) 0.60 (0.35-1.05) 0.66 (0.46-0.94) 0.96 (0.78-1.20) 0.90 (0.78-1.04)

Annual household income <$70,000 1.65 (1.11-2.47) 1.59 (1.11-2.29) 1.46 (1.02-2.11) 1.13 (0.89-1.44) 0.85 (0.72-1.01) 0.91 (0.82-1.01)

Children <18 years old living at home 0.97 (0.68-1.38) 1.07 (0.78-1.47) 0.91 (0.66-1.26) 1.09 (0.90-1.32) 1.06 (0.92-1.21) 0.90 (0.83-0.98)

High number of stressors

1.92 (1.29-2.86) 1.76 (1.22-2.53) 1.23 (0.88-1.70) 1.47 (1.20-1.81) 1.33 (1.15-1.54) 1.27 (1.16-1.39)

Staff 0.97 (0.64-1.46) 1.51 (0.97-2.35) 1.10 (0.74-1.64) 0.88 (0.71-1.10) 1.11 (0.95-1.31) 0.92 (0.84-1.01)

Caring for patients with coronavirus disease 1.73 (1.22-2.46) 1.60 (1.14-2.23) 1.25 (0.88-1.79) 1.38 (1.14-1.67) 1.28 (1.11-1.46) 0.99 (0.91-1.09)

Poor supervisor support

1.93 (1.33-2.81) 1.69 (1.22-2.35) 1.96 (1.39-2.76) 1.99 (1.61-2.47) 1.62 (1.39-1.88) 1.16 (1.06-1.26)

Table 4. Multivariate associations between personal factors, work factors, and well-being among participants doing clinical work (N=915)a.


aPrevalence ratios (PRs) and 95% CIs were calculated using Poisson multiple regression.

bUnderrepresented groups were those identifying as Black/African American, Native American, Hawaiian/Pacific Islander, or Hispanic.

A high number of stressors was defined as a composite stress score >3 (median).

 Poor supervisor support was defined as a supervisor support scale score >2 (median).
with COVID-19 were at a greater risk of anxiety and depression, similar to our findings of increased risks of stress, anxiety, burnout, and work exhaustion. A study of 906 HCWs in Singapore and India [18], using the DASS-21, found moderate to severe stress in 3.8%, anxiety in 2.2%, and depression in 8.7%, much lower than the prevalence of 14.5%, 17.2%, and 16.4% seen in our study. Our finding that family/home stressors and supervisor support for family-work balance were strongly associated with mental health and well-being outcomes are consistent with the findings of a recent review of psychological reactions of HCWs during past epidemics [19]. Their analyses showed that responsibilities of caring for family members and lower household income were associated with poorer mental health outcomes among HCWs. Although HCWs caring for patients with COVID-19 had worse mental well-being than their fellow faculty and staff, those working from home or on-site in nonclinical roles also had appreciable rates of poor outcomes. Although we do not have baseline measures for the well-being and mental health outcomes in our study, respondents described altered well-being related to COVID-19–related work/life changes, with 14.6% reporting “much worse” and 68% reporting “much worse” or “somewhat worse” mental well-being. These findings are strikingly similar to those of an April 2020 poll by the Kaiser Family Foundation. Among those who had not experienced job or income loss, 15% reported major negative impacts on their mental health from worry or stress over coronavirus, and 54% reported some negative mental health impacts [20]. Our findings are also supported by results from a recent national online survey conducted among US adults, which compared responses in April 2020 to those from the National Health Interview Survey in 2018 [21]. This study found a higher prevalence of serious psychological distress (13.6% versus 3.9%) in 2020, with younger age and lower income predicting a higher prevalence of distress.

University staff and to some extent faculty are representative of the larger nonclinical workforce that is undergoing uniquely stressful circumstances that blur the boundaries between work and family as people work from home, find it difficult to work because their children’s schools and daycares are closed, or worry about bringing an infection home to their families. Although frontline HCWs are at uniquely high risk due to their work, our study shows that effects of family and home stresses and of supervisor support play a large role in their health and well-being. Appreciation of these factors has been largely missing from studies of risk factors for mental health and well-being among HCWs during this pandemic. These same family and home stresses and supervisor support also influence the health of the broader working population. As the pandemic continues in the months and perhaps years to come, our concern over the mental health and well-being of HCWs must broaden to include other worker groups as well.

There are many possible interventions to address the health and well-being of the clinical and nonclinical workforces. A systematic review found that organizational and social support, clear communication, and having a sense of control were protective factors for adverse mental health outcomes among HCWs during prior epidemics [22]. Recent publications have stressed the importance of robust organizational responses to address the mental health and well-being of frontline HCWs [6,23]. Many of these interventions should be applicable outside of the health care setting. Although interventions aimed at improving resilience among individual workers may lead to improvements in burnout rates and other well-being measures, organizational-level interventions that reduce perceived work demands or increase resources are generally more effective [24]. Our data would suggest that organizations should explicitly focus on improving supervisor support for work-family issues. Evaluation of interventions training supervisors in family-supportive behaviors, including a study in HCWs, have suggested that such training is associated with improved reports of physical health, job satisfaction, job engagement, and decreased intent to leave the current job [25,26]. Future research should include longitudinal studies to follow mental well-being over time, include more workers outside of health care to better understand the effects on the broader population, and test both individual-level and institutional-level interventions to mitigate the effects of the pandemic on mental health.

Conclusions

Both health care and other workers have encountered worsened mental health and well-being as a result of the SARS-CoV-2 pandemic. Employers, health care systems, and public health agencies should begin interventions to improve mental health and overall well-being among HCWs and the broader workforce. In addition to traditional wellness interventions addressing resilience and mental health issues among individual workers, responses should include support for work/family balance and other organizational changes to improve work conditions for health care and other workers.

Acknowledgments

This study was supported, in part, by the Healthier Workforce Center of the Midwest grant U19OH008868 from the Centers for Disease Control and Prevention (CDC), and by the Washington University Institute of Clinical and Translational Sciences grant UL1TR002345 from the National Center for Advancing Translational Sciences (NCATS) of the National Institutes of Health (NIH). Its contents are solely the responsibility of the authors and do not necessarily represent the official views of the CDC, NCATS, or NIH.

Authors' Contributions

BAE was responsible for study conception and design, survey development, analytic oversight, and drafting of this article. JRS contributed to study conception and design, survey development, coordinating data collection, and provided input on analytic
decisions, interpretation, and manuscript development. AMD provided input on study design, analytic decisions, interpretation of results, and manuscript development. LH contributed to survey development, managed online survey collection, conducted analyses, and assisted with manuscript development. EP assisted with study design, survey development, and data collection, contributed to the development of the manuscript, and communicated results back to university employees. JGD, TK, and DLG provided input on study design, survey development, analytic decisions, interpretation of results, and manuscript development. All authors reviewed and approved the final manuscript draft.

Conflicts of Interest
None declared.

Multimedia Appendix 1
Definitions and sources of personal factors, work factors, and well-being variables.
[DOCX File, 17 KB - jmir_v22i8e21366_app1.docx]

Multimedia Appendix 2
Univariable associations between personal factors, work factors, and well-being among all participants.
[DOCX File, 17 KB - jmir_v22i8e21366_app2.docx]

Multimedia Appendix 3
Univariable associations between personal factors, work factors, and well-being among participants doing clinical work.
[DOCX File, 17 KB - jmir_v22i8e21366_app3.docx]

References


Abbreviations

COVID-19: coronavirus disease
DASS-21: Depression, Anxiety and Stress Scale - 21 Items
EMPOWER: EMPIoyee Well-Being during Epidemic Response
FSSB-SF: Family Supportive Supervisor Behavior Short-Form
HCW: health care worker
PFI: Professional Fulfillment Index
SARS-CoV-2: severe acute respiratory syndrome coronavirus 2
Information Disclosure During the COVID-19 Epidemic in China: City-Level Observational Study

Guangyu Hu1,2, PhD; Peiyi Li3, MSc; Changzheng Yuan4, ScD; Chenglin Tao5, MSc; Hai Wen1, BS; Qiannan Liu6, MPH; Wuqi Qiu1,2, PhD

1Institute of Medical Information/Center for Health Policy and Management, Chinese Academy of Medical Sciences and Peking Union Medical College, Beijing, China
2World Health Organization Collaborating Center for Health and Biomedical Information, Beijing, China
3Institute of Hospital Management, West China Hospital of Sichuan University, Chengdu, China
4School of Public Health, Zhejiang University, Hangzhou, China
5Shenzhen Medical Information Center, Shenzhen, China
6National Institute of Hospital Administration, Beijing, China

Corresponding Author:
Guangyu Hu, PhD
Institute of Medical Information/Center for Health Policy and Management
Chinese Academy of Medical Sciences and Peking Union Medical College
No 3 Bldg 3th Fl
Yabao Road, Chaoyang District
Beijing, 100020
China
Phone: 86 01052328735
Email: hu.guangyu@imicams.ac.cn

Abstract

Background: Information disclosure is a top priority for official responses to the COVID-19 pandemic. The timely and standardized information published by authorities as a response to the crisis can better inform the public and enable better preparations for the pandemic; however, there is limited evidence of any systematic analyses of the disclosed epidemic information. This in turn has important implications for risk communication.

Objective: This study aimed to describe and compare the officially released content regarding local epidemic situations as well as analyze the characteristics of information disclosure through local communication in major cities in China.

Methods: The 31 capital cities in mainland China were included in this city-level observational study. Data were retrieved from local municipalities and health commission websites as of March 18, 2020. A checklist was employed as a rapid qualitative assessment tool to analyze the information disclosure performance of each city. Descriptive analyses and data visualizations were produced to present and compare the comparative performances of the cities.

Results: In total, 29 of 31 cities (93.5%) established specific COVID-19 webpages to disclose information. Among them, 12 of the city webpages were added to their corresponding municipal websites. A majority of the cities (21/31, 67.7%) published their first cases of infection in a timely manner on the actual day of confirmation. Regarding the information disclosures highlighted on the websites, news updates from local media or press briefings were the most prevalent (28/29, 96.6%), followed by epidemic surveillance (25/29, 86.2%), and advice for the public (25/29, 86.2%). Clarifications of misinformation and frequently asked questions were largely overlooked as only 2 cities provided this valuable information. The median daily update frequency of epidemic surveillance summaries was 1.2 times per day (IQR 1.0-1.3 times), and the majority of these summaries (18/25, 72.0%) also provided detailed information regarding confirmed cases. The reporting of key indicators in the epidemic surveillance summaries, as well as critical facts included in the confirmed case reports, varied substantially between cities. In general, the best performance in terms of timely reporting and the transparency of information disclosures were observed in the municipalities directly administered by the central government compared to the other cities.

Conclusions: Timely and effective efforts to disclose information related to the COVID-19 epidemic have been made in major cities in China. Continued improvements to local authority reporting will contribute to more effective public communication and efficient public health research responses. The development of protocols and the standardization of epidemic message templates—as
well as the use of uniform operating procedures to provide regular information updates—should be prioritized to ensure a coordinated national response.

(J Med Internet Res 2020;22(8):e19572) doi:10.2196/19572
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Introduction
Prompt information disclosure is a top priority for preparedness and it enables a collective response to the COVID-19 pandemic [1]. In light of the important lessons learned from the global response to Ebola, reliable systems for sharing epidemiological and clinical data are essential for the timely production and dissemination of related knowledge [2]. Unfortunately, these systems had not been fully established before and during the COVID-19 outbreak in China. As the World Health Organization (WHO) declared the COVID-19 outbreak a public health emergency of international concern, people have the right to be clearly informed about the health risks that they and their communities face [3]. It is of great importance that authorities tackle the infodemic and improve response capacity, as they face a large amount of misinformation regarding the status of the pandemic. To help the general public and researchers bridge knowledge gaps and respond to the crisis in a timely manner, what information has been disclosed by the authorities was a crucial question. To address this issue, this study aimed to review and analyze the situation as it pertains to China.

Since the severe acute respiratory syndrome (SARS) emergency in 2003 and the avian influenza A (H7N9) epidemic in 2013, the Chinese government's provision of rapid, effective, and efficient disclosure of epidemic information has substantially improved [4,5]. Starting on January 3, 2020, information regarding COVID-19 cases has been reported to the WHO and the general public through China’s National Health Commission on a daily basis [6]. The time interval from the first case description to the identification of the pathogen on January 7—as well as the availability of probes for PCR detection on January 21—was much faster for COVID-19 than for SARS [7,8]. The National Health Commission took prompt public health measures and soon classified COVID-19 as a new notifiable disease under the National Infectious Disease Law and the Frontier Health and Quarantine Law on January 20, 2020, thus authorizing by law the prompt disclosure of information about the epidemic at the subnational level [9]. However, the lack of technical norms, standards, and actionable guidance from the national health authorities that could have served as a reference was the main issue thwarting efforts by local authorities to disclose information. Therefore, their main challenge was to determine the type and level of detail of essential information that could be disclosed as part of their COVID-19 epidemic responses.

In this article, we collectively reviewed the information disclosures related to the COVID-19 outbreak of 31 Chinese cities aggregated from online resources up to March 18, 2020. The data were recorded from the official websites of local municipalities or their health commissions. We described and compared the officially released content regarding the local epidemic situations and then analyzed the characteristics of information disclosure through local transmission for both the individual and total population levels in our attempt to present a detailed overview of information disclosure related to the COVID-19 epidemic in China.

Methods
Study Design
In this city-level observational study, our sample included all capital cities of the 31 provinces, autonomous regions, and municipalities in mainland China. There are 4 municipalities administered directly by the central government, 4 capital cities of ethnic minority autonomous regions, and 23 provincial capital cities. Generally, these cities are the socioeconomic and health care centers in their respective regions, and they have the highest population densities and the largest transregional migrant communities, all of which represent potentially higher risks of exposure to COVID-19 than smaller, less-dense neighboring cities.

We developed a checklist for assessing COVID-19 information disclosure, which could be used as a rapid qualitative assessment tool (Multimedia Appendix 1). It includes four sections: local summary report, content covered in the COVID-19 webpages, epidemic surveillance summary and confirmed case reports. We screened the relevant official public COVID-19 information from local municipalities and health commission websites and assessed each situation to allow participants to complete the checklist based on their observations. All authors independently reviewed the COVID-19 webpages of each city following a reviewer training process. The results of the checklists were cross-checked by the members of the research team. The corresponding author reviewed all webpages as well as the results of the final version. Discrepancies were resolved by discussion until consensus was reached. It must be noted that all of this information is publicly available. Patient consent was unnecessary, and no approvals from corresponding ethics boards were required.

Data Sources
We queried the official websites of 31 sample cities to aggregate their information disclosure data related to the COVID-19 epidemic (Multimedia Appendix 2). As of March 18, 2020, there had been a total of 80,928 confirmed cases of COVID-19 on the Chinese mainland from the 31 provinces, autonomous regions, and municipalities. Meanwhile, no new domestically transmitted cases were reported for the first time since the outbreak [10]. This marked an important day that indicated that the intensity of the epidemic was diminishing and the increase in cases had slowed considerably as a result of effective national
containment efforts. Therefore, we observed and reported records from the publicly available sources up to the date of this notable turning point.

Data collection was completed between March 25 and April 8, 2020. The city-level information disclosure records obtained using the checklist were formatted into a line-list database for further analysis, and screenshots of the corresponding webpages were archived for further reference (Multimedia Appendix 3).

Outcome Measures
For the local summary report, the primary outcome was the number of cities that established specific public webpages for COVID-19 information. Cities were categorized as having provided a COVID-19 webpage if the local government or health commission published a webpage specifically for disclosure of information related to the local outbreak. Moreover, the secondary outcome was defined as the time interval from the date of the first confirmed case to the date of the release of this information.

For the content covered by the COVID-19 webpages, the primary outcome was the median number of content categories. We summarized a total of seven categories of prioritized information found on the front pages of the COVID-19 webpages and determined the distribution of these content categories.

For the epidemic surveillance summaries and the confirmed case reports, the primary outcome was the median frequency of daily updates of the epidemic surveillance summaries, and the secondary outcome was the median number of key facts disclosed in the case reports. We determined the specific indicators and related information recorded in the local epidemic situation updates either by March 18 or the latest date with available records.

Statistical Analysis
We summarized the results using descriptive statistics. There are three types of administrative cities in China, each with its own administrative system; therefore we divided the included cities into three groups: the MC group (municipalities administered by the central government), the AC group (capitals of autonomous regions), and the PC group (provincial capitals). Categorical variables were summarized as counts and percentages. Numerical variables were reported as medians and interquartile ranges. No sampling weights were used because this was not a probabilistic sample. The analysis was performed using R (Version 3.4.3; R Foundation for Statistical Computing) and data visualizations were performed using Tableau Desktop (Version 2020.1.2; Tableau Software).

Results
Characteristics and Epidemic Summaries of the Cities
We reviewed the records from the official websites of 31 cities. Of these, 29 (93.5%) created specific COVID-19 webpages to disclose information as follows: 12 webpages were added to the respective municipal websites, 9 were added to health department websites, and 8 were published on both the municipal and health department websites (Figure 1).

As of March 18, 2020, a total of 50,005 COVID-19 cases had been reported in Wuhan, a city in Hubei province, significantly more than all of the other sample cities. The number of licensed (assistant) doctors per 10,000 persons in Wuhan was 47.87, while the median for all 31 cites was 42.62 (IQR 36.18-50.09). The first case with novel coronavirus symptoms in Wuhan was identified and reported to authorities on December 27, 2019. Lhasa reported their first confirmed case on January 31, 2020, making the capital of the autonomous region of Tibet the last city to report a COVID-19 case. The median time from confirmation of the first case to the press briefing that publicly acknowledged that case was 0 days (ie, the same day; IQR 0-1). In fact, the majority of capital cities (21/31, 67.7%) publicly reported their first case of COVID-19 on the day of confirmation (Multimedia Appendix 4).
Figure 1. Characteristics of cities with confirmed COVID-19 cases included in this analysis. Data on total population, number of hospitals, number of licensed (assistant) doctors per 10,000 persons as of 2018 were obtained from the China Statistical Database. Chinese scientists identified the pathogen as a novel coronavirus on January 7, 2020. The first case with symptoms of the novel coronavirus in Wuhan was identified and reported to the authorities on December 27, 2019, by Jixian Zhang, the director of the Department of Respiratory and Critical Care Medicine of Hubei Provincial Hospital of Integrated Chinese and Western Medicine. China’s National Health Commission incorporated COVID-19 as a notifiable disease in the National Infectious Disease Law and the Frontier Health and Quarantine Law on January 20, 2020. AC: autonomous region capital; H-Web: health department website; MC: municipality administered by the central government; M-H: both municipality and health department websites; M-Web: municipality website; N/A: not applicable; PC: provincial capital.

Information Disclosure Highlights on Local COVID-19 Webpages

We summarized the information disclosure highlights gathered from the local COVID-19 webpages of 29 capital cities and identified the categories of content covered in these webpages (Figure 2A). News updates were published by almost all of the cities (28/29, 96.6%). This category included the most recent news from local media and press briefings from several government sectors. Of the 29 cities, 25 (86.2%) released epidemic surveillance and advice for the public on their sites. Announcements from authorities were also commonly highlighted (21/29, 72.4%), followed by local actions (15/29, 51.7%) that included the authorities’ responses to local sporadic or widespread COVID-19 outbreaks. Only 2 of the 29 cities provided clarifications on previously published misinformation, and none of the cities provided lists of frequently asked questions.

Among the cities that developed COVID-19 webpages, the median number of content categories was 4 (IQR 3-5; Figure 2B). In terms of city type, the median for the MC group was...
higher than the other two groups at 5 (IQR 4-6), and the six categories on Chongqing’s webpage were the most of any city.

The percentage of content categories published on the COVID-19 webpages varied by city type (Figure 2C and Multimedia Appendix 5). The four municipalities administered by the Chinese central government all released at least four content categories on their official webpages as their responses to emergency information disclosure (Figure 2C). The disclosure performance of the provincial capitals and capitals of autonomous regions was worse compared with that of the centrally administered cities.

**Figure 2.** Description of content covered in the COVID-19 information webpages, March 2020. (A) Number of webpages covering each content category, summarized and identified from the cities’ COVID-19 webpages, as of March 2020. (B) Number of content categories covered per city; distribution was reported using a box-and-whisker plot and the blue dots with black text labels indicate the maximums and minimums. (C) Number of webpages covering each content category by city type, summarized and identified from the cities’ COVID-19 webpages, as of March 2020. AC: autonomous region capital; MC: municipality directly administered by the central government; PC: provincial capital.

**Key Indicators Derived From the Epidemic Surveillance Summaries**

Of the 29 cites with COVID-19 webpages, 25 (86.2%) highlighted epidemic surveillance summaries, while 4 (13.8%) neither disclosed local epidemic surveillance summaries nor provided local bulletins of the epidemic (Figure 3).

During the period from March 1 to 18, we calculated the daily update frequency for epidemic surveillance in each city from the records of the summaries (Figure 3A). The median daily update frequency was 1.2 times in total (IQR 1.0-1.3 times), while the MC group updated 2.1 times per day (IQR 1.2-2.9 times), the PC group 1.2 times (IQR 1.0-1.5 times), and the AC group 1.1 times (IQR 1.0-1.2 times).

We reviewed the local epidemic surveillance summaries of the 25 cities either on March 18, 2020, or the latest date with available records. The median number of key indicators reported in the summaries was 5 (IQR 2-7; Figure 3B). Wuhan, Lhasa, and Tianjin published at least nine key indicators in their summaries, and they were the cities with the most disclosed epidemic indicators in the PC, AC, and MC groups, respectively (Figure 3C).

The most common key indicators reported were the cumulative confirmed cases that appeared in the epidemic surveillance summaries of 24 cities (Figure 3D and Multimedia Appendix 6). Daily confirmed cases were published by 22 cities, cumulative discharged cases by 18, and active cases by 14. Less than half of the cities disclosed cumulative deceased cases (12/25, 48.0%) and daily discharged cases (11/25, 44.0%). Both hospitalized critical cases and daily suspected cases were reported in only 8 cities each (32.0%). Daily deceased cases and hospitalized cases of stable patients were released by 5 and 4 cities, respectively. A comparison of the frequency of key indicators reported by the cities reveals that, on average, the MC group released more indicators in their summaries than the others (Figure 3E).
Details of the Confirmed Cases Reports

The majority of cities (18/25, 72.0%) provided detailed epidemic information of each confirmed case along with their epidemic surveillance summaries (Figure 4).

We identified the key facts disclosed in the detailed information about the latest confirmed cases as of March 18, 2020. The median number of key facts disclosed was 7.5 overall (IQR 5.0-8.0; Figure 4A): Tianjin disclosed the highest number of key facts at 10 and Wuhan the lowest at 1 (Figure 4B).

The genders of the patients with COVID-19 were disclosed in the case reports of most cities (16/18, 88.9%; Figure 4C). Dates of confirmation and age were usually included, with each being reported in 15 of the 18 cities (83.3%). Other information reported included the following: places visited (13/18, 72.2%), contact tracing (11/18, 61.1%), patient status (11/18, 61.1%), and the name of the hospital where each patient was admitted (10/18, 55.6%). Half of the cities that reported cases included whether the patient was a local resident or a migrant from somewhere else, their nationality, and their current residence. It is noteworthy that only two cities provided the anonymous ID of the confirmed patients per case (Figure 4D and Multimedia Appendix 7).
Figure 4. Key facts disclosed from the latest confirmed case reports as of March 18, 2020. (A) Number of key facts disclosed per sample; distribution was reported using a box-and-whisker plot. (B) Number of key facts disclosed by city; distribution was reported using a heatmap. (C) Frequency of cities with key facts disclosed in case reports in total (N=18). (D) The key facts disclosed in case reports by city. AC: autonomous region capital; MC: municipality directly administered by the central government; PC: provincial capital.

The 4 cities with both the largest number of disclosed key facts and the largest number of reported key indicators are displayed in the orange-shaded areas of Figure 5. The number of key facts disclosed was similar to the number of key indicators released in these cities. However, a much greater disparity in the facts disclosed compared with the number of indicators released was noted for other cities, such as Wuhan and Zhengzhou.
Discussion

Principal Results

This study presents the first summary of disclosure performance of local authorities related to COVID-19 epidemic information reporting in major mainland China cities as of March 2020. We found that most cities responded proactively and in a timely manner to disclose key information regarding the COVID-19 outbreak by publishing theme-based COVID-19 contents on the websites of local authorities. After the national authority incorporated COVID-19 as a notifiable disease by law on January 20, 2020, almost all the capital cities publicly reported their first case of COVID-19 on the day of confirmation or the following day via the official websites. News updates, epidemic surveillance, and advice for the general public have been the most frequently released contents on these COVID-19 webpages. The rapid and transparent reports published in China surpass the responses of most countries during the current pandemic [11].

We performed an assessment of the content released from the epidemic surveillance summaries and confirmed case reports of each city. There were variations in the key indicators released and key facts disclosed as part of the publicly available information recorded by each city in the study. Given the recent communication regarding COVID-19 risks and the community engagement action plan guidance that was developed and recommended by the WHO [3], we suggest that the significant dissimilarities in message and data templates for compiling epidemic surveillance summaries and confirmed case reports may need to be addressed in some of the cities as they have important implications for information disclosure and risk communication during any pandemic or serious event.

The general public’s misconceptions about COVID-19 in the United States and the United Kingdom in the early stages of the regional epidemic highlight the importance of timely and effective information disclosure by public health authorities [12]. This research revealed the efforts being made throughout the major municipalities of China. Regarding the scope of information released—as summarized and predefined in seven content categories—we revealed significant shortcomings in content related to misinformation clarification and frequently asked questions. Based on our review of the webpages archived in Multimedia Appendix 3 of this article, it is also worth noting that the information published on the webpages lacked clear content category labels for some cities (eg, Shijiazhuang and Lanzhou), and the content in some categories were mixed with unrelated material. As a resource that must provide prompt and accurate information, disorganization becomes an inevitable barrier for the dissemination of information to the general public. This finding underscores the need for clearly labeled content categories, proper sorting, and a clear focus on the needs of the audience when disclosing information during an emergency. In addition, the need for compliance with usability principles for information released on these types of websites has been highlighted in previous research published in the United States [13].

The epidemic surveillance summaries and confirmed case reports presented case-by-case in our research have been widely used as important resources for publicly available data in several clinical and epidemiological studies of COVID-19 [14-18]. As a valuable source of COVID-19 epidemiological data reported
in the context of both entire populations and individuals, epidemic surveillance summaries usually include key indicators like COVID-19 cases, deaths, and recoveries, all of which may be used to track epidemic trends. A prime example is one of the most commonly cited web-based interactive dashboards [19], hosted by Johns Hopkins University [15], that has contributed information that supports public health decision making and global communication. In the present study, our results revealed dissimilarities between the key indicators released in the summary reports of different cities. Which kind of indicators should be reported to the public? There is still a lack of consensus on this topic among the municipal governments in China during the epidemic, as we have revealed in the analysis of indicators involved in the epidemic surveillance summaries. Owing to the lack of consistent protocols and standards used to report findings and data related to the epidemic, it is difficult for the general public to identify and interpret the entire scope and magnitude of the health risks they face. Meanwhile, if given properly presented information, professional researchers would have been able to collect and curate data as rapidly and widely as possible rather than compile it manually at higher labor costs because of incompatible record styles. Further, the numbers of daily hospital admissions and discharges, which are less-biased indicators for detecting changes in COVID-19 transmission dynamics [20], were not fully investigated in the epidemic summaries.

Concerning the confirmed case reports, although the machine-accessible, detailed, real-time, and robust individual-level epidemiology data for COVID-19 are publicly available [21], the primary data records used in the official case reports face the same challenge as the epidemic surveillance summaries as presented in our results. Another issue in the public reporting of individual confirmed patients on a case-by-case basis is the overall workload. With the epidemic continuing to expand quickly, this surge can surpass the response capacity of local authorities. At times, they have been unable to disclose information on an individual level as quickly as desired during the emergency. This was most notable in the case of Wuhan. Given that the details disclosed in the confirmed case reports were crucial to the estimation of key epidemiological parameters like incubation periods [17], severity [16], transmission dynamics [18], and prediction models [22], the responsibility of maintaining the integrity and impartiality of each recorded case was more critical than ever. However, upon our assessment of the details in the confirmed case reports, we observed a disparity in the contents and the number of indicators released by each municipality, and it is worth noting that almost all case reports from the local authorities could be improved for better accuracy and completeness to some extent. Moreover, rapid information disclosure and data sharing are necessary for informed public health decision making and subsequent actions during public health emergencies [23]. The balance between public information disclosure and individual privacy concerns must be addressed. Maintaining the confidentiality of patients’ names is challenging during a crisis like the COVID-19 pandemic. We found that anonymous identification was rarely used in the majority of confirmed case reports, while the surname, gender, age, and place of residence of confirmed cases were disclosed simultaneously in some cases (eg, Tianjin and Zhengzhou). The risk of personal information leaks in some cities’ case reports needs to be addressed, and further effort is needed to ensure the anonymity of individual patients.

Limitations
There are several limitations to this study. First and foremost, capital cities are generally larger and denser, and they are unlikely to be representative of most Chinese cities. Therefore, the generalizability of our findings is limited. Second, the checklist we developed as a rapid qualitative assessment tool is somewhat subjective, and it is possible that some variations of information disclosure across the samples may be either overlooked or underestimated. Additional quantitative research would allow for a more accurate triangulation of the results. Third, local information disclosure performance might vary over time because of the rapidly evolving COVID-19 epidemiologic status in different regions. A retrospective longitudinal case study could further explain the evolution of the authorities’ responses during the outbreak. An examination of trust and feedback from the local population regarding the authorized sites would provide direct evidence for information communication improvement of the sites. Fourth, internet social media as another available major public resource was not included in this study. We assumed that the official websites of the cities in question would be the most authoritative sources of disclosed information. However, real-time and rolling COVID-19 updates available through social media channels have the potential to provide more information to the public. A more comprehensive future study could include social media as an alternative data source.

Conclusions
Promoting the disclosure of information related to public health emergencies and providing the public with regular channels through which authoritative up-to-date information is disclosed are both essential for the timely communication of risk information and guidance. Our results augment the awareness of information and data disclosed on a city-by-city basis during the COVID-19 outbreak in China. The local authorities in major Chinese cities universally established COVID-19 webpages on their official websites to ensure the effective disclosure of epidemic information. Nevertheless, further improvements to local reporting practices will further contribute to effective public communication and more efficient public health research. This study offers insight into the deficiencies currently found in local information disclosure methods that were exposed during the COVID-19 epidemic in China. Therefore, the development of uniform protocols and standards of epidemic message templates must be encouraged, as should the use of standard operating procedures to regularly update all vital information in a manner that the public can easily interpret and researchers can effectively analyze. Our findings suggest that these issues should be considered a critical policy priority for the national health authorities in China and most countries worldwide.
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Abstract

Researchers must collaborate globally to rapidly respond to the COVID-19 pandemic. In Europe, the General Data Protection Regulation (GDPR) regulates the processing of personal data, including health data of value to researchers. Even during a pandemic, research still requires a legal basis for the processing of sensitive data, additional justification for its processing, and a basis for any transfer of data outside Europe. The GDPR does provide legal grounds and derogations that can support research addressing a pandemic, if the data processing activities are proportionate to the aim pursued and accompanied by suitable safeguards. During a pandemic, a public interest basis may be more promising for research than a consent basis, given the high standards set out in the GDPR. However, the GDPR leaves many aspects of the public interest basis to be determined by individual Member States, which have not fully or uniformly made use of all options. The consequence is an inconsistent legal patchwork that displays insufficient clarity and impedes joint approaches. The COVID-19 experience provides lessons for national legislatures. Responsiveness to pandemics requires clear and harmonized laws that consider the related practical challenges and support collaborative global research in the public interest.

(J Med Internet Res 2020;22(8):e19799) doi:10.2196/19799
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Introduction

The world continues to wait expectantly for health researchers to develop effective prevention tools, tests, vaccines, and treatments for COVID-19. The collection, analysis, and timely sharing of rich health data is a key component of this unprecedented international research effort [1]. However, data protection laws are not suspended during emergencies such as a pandemic [2]. Many forms of COVID-19 health research involve the processing of personal data, including human health or genetic data. The General Data Protection Regulation (GDPR) [3] regulates the processing of personal data in the European Economic Area (EEA), which includes the 27 European Union Member States as well as Iceland, Liechtenstein, and Norway. (The United Kingdom, following the Brexit transition period, will retain the GDPR in modified form; however, these modifications have not altered the core principles of the GDPR [4,5].) In principle, the GDPR provides a toolset for the processing of personal data in a health crisis, including for health-related research [6]. One of the central reasons for adopting the GDPR and thus replacing its predecessor, the Data Protection Directive [7], was to create a harmonized data protection regime across the EEA [8]. However, a principle weakness of the GDPR is that the interpretation of multiple public health provisions and other health-related provisions is left open to national legislatures. Consequently, countries have
their own solutions and requirements in many aspects where personal data—especially health and genetic data—are processed in these contexts. In particular, research institutions should be aware of the triple authorization they require under the GDPR for international data sharing: a legal basis for processing personal data, legitimation of processing special categories of data (eg, health and genetic data), and a basis for data transfers outside the EEA. Other important considerations for research institutions include respecting the rights of individual data subjects and ensuring appropriate security safeguards. The aim of our analysis is to help research institutions navigate European data protection law within the COVID-19 crisis. We also encourage European and Member State legislators to adopt a more harmonized regulatory framework that supports the needs of public health and research in a pandemic.

A Legal Basis for Processing COVID-19 Data Under Article 6 of the GDPR

A key principle of data protection is that all personal data be processed lawfully. In other words, a research organization must have a legal basis for processing such data. The different legal bases available under the GDPR are listed in Article 6(1). The two bases most suitable for health research are the consent basis and the public interest basis. In the following, we review the strengths and drawbacks of relying on different legal bases for research in a pandemic.

Consent (Article 6[1][a])

At first glance, consent appears to be a straightforward solution for processing personal data in COVID-19 research, as it coincides with the research ethics principle of consent. Consent under the GDPR, however, is seen to be conceptually and operationally different from the informed consent generally required by research ethics [9]. Consent under the GDPR must be freely given, specific, informed, and unambiguous, and it can be withdrawn at any time per articles 4(11) and (7). While this essentially overlaps with requirements in ethics, European data protection authorities have interpreted these four constituent elements of consent more strictly [10].

Where consent is directly sought at the time of data collection in the health care context, patients may be seen as vulnerable people, and the consent may not be valid under the GDPR because of the imbalance between the controller and the data subject [10]. Recent guidance from the European Data Protection Board (EDPB) suggests that consent to noninterventional research obtained by researchers would be legitimate as long as there was no pressure or threat of disadvantage [6]. However, the EDPB does not specify if this would be affected by the severity of illness or by the consent being obtained by the treating physician (paragraphs 21-23) [6]. Health researchers often want to analyze previously collected data as part of routine health care, particularly during a pandemic. The issue of consent regarding the secondary use of health care data for research is challenging. If the data were originally collected only for health care purposes, it would generally be necessary to re-contact the data subjects to obtain their consent to processing of their data for research purposes. Where people are in a critical status of health, which will be the case for most hospitalized patients with COVID-19, obtaining consent may not be practically possible. In addition, health care professionals are overloaded in the situation of a pandemic. It will be difficult for them to find time to provide the necessary information for consent to be valid. Staff approaching patients for consent may also increase their own risk of infection, unless innovative solutions such as electronic consent (eConsent) are implemented.

The requirement that consent be specific is another challenge of this legal basis. Broad consent to pandemic-related research is possible in principle under GDPR Recital 33, which states that “...data subjects should be allowed to give their consent to certain areas of scientific research when in keeping with recognized ethical standards for scientific research.” However, some data protection authorities may not accept such broad purposes as satisfying consent requirements without a subsequent consenting of individual projects. Indeed, the EDPB’s guidelines on consent state that when research purposes cannot be fully specified, other ways should be found to ensure the essence of consent is provided (eg, through additional consents for subsequent steps in the research [10]). In contrast, Dara Hallinan [11] argues that broad consent may still be supported in certain fields of research, such as genomics. With this position in mind, it is particularly unfortunate that the EDPB guidelines on COVID-19 and research make no mention that broader consent is suitable for pandemic research [6].

The spirit of the logic that informs data protection authorities’ insistence on additional consents for broad consent spreads into the relationship of the purpose limitation principle and processing for research. Provided that processing for research purposes is not incompatible with the initial purpose, data may be further processed for such research with appropriate safeguards (Article 5[1][b]). Where consent is the legal basis relied upon, this widening of the purpose limitation principle for research purposes is key. Without this widening, the secondary use of data for research purposes always requires that consent be obtained from the data subject. However, in case of consent, the data protection authorities may require reconsenting, as stated for example by the UK Information Commissioner’s Office [12].

Last but not least, where consent is the legal basis, the data subject retains the right to withdraw their consent at any time. Otherwise, the respect for the data subject’s decisional autonomy that finds its articulation in consent would be meaningless. If the consent that serves as the legal basis for the data processing is withdrawn, processing generally must stop and the data must be erased. Processing may only continue for other purposes based on a separate legal basis that was already established. The EDPB has pointed out on multiple occasions that a data controller cannot swap the legal basis after a withdrawal of consent [10]. This position appears to contradict GDPR Article 17(3)(d), which limits the right to erasure where this would seriously impair research or render it impossible. For ongoing research studies, deleting individual data sets may not render the research impossible, although having to repeat analyses could be cumbersome. For completed research studies, however,
the situation is different, as altering the underlying database may undermine scientific reproducibility.

Given the difficulty of obtaining valid consent from patients with COVID-19 and the ambiguity around the consequences of consent withdrawal, an alternative legal basis is desirable in many situations when processing personal data for research during and after the COVID-19 crisis.

Performance of a Task Carried Out in the Public Interest (Article 6(1)[e])

As scientific research on COVID-19 aims to benefit society as a whole, using the legal basis of a task performed in the public interest appears to be a natural choice. It is also the choice suggested by the EDPB as more appropriate than consent for research in clinical trials [13] and is one of the potential legal grounds mentioned in the EDPB’s guidelines on COVID-19 and research. The availability of the public interest legal basis, however, must be established by Union or Member State law (Article 6[3]). Infectious disease or public health laws may provide the necessary legal basis as a task in the public interest. Where infectious disease legislation does not authorize a public research institution or university to process personal data for pandemic research, they may still be able to rely on their research mission given to them by law. Some countries, such as Finland [14] and Norway [15], have specified in their national legislation that the public interest legal basis may be relied upon where the processing is necessary for scientific purposes.

Overall, the performance of a recognized task in the public interest can also allow other derogations, such as those under Articles 20(3) and 21(6). As such, the public interest legal basis may allow more flexibility than other legal grounds, depending on the conditions of implementation. It is also important to realize that Article 6(1)[e], like any other legal basis outside consent, will require further national legislation implementing Article 9 for processing special categories of data (see below).

Other Legal Grounds in Article 6

Where institutions cannot rely on public interest, legitimate interest is another option, provided that a balancing exercise is performed to ensure that the interest in processing outweighs the privacy interests of the data subject and that the fairness and transparency of the processing is demonstrated (Article 6(1)[f]).

Other options apply to the health care context but do not extend to research:

1. Article 6(1)[c] supports processing to fulfill a legal obligation to which the controller is subject. This basis will cover the reporting of cases and accompanying personal data based on infectious disease acts to the relevant authorities as well as processing of data by the health authorities.

2. Article 6(1)[d] authorizes processing in the vital interest of a data subject or another natural person. Vital interest is strictly construed to mean the immediate life interests of a data subject. Relying on this article for research is too speculative: research aims to produce generalizable knowledge and ultimately to benefit public health and society; thus, it cannot be pursued for the vital interest of an individual.

Article 6(1)[d] can be a valid basis in a treatment context and could even provide an option to track people and inform them about a potential infection risk if the disease is life-threatening. In its Opinion on the notion of legitimate interests of the data controller, the Article 29 Working Party [16] admits that “vital interest” covers personal data processing to warn people of a potential infection during an epidemic; however, they also warn that it should not be the basis for massive collection or processing of personal data. Along the same lines, this legal basis is not even discussed in the recent statement of the EDPB on location data and contact tracing [17].

Further Processing for Scientific Research

Recital 50 of the GDPR indicates that where further processing is compatible with the original purpose, “...no legal basis separate from that which allowed the collection of the personal data is required.” This seems to suggest that data that were not initially collected for research purposes (eg, in the health care context) may also be processed for research based on the original legal basis under which they were collected. For the compatibility of purposes, Article 5[1](b) suggests that further processing for scientific research “...shall...not be considered to be incompatible with the initial purposes” as long as appropriate safeguards are in place (eg, those specified by Article 89[1]).

The extent to which these provisions can be applied beyond the original controller are being controversially interpreted. The European Data Protection Supervisor states in its Preliminary Opinion on data protection and scientific research that Article 5[1](b) does not give a general authorization for further processing for scientific research [9]. A compatibility test should be performed, although in principle, compatibility can be assumed for both original and subsequent controllers processing data from health care for scientific research as long as appropriate safeguards are in place. By contrast, Edward Dove [18] questions if new controllers may avail themselves of the presumption of compatibility. In addition, an investigation of the Swedish government came to the conclusion that with respect to the continuation of the legal basis, only the transfer to a subsequent controller is covered by the original legal basis; the new controller must find its own valid legal ground [19]. The EDPB remains silent on the subject in their guidelines on COVID-19 and research; however, dedicated guidance on the subject of further processing is expected [9]. Given the unclear situation on the usability of the further processing exemption for collaborative research, the establishment of a legal basis based on Article 5[1](b) in combination with Recital 50 is precarious.

Legitimation for the Processing of Special Categories of Data (eg, Health and Genetic Data)

Personal data processed for COVID-19 research invariably includes health data. Health and genetic data are considered to be “special categories” of data. Article 9(1) of the GDPR
prohibits processing of special categories of data by default. Research institutions therefore need not only a legal basis but also an additional legitimation under Article 9(2) to process health and genetic data.

Again, consent is a possible option; however, it faces many of the limitations described above. The GDPR requires that consent be both explicit and specific in the case of Article 9(2)(a). As consent for research is traditionally obtained explicitly, the larger challenge is in the interpretation of the term “specific”. Recital 33, however, permits consent to broader areas of scientific research where purposes cannot be fully specified at the time when consent is obtained. Where processing involves special categories of data, however, the EDPB interprets this permission narrowly [10]. This may pose challenges for research on COVID-19, where a broad consent model would be necessary to cover the full range from disease mechanisms to transmission pathways to psychological or socioeconomic consequences of the disease. The information-giving duties of the data controller are increased, as is the way in which consent is recorded [10]. It is therefore useful to examine other options for legitimation.

There are two likely options for processing health and genetic data for research in the COVID-19 context. Article 9(2)(i) foresees processing for reasons of public interest in the area of public health, such as protecting against serious cross-border threats to health; therefore, this article can cover processing in the face of an epidemic. Infectious disease legislation and research into infectious diseases in an epidemic can be legitimated based on this paragraph, but only if the law provides an explicit reference to research for public health or in the event of an epidemic. Article 9(2)(j), on the other hand, covers processing that is necessary for scientific research in general, independent of the type of disease. This legitimation must also be based on Union or Member State law. Moreover, suitable and specific measures to safeguard the fundamental rights and the interests of the data subject are required. The GDPR is silent on what is meant by “suitable and specific measures to safeguard” in this context. However, these measures likely link to the requirements of proportionality, data minimization, and data security. Specific measures may include encryption, pseudonymization, minimization of sensitive data processed, training of personnel, and imposition of duties of confidentiality. The cumulative effect of these measures is to reduce the risks of processing sensitive personal data [20,21].

There is great heterogeneity among EEA countries as to whether and how they make use of these GDPR provisions. For example, regarding the implementation of Article 9(2)(j), the United Kingdom [22] and the Netherlands [23] have limited, among other conditions, the application of these provisions to research in the public interest; Sweden requires ethics approval [24]; and Finland has made defined requirements for technical safeguards [14]. The GDPR furthermore confers powers on Member States to pass additional restrictions on the processing of health and genetic data, thus heightening the potential for divergence (Article 9[4]). Some countries have even adopted separate rules for health data on one hand and for genetic data on the other. For example, Ireland has reintroduced explicit consent as a prerequisite (without a specific government declaration in narrow circumstances) [25]. Where health care data are used, professional secrecy rules must also be considered. These conditions follow national or regional health care legislation.

In consequence, a confusing patchwork of heterogeneous provisions for processing personal health and genetic data for pandemic research has been created across Europe. This inharmonious assortment of differing solutions is not helpful where global cross-border sharing and timely solutions are needed. This is also demonstrated by the EDPB’s guidelines on COVID-19 and research [6]. The recommendations remain on a generic level and refer to Member State solutions without further discussing the context and requirements of the pandemic. For a problem that Europe confronts in unison, we are required to return to the Member State level to find solutions.

**Personal Data Transfer Outside the EEA**

In the face of a truly global pandemic, there is a clear need for researchers to collaborate and rapidly share data internationally. Chapter V of the GDPR imposes limitations on the transfer of personal data outside the EEA, aiming to ensure that Europeans’ personal data are subject to essentially equivalent levels of protection when sent to other countries [26].

Among the number of instruments that can be used in the context of a pandemic, an adequacy decision granted by the European Commission is the most straightforward, as it allows data exchange under the same conditions as within the EEA (Article 45). The utility of this instrument remains limited, however, as only thirteen jurisdictions have received recognition [27]. Adequacy decisions require careful study, as they sometimes cover only certain sectors. Moreover, the continued validity of adequacy decisions may be imperiled if recipient third countries adopt aggressive data collection and processing practices in response to COVID-19 [28,29].

Another option is to adopt one of the appropriate safeguards for transfer is introduced in Article 46. Legally binding and enforceable instruments between public authorities and bodies may be a satisfactory safeguard, particularly for the exchange between health authorities (Article 46[2][a]). For public research, however, few enforceable instruments currently exist. Institutions may also rely on the standard contractual clauses provided by the European Commission (Article 46[2][c]). A notable problem with these clauses, however, is that US government departments, public universities, and academic health centers cannot consent to dispute resolution in European courts [30]. Alternative contractual clauses or administrative arrangements between public authorities and bodies will require approval by the data protection authority and are not likely to provide ad hoc or fast solutions (Article 46[3][a]).

The pandemic, however, may justify the reliance on derogations for specific situations. Cross-border transfers can be legitimated by explicit consent under Article 49(1)(a); however, the same practical barriers must be overcome. For example, the data subject must be informed about the particular transfers envisaged; thus, it is not possible for a data subject to give blanket consent to any future, unspecified transfers outside the EEA [31]. The EDPB furthermore notes that explicit consent
is only suitable for certain situations, such as for private entities conducting COVID-19 research; however, it provides no further guidance other than its guidelines on COVID-19 and research (paragraph 67) [6]. Transfers necessary for important reasons of public interest, where this public interest is recognized in Union law or national law (Articles 49[1][d] and 49[4]), could provide a more appropriate solution in the acute situation of a pandemic, in particular because cross-border research collaboration is an important aspect in fighting a pandemic. However, the EDPB also cautions that transfers according to this derogation shall “not become the rule in practice,” be restricted to “specific situations,” and be “strictly necessary” for the purposes for processing [31]. In the specific situation of the COVID-19 outbreak, the EDPB has conceded “that the fight against COVID-19 has been recognized by the EU and most of its Member States as an important public interest,” grounding this claim in provisions of EU law interpreted through the prism of national measures by Member States adopted in response to the crisis (paragraphs 62-67) [6]. Time will tell if grounding international transfers in the public interest will be an accepted solution across Europe.

Where none of these options can be applied, researchers who are not acting within a public authority in the exercise of its mandate may at least claim as an immediate measure that the transfer is necessary for purposes of compelling legitimate interest that are not overridden by the interests or rights and freedoms of the data subject (Article 49[1]). Such transfers are subject to myriad restrictions; for instance, the transfer must not be repetitive, only concern a limited number of data subjects, implement suitable safeguards, and be underpinned by proof to the relevant data protection authority that no other option is available (Article 49[1]). This is, at best, a stopgap solution.

The EDPB does recognize the importance of international transfers for pandemic research, albeit perhaps half-heartedly (transfers are “probably” required) [6]. The EDPB also suggests that the existing provisions under the GDPR are sufficient to conduct such transfers. Given that the European research community is still waiting for solutions for international research data sharing to be developed outside the pandemic context, the lack of a clear route remains a serious concern.

**Derogation of Data Subject Rights**

An additional hurdle is created through the strict information-providing obligations research institutions have toward data subjects under the GDPR. Extensive information on the use of data must be provided to the data subject before collection, including information about the legal basis for processing and the intention to transfer personal data to third countries (Article 13). There are only narrow exceptions to the requirement that direct information be given to the data subject. Exceptions are foreseen in cases where data are not obtained directly from the data subject (Article 14). COVID-19 research involving secondary use of data collected during the care of seriously ill patients may fall under this exception. Where informing the subject of such research would be impossible or would involve disproportionate effort, general information may alternatively be shared on the controller’s web page or in public announcements. The research must be subject to the appropriate safeguards described in Article 89. However, even for the case of secondary use of data collected in health care, the original controller (ie, the health care provider) would still be obligated to inform the data subject about the data sharing for further processing in the research context.

The critiques about the implementation of these requirements are the same as above: providing additional information in the clinical context during an emergency, with many patients in a serious state of illness and experiencing breathing problems, may not be feasible. As no derogation is foreseen, it is not clear how the data protection authorities will judge any retrospective information provided to the patients who survive their disease. A way out could be based on provisions allowing the restriction of all data subjects’ rights in matters of important public interest, such as public health (Article 23). Again, national or European laws must provide the necessary framework. Only a few Member States have implemented such derogations in their national data protection legislation; many of these are superficial, stating the possibility of derogations for public health, among others [23,32]. No detailed provisions have been made specific to related research aspects for the preservation of public health. The resulting legal uncertainty hampers responsive research during a pandemic if appropriate information cannot be provided before starting the research.

**Regulations in a State of Emergency**

Many countries in the EEA provide for the possibility that in emergency situations, the government can enact laws to cope with a crisis such as a pandemic [33-36]. These provisions can restrict the rights of citizens, including their data protection rights, as foreseen in the GDPR itself (Article 23). In a pandemic, such regulations can derogate from data subjects’ rights and provide a legal basis for processing beyond the existing legal framework. These emergency powers do not amount to carte blanche; the measures must be necessary, appropriate, and proportionate to the aim pursued. The EDPB also points out that measures implemented based on emergency situations should be strictly limited to the duration of the emergency [37]. Moreover, to plausibly rely on such powers for research, there must be a close, proximate connection between the research conducted and the pandemic response. Such measures are also subject to oversight by national constitutional or administrative courts, as well as the Court of Justice of the European Union and the European Court of Human Rights.

Debates around emergency derogations in the context of data processing have thus far focused largely on location tracking or contact tracing of people through mobile phones rather than on health research. Such measures can be used to identify people at risk and to monitor adherence to social distancing. The EDPB has issued a letter to the European Commission stating that an enactment of national laws would be a good way to provide a solid legal framework to define the scope and also the limited duration of the use of mobile phone information, disabling of tracking systems, and deleting of data once the crisis is over [38]. At the same time, the EDPB insists that the use of an app...
should be voluntary and not made a mandatory measure or involve any disadvantages for those not opting into the use of the app [38]. The rights of the data subjects should not be compromised but should rather be upheld to retain the trust and buy-in of the citizens. Along these lines, a joint statement has been signed by more than 550 researchers worldwide calling for privacy preserving technologies, strict limitation to COVID-19 purposes, and a voluntary basis for the use of any contact tracing app [39].

Our discussion below brings attention to the need for similar emergency derogations for health research during the pandemic. The two debates are connected: information collected as part of tracking and contact tracing could support research into the course of the pandemic and the mechanisms of virus transmission.

An example of emergency legislation with specific provisions for research was introduced in Italy, where the obligation for prior consultation of the data protection authority where no consent can be obtained can be waived under certain circumstances [40]. This requirement is arguably disproportionate even in normal circumstances; however, even in the present state of the COVID-19 crisis, it is only applicable to clinical trials, observational medicinal product studies, and compassionate therapeutic use that is essential for combating the disease as well as for COVID-19 research projects of the Institutes of Scientific Hospitalization and Treatment funded by the Ministry of Health. Also, derogations from GDPR Article 13 have been made based on Article 23(1)(e). The Italian waiver demonstrates how the current pandemic exposes weaknesses in data protection legislation for research and how emergency regulations can be used as a quick, albeit temporary, remedy.

**Additional Obligations Under Data Protection Law**

The general obligations of controllers to process personal data apply to pandemic research. Article 5 comprises the data protection principles of lawfulness, fairness, transparency, purpose limitation, data minimization, accuracy, storage limitation, integrity, and confidentiality, as well as accountability of the controller. Some of these aspects have been discussed above. The implementation of data protection by design and default is largely described in Chapter IV of the GDPR. Technical and organizational measures must be taken to ensure that the rights and freedoms of data subjects are not unduly compromised. Before they process special categories of data in the COVID-19 context, research institutions will most likely need to perform data protection impact assessments (DPIAs), which act as both a safeguard and a mechanism for enhancing transparency and accountability. Researchers can find guidance regarding the specific rules in their country from dedicated lists of processing requiring a DPIA on the webpage of their data protection authority. A DPIA will need to include further documentation on the processing and the safeguards introduced as well as a subsequent risk analysis covering the potential impact on the rights and freedoms of the data subjects. The French supervisory authority provides a useful guide and associated tool in English and other European languages [41].

In any case, the GDPR requires that security safeguards be proportionate to the risks of processing (Article 32). Research institutions must therefore adopt stricter security safeguards for processing sensitive health and genetic data. Some countries have introduced specific legislative provisions for security safeguards that the research institutions need to be aware of, including technical measures when processing personal data for scientific research (eg, Luxembourg [42]) and when processing health or genetic data (eg, Ireland [25]). The requested safeguards differ between countries.

**Conclusion**

The GDPR has foreseen mechanisms that enable research in a pandemic, which include processing sensitive data of vulnerable people, the need for fast action, and global data sharing. However, these mechanisms depend largely on national implementation. Our analysis demonstrates that variation across national implementations hampers a coordinated global research response in the fight against COVID-19. This is also reflected by the request for a mandate by the EDPB to develop guidelines on short notice [43]. The subsequently published guidelines on COVID-19 and research [6] contain only limited advice that takes into account specific challenges in the research contexts (eg, hospitalized people who are unable to give consent, challenges in information-giving obligations). They largely refer to the principal framework and the possibility of measures based on Member State implementation of the GDPR, which remain incomplete and heterogeneous. Research institutions must investigate their scope of action and requirements on a national level and, when in doubt, contact the competent data protection authorities. Without legal clarity from European and national legislators, certain research institutions may need to lead the response based on their best interpretations of current laws.

As lessons learned from this crisis, the EEA countries should review and adapt their legislation, making particular use of enabling articles such as those relating to processing health data for reasons of the public interest in public health (Article 9[2][i]) and derogations to data subject rights and controller obligations based on public interest (Article 23). To date, few countries have used these for the benefit of research to contribute to public health. This indicates that many legislators and data protection authorities still lack deep understanding of the needs of health research and the reason for the privileged status of scientific research in the GDPR. Learning from the COVID-19 crisis, they should develop an operational framework that is appropriate to the needs of global research in a pandemic and provides legal certainty for researchers to act upon. In establishing national frameworks, legal interoperability should be a key consideration during the legislative process to allow all researchers to participate in joint research efforts under compatible conditions and to efficiently set up and manage cross-border cohorts. The EDPB could act as a coordinator or convener of such a process. This will allow researchers to combat not only future pandemics but also other pressing public health priorities.
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Abstract

Background: The current COVID-19 pandemic is showing negative effects on human health as well as on social and economic life. It is a critical and challenging task to revive public life while minimizing the risk of infection. Reducing interactions between people by social distancing is an effective and prevalent measure to reduce the risk of infection and spread of the virus within a community. Current developments in several countries show that this measure can be technologically accompanied by mobile apps; meanwhile, privacy concerns are being intensively discussed.

Objective: The aim of this study was to examine central cognitive variables that may constitute people’s motivations for social distancing, using an app, and providing health-related data requested by two apps that differ in their direct utility for the individual user. The results may increase our understanding of people’s concerns and convictions, which can then be specifically addressed by public-oriented communication strategies and appropriate political decisions.

Methods: This study refers to the protection motivation theory, which is adaptable to both health-related and technology-related motivations. The concept of social trust was added. The quantitative survey included answers from 406 German-speaking participants who provided assessments of data security issues, trust components, and the processes of threat and coping appraisal related to the prevention of SARS-CoV-2 infection by social distancing. With respect to apps, one central focus was on the difference between a contact tracing app and a data donation app.

Results: Multiple regression analyses showed that the present model could explain 55% of the interindividual variance in the participants’ motivation for social distancing, 46% for using a contact tracing app, 42% for providing their own infection status to a contact tracing app, and 34% for using a data donation app. Several cognitive components of threat and coping appraisal were related to motivation measurements. Trust in other people’s social distancing behavior and general trust in official app providers also played important roles; however, the participants’ age and gender did not. Motivations for using and accepting a contact tracing app were higher than those for using and accepting a data donation app.

Conclusions: This study revealed some important cognitive factors that constitute people’s motivation for social distancing and using apps to combat the COVID-19 pandemic. Concrete implications for future research, public-oriented communication strategies, and appropriate political decisions were identified and are discussed.

(J Med Internet Res 2020;22(8):e21613) doi:10.2196/21613
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**Introduction**

**Background**

The World Health Organization has declared the outbreak of COVID-19 to be a global pandemic [1]. Development of therapeutics and vaccines started early and remains a high priority [2,3]; however, no effective vaccine or drug treatment is currently available [4]. Moreover, negative social and economic consequences of broader shutdowns in many countries are already visible [5]; therefore, measures are being taken to revive social and economic life. The most critical and challenging task is to revive public life while minimizing the risk of infection. In addition to hand hygiene and mask-wearing [6], reducing interactions between people by social distancing is an effective and prevalent public health measure to reduce the risk of infection and spread of the virus within a community [7]. Current developments in several countries show that this measure may be technologically accompanied by mobile apps. Indeed, app stores already offer a wide range of apps related to the current pandemic; meanwhile, privacy concerns are being intensively discussed [8]. Hence, current research is focusing on ethical aspects of contact tracing apps [9,10] and ethical guidelines for such apps have already been formulated [11]. At the same time, an increasing number of national governments are disseminating contact tracing apps to help contain the pandemic; these apps differ remarkably regarding their technological approaches [12]. Importantly, the utility of mobile apps has already been examined in the context of previous epidemics, such as the Ebola epidemic in West Africa between 2014 and 2016 [13,14]. Given the current relevance of social distancing and using mobile apps as a complementary measure to combat the COVID-19 pandemic, in this study, I aimed to examine central cognitive variables that may constitute people’s motivation for social distancing, using an app, and providing health-related data requested by two apps that differ in their direct utility for the individual user. The results would help increase our understanding of people’s concerns and convictions, which can then be specifically addressed by public-oriented communication strategies and appropriate political decisions.

One of the most prominent technological concepts during the pandemic is contact tracing, such as the app concept developed by the Pan-European Privacy-Preserving Proximity Tracing (PEPP-PT) initiative. In general, the Bluetooth connection of a smartphone is used “in order to detect whether two people have come into close enough physical proximity to risk an infection [15].” The app notifies users when they have had critical contact (in terms of time span and spatial proximity) with a person infected with SARS-CoV-2, the virus that causes COVID-19, so that the users can take appropriate measures. Importantly, each individual app user voluntarily provides their infection status and should not be identifiable by other app users because a critical contact is signaled with a temporal delay.

A second app type is offered by the Robert Koch Institute, which is the central institution of the German Federal Government in the field of disease surveillance and prevention. The app is officially called the Corona Data Donation app (Data Donation app) and it is connected to the individual user’s digital wearables (eg, smartwatches and fitness trackers); it continuously tracks data related to the user’s health and daily activities (eg, heart rate and sleep rhythm) and additional personal data, including postal code, weight, age, and gender. According to the official app description, identification of app users is not possible. However, the individual user receives no direct benefit from using this app type, as it does not provide any feedback. Instead, all data are collected centrally by the Robert Koch Institute to create different maps that may indicate and facilitate specific local measures. Importantly, using the Data Donation app and providing the personal data requested by this app are basically the same. In contrast, using a contact tracing app and voluntarily providing one’s own infection status to that app are independent measures. It appears to be important to focus on these very different functional accounts to examine whether users’ evaluation and use motivation are specific or general.

The Protection Motivation Theory and Social Distancing

The present study refers to the protection motivation theory (PMT). This theory was originally developed on the basis of expectancy-value approaches in the context of health sciences to explain preventive behavior based on threat and coping appraisal processes [16]. Meta-analyses [17,18] showed that the components of the theory reliably explain protection motivation. More recent studies supported these findings in several contexts that are not limited to health-related issues, such as skin cancer prevention [19] or people’s intention to receive a seasonal influenza vaccination [20]. For example, Tsai et al [21] successfully applied the PMT to internet users’ motivation for enacting safety precautions, Marett et al [22] used it to explain adaptive and maladaptive responses to risks associated with posting personal information on social networking sites, and Vance et al [23] found that most components of the PMT were significantly related to employees’ intention to comply with information security policies. Moreover, a meta-analysis [24] revealed that the PMT is particularly effective in the context of information security behavior if the behavior is voluntary and specific and the potential security threat is directed to the individual instead of other people or the person’s organization. These conditions are met with respect to the use of a contact tracing app and the Data Donation app. Thus, the PMT is a very powerful and flexible theory that is adaptable to both health-related and technology-related motivations, which qualifies it for the present study.

In general, the PMT comprises threat appraisal of the potential risk (eg, infection with SARS-CoV-2) and coping appraisal of the recommended preventive behavior (eg, social distancing). Threat appraisal includes the perceived severity of and vulnerability to the negative consequences of maladaptive behavior. The more pronounced these two variables, the higher the motivation to perform the recommended behavior. Threat appraisal also includes the perceived rewards associated with not performing the recommended behavior, countering protection motivation. Coping appraisal includes the perceived self-efficacy and response efficacy of the recommended behavior, which positively affect an individual’s intention to actively prevent risks. Coping appraisal also includes the
perceived response costs, which counteract protection motivation. With respect to the prevention of SARS-CoV-2 infection by social distancing, the following hypotheses resulted:

H1a: The perceived severity of an infection is positively related to the motivation for social distancing.

H1b: The perceived vulnerability to an infection is positively related to the motivation for social distancing.

H1c: The perceived rewards associated with avoiding social distancing are negatively related to the motivation for social distancing.

H2a: The self-efficacy regarding social distancing is positively related to the motivation for social distancing.

H2b: The perceived response efficacy of social distancing is positively related to the motivation for social distancing.

H2c: The perceived response costs of social distancing are negatively related to the motivation for social distancing.

In addition to these standard PMT variables, trust was added (see Figure 1). Rousseau et al [25] defined trust as “a psychological state comprising the intention to accept vulnerability based upon positive expectations of the intentions or behavior of another.” Indeed, because social distancing is a measure that only works effectively when performed collectively, trust in other people’s social distancing behavior appears to be a critical component. However, two phenomena are conceivable: in terms of the social exchange theory [26] and the concept of reciprocity [27], higher trust in others’ willingness to adequately perform social distancing may increase one’s own motivation for social distancing. This relation would reflect the benefits of solidarity required to combat the current pandemic [28,29]. Alternatively, and in terms of a compensation mechanism to reduce one’s own infection risk, a negative relationship between trust in others’ social distancing behavior and one’s own protection motivation is conceivable. Thus, the following undirected hypothesis was formulated:

H3a: Trust in other people’s social distancing behavior is related to one’s own motivation for social distancing.

Figure 1. The regression models examined in the present study, with independent variables on the left side and dependent variables on the right side.
Motivations for Using an App and Providing Personal Data

Regarding the use of an app and the provision of personal data, the question arises of whether the corresponding motivations are related to the cognitive variables assumed to constitute protection motivation or whether these are completely different evaluation processes. Depending on the answer to this question, an appropriate public communication strategy can be developed that supports realistic assessments and acceptance of different app types. Given that the main purpose of a contact tracing app is informing the user of critical contacts with infected persons, the perceived severity of and vulnerability to SARS-CoV-2 infection may be positively related to the motivation for using such an app. Perceived rewards of avoiding social distancing may also be associated with app use motivation. In contrast, coping appraisal of social distancing should not be related to the motivation for using a contact tracing app. In general, neither a contact tracing app nor a data donation app can actually help individual users to actively prevent infection. With respect to the motivation for providing personal data to both app types, threat and coping appraisal should not show a relationship because providing this information is only useful for other users (contact tracing app) or researchers and policy makers (data donation app). Thus, the following open research questions were formulated:

RQ1a: Are the motivations for app use and data provision related to the threat appraisal of SARS-CoV-2 infection?

RQ1b: Are the motivations for app use and data provision related to the coping appraisal of social distancing?

Moreover, and with respect to the idea of a compensation mechanism outlined above, reduced trust in other people’s social distancing behavior may also be associated with increased motivation to use a contact tracing app, as this type of app can help the user monitor their own risk of being infected.

H3b: Trust in other people’s social distancing behavior is negatively related to one’s motivation for using a contact tracing app.

Additionally, the present PMT model was extended by threat and trust variables that are specifically tailored to app use (see Figure 1). In line with previous studies applying the PMT to data security issues [30,31], severity of data misuse and vulnerability to data misuse were added when focusing on the motivation for app use and the provision of personal data. Woon et al [31] found that perceived severity but not vulnerability was related to wireless network security measures. Banks et al [30] found that perceived threat was negatively associated with the intention to share personal information on web-based social media platforms, while perceived severity and vulnerability were both positively related to threat appraisal. Accordingly, the following hypotheses were tested:

H4a: The perceived severity of data misuse is negatively related to the motivations for using a contact tracing app and for using the Data Donation app.

H4b: The perceived vulnerability to data misuse is negatively related to the motivations for using a contact tracing app and for using the Data Donation app.

H4c: The perceived severity of data misuse is negatively related to the motivation for voluntarily providing one’s own infection status to a contact tracing app.

H4d: The perceived vulnerability to data misuse is negatively related to the motivation for voluntarily providing one’s own infection status to a contact tracing app.

H6a: Motivation for use is higher for a contact tracing app compared to the Data Donation app.

H6b: Motivation for providing personal data is higher for a contact tracing app when comparing infection status compared to the Data Donation app (health, activity, and personal data).

H6c: The acceptance of mandatory use would be higher for a contact tracing app compared to the Data Donation app.

Finally, as shown in Figure 1, age was included in the regression models examined here due to older people’s higher risk of a severe course of disease elicited by the novel coronavirus [33] and the ongoing public discussion about this risk [34]. Gender was included due to the well-known gender differences in health-related behavior [35]. Finally, the date of participation in this study was considered, as the pandemic was in progress; consequently, subjective risk assessment may change and habituation effects may occur over time.

Methods

Participants

The study included a final data set of 406 German-speaking participants (290 women, 71.4%) with a mean age of 32.56 years (SD 13.76). I previously excluded 9 participants: 3 (33%) were excluded due to incomplete data, 2 (22%) were younger...
than the required minimum age of 18 years for participation, and 4 (44%) reported their gender as “diverse,” which was an insufficient subsample for the gender-related statistical analyses. The highest educational attainment that was reported most often by the 406 participants was a higher education entrance qualification (173, 42.6%), followed by a master’s degree or diploma (93, 22.9%), a bachelor’s degree (70, 17.2%), completed vocational training (41, 10.1%), a secondary school certificate (21, 5.2%), no complete school leaving certificate (6, 1.5%), and main school graduation (2, 0.5%). At the time of the study, 385 of the 406 participants (94.8%) were not using any apps related to COVID-19, while 21 participants (5.2%) had already used the Data Donation app provided by the Robert Koch Institute. Importantly, a contact tracing app did not yet exist but had been officially announced for Germany at the time of the study. The participants were recruited through convenience sampling. The link to the study was broadly disseminated via mailing lists, social media, and a survey platform of a national journal (Psychologie Heute). Participation in the study was voluntary, and no incentives were provided. No identifying data were collected to guarantee the anonymity of the participants. At the start of the study, the participants were informed about the purpose of the study, that all data would be processed only for research purposes, that they would remain anonymous, and that they could prematurely stop the study at any point in time. In the latter case, the participant’s data were deleted from the final data set before the analyses were performed. The participants finally indicated informed consent by clicking a corresponding box. In Germany, as stated by the German Research Association (Deutsche Forschungsgemeinschaft, DFG), ethics committee approval was not required for this survey because the research did not include a treatment, did not pose any threats or risks to the respondents, and was not associated with high physical or emotional stress; also, the respondents were informed about the objectives of the survey. The study ran for 30 days, starting on April 15, 2020.

Procedure

Participants initially provided their gender, age, and highest educational qualification. Afterward, the concept and functions of the two app types were presented in a detailed summary according to official descriptions of the PEPP-PT contact tracing app and the Data Donation app, as outlined above. With respect to each of the two apps, participants answered some questions related to app use. They subsequently assessed data security issues in terms of the perceived severity of potential misuse of their data, their perceived vulnerability to data misuse, and their general trust in official app providers with respect to the use, management, and protection of user data. Then, the participants reported their protection motivation by social distancing and their trust in other people’s social distancing behavior. Finally, they assessed all PMT variables covered by threat appraisal (severity, vulnerability, rewards) and coping appraisal (self-efficacy, response efficacy, response costs) related to the prevention of SARS-CoV-2 infection by social distancing.

Measures

Questions Related to the Apps

Based on a 7-point scale (1=“not motivated at all” to 7=“very motivated”), participants indicated how much they were motivated to voluntarily use the described app and to voluntarily provide the personal data requested by the app. They also responded to the question “How much would you like it if the use of this app became a mandatory requirement for everyone?” (1=“not at all” to 7=“very”) and whether they were already using the existing Data Donation app (yes/no). All subsequent measures were based on three items each with 7-point rating scales (1=“completely disagree” to 7=“completely agree”). All rating scales were continuously numbered from 1 to 7 and had verbal markers at the endpoints.

Data Security Issues

Items adapted from Banks et al [30] and Dang-Pham and Pittayachawan [36] were used to assess the participants’ perceived severity of potential misuse of their data (eg, “If my personal information collected by a coronavirus app would be misused, it could hurt me,” Cronbach α=.80) and the perceived vulnerability to data misuse (eg, “I feel that I am vulnerable to misuse of my personal information collected by a coronavirus app,” α=.76). Items adapted from Lo [32] were used to assess the participants’ general trust in official providers of a COVID-19 app with respect to the use, management, and protection of user data (eg, “I believe that official providers of coronavirus apps are genuine and sincere in managing my personal information,” α=.93).

Motivation for Social Distancing and Trust in Others’ Social Distancing Behavior

Items adapted from Kaspar [37] assessed participants’ protection motivation for social distancing (eg, “Over the next few weeks, I will avoid physical proximity to people who do not live in my household,” α=.80). Trust in other people’s intention to adequately perform social distancing behavior was measured by items adapted from Ross et al [38] (eg, “I think most people are currently trying their best to avoid getting too close to other people in public life so that the coronavirus cannot spread further,” α=.80).

Threat and Coping Appraisal Regarding COVID-19

Items from previous studies [23,36,37,39,40] were adapted to social distancing behavior. Measures of threat appraisal included the perceived severity of an infection (eg, “If I became infected with the coronavirus, it would have a strong negative effect on my health,” α=.89), the perceived vulnerability to an infection if no social distancing was performed (eg, “Other infected people will infect me with the coronavirus if I do not keep appropriate physical distance from them,” α=.74), and perceived intrinsic rewards associated with not performing social distancing from people who do not live in the participant’s household (eg, “I currently enjoy meeting with other people who do not live in my household,” α=.91). Coping appraisal included the participants’ perceived self-efficacy regarding social distancing (eg, “At the moment, it is easy for me to create physical distance to people who do not live in my household.”
α = .62), response efficacy in terms of the effectiveness of social distancing in averting an infection (eg. “Keeping sufficient distance from other people in public life protects me from the coronavirus,” α = .82), and perceived response costs (eg. “At the moment, I find it exhausting to create sufficient spatial distances to other people in public space,” α = .66).

**Results**

**Intercorrelations and Mean Values of Independent Variables**

In sum, intercorrelations among the independent variables of the regression models were rather low, with few exceptions (Table 1). Age and gender showed almost no significant correlation with the PMT or trust variables. The highest correlation was between age and the perceived severity of infection. Perceived response efficacy of social distancing showed several high correlations with other PMT variables. In accordance with the theoretical structure of threat and coping appraisal, perceived rewards and response costs were positively correlated with each other; however, they showed negative correlations with all other PMT variables (severity, vulnerability, self-efficacy, and response efficacy). Trust in other people’s social distancing behavior was weakly positively correlated with self-efficacy and response efficacy. Perceived severity of and vulnerability to data misuse were highly positively correlated with each other but negatively correlated with general trust in app providers. Perceived vulnerability to infection and response efficacy of social distancing were positively correlated with general trust in app providers. Interestingly, the day on which the respondents participated in the survey, reflecting the temporal progress of the pandemic, was positively correlated with perceived rewards associated with avoiding social distancing but negatively correlated with self-efficacy regarding social distancing and trust in other people’s social distancing behavior.

One-sample t tests showed that the mean value of most of the independent variables was above the midpoint of the 7-point scales (Table 2), except for the perceived severity of an infection (no deviation from the midpoint of the scale) and perceived rewards of avoiding social distancing (below the midpoint of the scale). The self-efficacy and response efficacy of social distancing were rated particularly high.
Table 1. Bivariate correlations (Pearson r and two-tailed P value) among all independent variables of the regression models.

<table>
<thead>
<tr>
<th>Variable</th>
<th>1.</th>
<th>2.</th>
<th>3.</th>
<th>4.</th>
<th>5.</th>
<th>6.</th>
<th>7.</th>
<th>8.</th>
<th>9.</th>
<th>10.</th>
<th>11.</th>
<th>12.</th>
<th>13.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age</td>
<td>1</td>
<td>−0.02</td>
<td>0.29</td>
<td>0.08</td>
<td>−0.13</td>
<td>0.23</td>
<td>0.06</td>
<td>0.04</td>
<td>0.12</td>
<td>−0.08</td>
<td>0.09</td>
<td>0.10</td>
<td>−0.05</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>.66</td>
<td>&lt;.001</td>
<td>.11</td>
<td>&lt;.001</td>
<td>.20</td>
<td>.45</td>
<td>.01</td>
<td>.13</td>
<td>.08</td>
<td>.04</td>
<td>.37</td>
<td></td>
</tr>
<tr>
<td>Gender b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>−0.02</td>
<td>1</td>
<td>0.04</td>
<td>0.06</td>
<td>−0.11</td>
<td>0.06</td>
<td>0.07</td>
<td>0.05</td>
<td>0.02</td>
<td>0.01</td>
<td>−0.05</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>.66</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Severity of infection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.29</td>
<td>0.04</td>
<td>1</td>
<td>0.44</td>
<td>−0.17</td>
<td>0.19</td>
<td>0.25</td>
<td>−0.14</td>
<td>−0.07</td>
<td>0.04</td>
<td>0.17</td>
<td>0.05</td>
<td>0.11</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Vulnerability to infection</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.08</td>
<td>0.06</td>
<td>0.44</td>
<td>1</td>
<td>−0.31</td>
<td>0.25</td>
<td>0.52</td>
<td>−0.12</td>
<td>0.05</td>
<td>0.03</td>
<td>0.01</td>
<td>−0.05</td>
<td>0.25</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Rewards of avoiding social distancing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>−0.13</td>
<td>−0.11</td>
<td>−0.17</td>
<td>−0.31</td>
<td>1</td>
<td>−0.37</td>
<td>−0.43</td>
<td>0.28</td>
<td>−0.08</td>
<td>0.17</td>
<td>0.10</td>
<td>0.12</td>
<td>−0.14</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-efficacy regarding social distancing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.23</td>
<td>0.06</td>
<td>0.19</td>
<td>0.25</td>
<td>−0.37</td>
<td>0.50</td>
<td>0.25</td>
<td>0.16</td>
<td>−0.17</td>
<td>0.05</td>
<td>0.03</td>
<td>0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response efficacy of social distancing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.06</td>
<td>0.06</td>
<td>0.25</td>
<td>0.52</td>
<td>−0.43</td>
<td>0.50</td>
<td>0.32</td>
<td>0.11</td>
<td>0.002</td>
<td>0.18</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Response costs of social distancing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.04</td>
<td>0.07</td>
<td>−0.14</td>
<td>−0.12</td>
<td>0.28</td>
<td>−0.25</td>
<td>−0.21</td>
<td>0.1</td>
<td>−0.07</td>
<td>0.06</td>
<td>0.12</td>
<td>0.07</td>
<td>−0.07</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Trust in other people’s social distancing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.12</td>
<td>0.05</td>
<td>−0.07</td>
<td>0.05</td>
<td>−0.08</td>
<td>0.16</td>
<td>0.15</td>
<td>−0.07</td>
<td>1</td>
<td>−0.17</td>
<td>0.02</td>
<td>−0.01</td>
<td>0.10</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Day of participation</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>−0.08</td>
<td>0.02</td>
<td>0.04</td>
<td>0.03</td>
<td>0.17</td>
<td>−0.17</td>
<td>−0.04</td>
<td>0.06</td>
<td>−0.17</td>
<td>0.05</td>
<td>0.05</td>
<td>−0.001</td>
<td></td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Severity of data misuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.09</td>
<td>0.01</td>
<td>0.17</td>
<td>0.01</td>
<td>0.10</td>
<td>0.05</td>
<td>−0.06</td>
<td>0.12</td>
<td>0.02</td>
<td>0.05</td>
<td>0.01</td>
<td>0.53</td>
<td>−0.25</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Vulnerability to data misuse</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>0.10</td>
<td>−0.05</td>
<td>0.05</td>
<td>−0.05</td>
<td>0.12</td>
<td>−0.03</td>
<td>−0.16</td>
<td>0.07</td>
<td>−0.01</td>
<td>0.05</td>
<td>0.53</td>
<td>1</td>
<td>−0.55</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General trust in official app providers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>r</td>
<td>−0.05</td>
<td>0.01</td>
<td>0.11</td>
<td>0.25</td>
<td>−0.14</td>
<td>0.10</td>
<td>0.31</td>
<td>−0.07</td>
<td>0.10</td>
<td>−0.001</td>
<td>−0.25</td>
<td>−0.55</td>
<td>1</td>
</tr>
<tr>
<td>P value</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a—: not applicable.
b0=male, 1=female.
Table 2. Descriptive statistics and results of one-sample t tests against the scales’ midpoint value (4) for independent variables of the regression models (age, gender, and day of participation were excluded due to the inappropriateness of the statistics in these cases).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean (SD)</th>
<th>t</th>
<th>P</th>
<th>Cohen d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severity of infection</td>
<td>4.01 (1.55)</td>
<td>0.139</td>
<td>.89</td>
<td>0.01</td>
</tr>
<tr>
<td>Vulnerability to infection</td>
<td>4.85 (1.46)</td>
<td>11.679</td>
<td>&lt;.001</td>
<td>0.58</td>
</tr>
<tr>
<td>Rewards of avoiding social distancing</td>
<td>2.57 (1.60)</td>
<td>−17.976</td>
<td>&lt;.001</td>
<td>0.89</td>
</tr>
<tr>
<td>Self-efficacy regarding social distancing</td>
<td>6.02 (1.07)</td>
<td>38.148</td>
<td>&lt;.001</td>
<td>1.89</td>
</tr>
<tr>
<td>Response efficacy of social distancing</td>
<td>5.92 (1.17)</td>
<td>33.194</td>
<td>&lt;.001</td>
<td>1.64</td>
</tr>
<tr>
<td>Response costs of social distancing</td>
<td>4.48 (1.48)</td>
<td>6.526</td>
<td>&lt;.001</td>
<td>0.32</td>
</tr>
<tr>
<td>Trust in other people’s social distancing behavior</td>
<td>5.10 (1.21)</td>
<td>18.372</td>
<td>&lt;.001</td>
<td>0.91</td>
</tr>
<tr>
<td>Severity of data misuse</td>
<td>5.09 (1.52)</td>
<td>14.475</td>
<td>&lt;.001</td>
<td>0.72</td>
</tr>
<tr>
<td>Vulnerability to data misuse</td>
<td>4.96 (1.43)</td>
<td>13.442</td>
<td>&lt;.001</td>
<td>0.67</td>
</tr>
<tr>
<td>General trust in official app providers</td>
<td>4.20 (1.65)</td>
<td>2.410</td>
<td>.02</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Motivation for Social Distancing

In the next step, multiple regression analyses were conducted (Table 3). Initially, the assumptions of the linear regression model [41] were checked and met for all models, except for one case of pronounced heteroscedasticity (see Multimedia Appendix 1). Hence, significance testing was based on the heteroscedasticity-robust HC3 estimator in this case [42], while the standard ordinary least squares (OLS) estimator was preferred in cases of homoscedasticity [43]. The participants’ motivation for social distancing, serving as a dependent variable, showed a positive relation to the perceived severity of an infection (supporting H1a), no relation to the perceived vulnerability to an infection (contradicting H1b), and a negative relation to perceived rewards associated with avoiding social distancing (supporting H1c). Self-efficacy and response efficacy of social distancing were positively and strongly related to the motivation for social distancing (supporting H2a and H2b), whereas perceived response costs were unrelated (contradicting H2c). Finally, trust in other people’s social distancing behavior was positively related to participants’ motivation for social distancing (supporting H3a), whereas the day of participation, age, and gender were nonrelated. Overall, the model explained 55% of the interindividual variance in participants’ motivation for social distancing. Importantly, all independent variables except gender showed significant bivariate correlations with the motivation for social distancing; however, several of these significant relationships disappeared in the complete regression model that simultaneously considered all independent variables (for bivariate correlations, see Multimedia Appendix 1).
Table 3. Results of the multiple regression analyses with standardized coefficients ($\beta$) and $P$ values based on the heteroscedasticity-robust HC3 estimator ($P_{HC3}$) or standard OLS estimates ($P_{OLSE}$).

<table>
<thead>
<tr>
<th>Independent variable</th>
<th>Motivation for social distancing ($R^2$=.547, $P&lt;.001$)</th>
<th>Motivation for using a contact tracing app ($R^2$=.457, $P&lt;.001$)</th>
<th>Motivation for providing the infection status to a contact tracing app ($R^2$=.423, $P&lt;.001$)</th>
<th>Motivation for using the Data Donation app ($R^2$=.344, $P&lt;.001$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>$P_{HC3}$</td>
<td>$\beta$</td>
<td>$P_{OLSE}$</td>
</tr>
<tr>
<td>Age</td>
<td>-.034</td>
<td>.34</td>
<td>-.021</td>
<td>.61</td>
</tr>
<tr>
<td>Gender$^c$</td>
<td>-.015</td>
<td>.70</td>
<td>-.047</td>
<td>.22</td>
</tr>
<tr>
<td>Severity of infection</td>
<td>.117</td>
<td>.003</td>
<td>.077</td>
<td>.09</td>
</tr>
<tr>
<td>Vulnerability to infection</td>
<td>-.014</td>
<td>.74</td>
<td>.072</td>
<td>.14</td>
</tr>
<tr>
<td>Rewards of avoiding social distancing</td>
<td>-.254</td>
<td>&lt;.001</td>
<td>-.017</td>
<td>.70</td>
</tr>
<tr>
<td>Self-efficacy regarding social distancing</td>
<td>.211</td>
<td>&lt;.001</td>
<td>.128</td>
<td>.006</td>
</tr>
<tr>
<td>Response efficacy of social distancing</td>
<td>.401</td>
<td>&lt;.001</td>
<td>.103</td>
<td>.045</td>
</tr>
<tr>
<td>Response costs of social distancing</td>
<td>.029</td>
<td>.41</td>
<td>.137</td>
<td>.001</td>
</tr>
<tr>
<td>Trust in other people’s social distancing behavior</td>
<td>.118</td>
<td>.003</td>
<td>-.078</td>
<td>.046</td>
</tr>
<tr>
<td>Day of participation</td>
<td>-.025</td>
<td>.53</td>
<td>-.042</td>
<td>.29</td>
</tr>
<tr>
<td>Severity of data misuse</td>
<td>N/A$^d$</td>
<td>N/A</td>
<td>-.098</td>
<td>.03</td>
</tr>
<tr>
<td>Vulnerability to data misuse</td>
<td>N/A$^d$</td>
<td>N/A</td>
<td>-.219</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>General trust in official app providers</td>
<td>N/A$^d$</td>
<td>N/A</td>
<td>.379</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

$^aP_{HC3}$: $P$ value based on the heteroscedasticity-robust HC3 estimator.

$^bP_{OLSE}$: $P$ value based on the standard ordinary least squares estimate.

$^c$0=male, 1=female.

$^d$Not applicable.

Motivations for Using a Contact Tracing App and the Data Donation App

Regarding participants’ motivation for using an app (Table 3), the multiple regression analyses revealed some differences between the contact tracing app and the Data Donation app. Independently of the app type, there was no relation between use motivation and the components of threat appraisal of SARS-CoV-2 infection (severity, vulnerability, and rewards) (RQ1a). In contrast, all components of coping appraisal (self-efficacy, response efficacy, and response costs) were positively related to the motivation for using a contact tracing app but not related to the motivation for using the Data Donation app (RQ1b). Trust in other people’s social distancing behavior was negatively related to the motivation for using a contact tracing app (supporting H3b) but also to the motivation for using the Data Donation app (not predicted). Perceived severity of data misuse was negatively and exclusively related to the motivation for using the Data Donation app (partially supporting H4a), while age was negatively and exclusively related to the motivation for using the Data Donation app (not predicted). Perceived vulnerability to data misuse was negatively and strongly related to the motivations for using both app types (supporting H4b). Also, general trust in official app providers showed a positive and the most pronounced relation to the motivations for using both app types (supporting H5a). The participants’ gender and the day of participation in the study were not related to app use motivation. The models explained 46% and 34% of the interindividual variance in the participants’ motivation for using a contact tracing app and the Data Donation app, respectively.

Motivation for Providing One’s Own Infection Status to a Contact Tracing App

In the final regression analysis, the participants’ motivation for voluntarily providing their own infection status to a contact tracing app served as the dependent variable (Table 3). Threat appraisal of an infection (RQ1a) and coping appraisal of social distancing (RQ1b) were not significantly related to the motivation for providing one’s own infection status, as expected. Trust in other people’s social distancing behavior was negatively related to the motivation for providing the infection status to the contact tracing app (not predicted). Perceived severity of data misuse did not show a significant relation to participants’ willingness to share their infection status (contradicting H4c); however, perceived vulnerability to data misuse showed a negative relationship (supporting H4d). Moreover, general trust in official app providers showed a positive and strong relationship to the motivation for providing the infection status (supporting H5b). Again, the participants’ gender and the day of participation in the study were not related to the motivational dependent variable. The explained variance was 42%.
Use Motivation and Acceptance of App Types

Finally, t tests for paired samples revealed that the motivation for using an app was higher for the contact tracing app (mean 4.11, SD 2.24) than for the Data Donation app (mean 3.76, SD 2.13; t_{405}=3.72, P<.001, Cohen d=0.18) (supporting H6a). The motivation for providing the personal data requested by the individual app type was also higher in the case of the contact tracing app (mean 4.48, SD 2.32) compared to the Data Donation app (mean 3.41, SD 2.23; t_{405}=10.86, P<.001, d=0.54) (supporting H6b). Also, participants were more receptive to the idea of the contact tracing app becoming mandatory (mean 3.06, SD 2.17) compared to the Data Donation app (mean 2.65, SD 1.98; t_{405}=6.57, P<.001, d=0.33) (supporting H6c).

Discussion

The results of the present study show that the PMT is a useful model to explain people’s motivation to protect themselves from SARS-CoV-2 infection by social distancing and to use apps related to the COVID-19 pandemic. Although previous research [44] showed that a motivation-behavior gap can occur because “people do not always do the things that they intend to do,” motivation supports effective health measures.

Social Distancing

Threat-appraisal of potential infection was related to the motivation for social distancing. Perceived severity of infection was positively related to the motivation for social distancing; however, perceived vulnerability was not. This result indicates that the perceived severity of an infection with SARS-CoV-2 is more important for social distancing motivation than the perceived vulnerability when both variables are simultaneously considered. Also, perceived intrinsic rewards of not performing social distancing showed a strong negative relationship to protection motivation, indicating that perceived social benefits from being physically surrounded by others can counteract prevention strategies. Hence, it appears to be important to develop alternative and appropriate means to satisfy people’s social needs during the pandemic. Indeed, the longer the pandemic and the restrictions associated with it last, the more the commitment of the population to prevention strategies may decrease. The day of participation in this study, reflecting the temporal progress of the pandemic, was positively correlated with perceived rewards associated with not social distancing but negatively correlated with self-efficacy regarding social distancing and trust in other people’s social distancing behavior. A more encouraging result is that coping appraisal of social distancing, namely self-efficacy and response efficacy, showed strong positive relationships to the motivation for social distancing and were rated above average. Hence, it appears it would be fruitful to foster these factors with health campaigns.

At the same time, perceived costs of social distancing were not related to protection motivation but were also rated above average. In contrast, the perceived rewards of avoiding social distancing were rated below average; this draws a somewhat contradictory picture that should be scrutinized in further research. Finally, and in line with social exchange theory [26] and the concept of reciprocity [27], participants’ trust in other people’s social distancing behavior was positively related to their own motivation for social distancing. This result is promising, as it supports the relevance of solidarity required to combat the current pandemic [28,29].

App Use

It is important to note two aspects once more. First, while using the Data Donation app and providing the personal data requested by this app are basically the same, using a contact tracing app and voluntarily providing one’s own infection status to this app are independent measures. Second, although neither app type helps reduce the user’s individual risk of infection, a contact tracing app has some personal utility because it can help an individual monitor their own risk of being infected, whereas the Data Donation app has no direct utility for its users. Given these conceptual and technical differences, threat-appraisal of potential infection was not related to the motivation for using either app type or for providing one’s own infection status to a contact tracing app. However, all components of coping appraisal of social distancing were positively related to the motivation for using a contact tracing app but were not related to using the Data Donation app. Self-efficacy and the response efficacy of social distancing were positively correlated to the motivation for using a contact tracing app, indicating that people who believe in their coping skills and the effectiveness of the recommended coping strategy tend to support further measures to combat the pandemic. At the same time, the participants appeared to be interested in effective ways to combat the pandemic overall, as the motivation for using a contact tracing app increased when perceived costs of one’s own social distancing behavior increased but trust in other people’s social distancing behavior decreased. Trust in others’ social distancing behavior was additionally negatively related to the motivations for providing one’s own infection status to a contact tracing app and for using the Data Donation app. Hence, when people have the impression that their fellow human beings are being less solidary by adhering less to recommended or even prescribed behaviors, they apparently attempt to compensate for this tendency by donating their personal data without receiving any direct counter value. However, participants’ motivation for use, providing the requested data, and accepting mandatory use were higher for the contact tracing app than for the Data Donation app. Consequently, people are still more motivated to use the more personally useful app. Interestingly, age was negatively related to the motivation for using the Data Donation app. This result may indicate young people’s generally higher willingness to use apps, as already shown by Cho [45]. However, when participants were explicitly asked how willing they were to provide the personal, health, and activity data requested by this app (although this was already highlighted in the app description), this willingness was not correlated with age (r=-.02, P=.74). Apparently, it is important to be as transparent as possible when indicating which specific data are collected by an app to create the basis for truly informed consent. Finally, the perceived severity of and vulnerability to data misuse were negatively related to the participants’ motivation for using a contact tracing app; meanwhile, only vulnerability to data misuse was negatively related to the motivation for providing one’s own infection status to a contact tracing app and for using the Data Donation app.

http://www.jmir.org/2020/8/e21613/
official app providers was the most important independent variable with respect to app use motivation and data provision and donation. This result emphasizes the significant role of data security issues and trust in the context of app-based measures to combat the current pandemic.

Limitations
Some limitations of the present study should be mentioned. First, these are cross-sectional, correlational data that do not allow conclusions regarding causal relationships between the independent and dependent variables of the regression models. Second, even though the present sets of psychological variables explained substantial interindividual variance in the participants’ motivation for social distancing, using apps, and providing personal data, situational factors may also play important roles. Furthermore, a high motivation for social distancing may be counteracted by insufficient space in urban infrastructure and public transport, while app use motivation also depends on the availability of the required hardware, usability of the software, and reliability of the data processing. Third, the participants’ behavioral motivations were observed rather than their actual behavior. At the time of the study, an official contact tracing app was not yet available but had already been announced by the German Federal Government. The app has since been released (June 16, 2020); therefore, the actual download frequency and behavioral data of the app will be available for future research. Fourth, and relatedly, open questions remain as to whether different providers are assessed as having different levels of trust and how this could influence the relationships observed. Fifth, the present results are based on linear regression analyses, as the statistical assumptions were met, and all rating scales were treated as metric (except gender as a nominal variable), including the dependent variables. However, ordinal regression models may be considered as an alternative approach (with different limitations) which, however, largely replicated the present results for all models (see Multimedia Appendix 1). Finally, the participants in this sample had a mean age of approximately 33 years and were all residents of Germany; therefore, the generalizability of the present results to older people and other countries or cultures should be applied with caution.

Conclusion
The present study revealed four key findings. First, the present models revealed some important cognitive factors that constitute people’s motivation for social distancing and using apps to combat the COVID-19 pandemic. However, the reduced model assessing the motivation for social distancing explained more interindividual variance than the extended model addressing app use, indicating that app use is more strongly constituted by other factors. Second, in addition to processes of threat and coping appraisal, social trust was found to be a relevant factor, highlighting the importance of both interpersonal solidarity and data security issues in the context of the ongoing pandemic. Third, the focus of the present study was on the joint contribution of several independent variables to the motivations for social distancing, using an app, and providing health-related data. As a consequence, several bivariate correlations between independent and dependent variables disappeared when independent variables were considered simultaneously in the regression models (cf. Multimedia Appendix 1). This result indicates that health campaigns addressing complex cognitive appraisal processes may fall short when focusing on selected correlations between individual variables. Finally, participants preferred the use of a contact tracing app compared to a pure data donation app that has no direct utility for its users.
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Abstract

Background: The spread of the 2019 novel coronavirus disease, COVID-19, across Asia and Europe sparked a significant increase in public interest and media coverage, including on social media platforms such as Twitter. In this context, the origin of information plays a central role in the dissemination of evidence-based information about the SARS-CoV-2 virus and COVID-19. On February 2, 2020, the World Health Organization (WHO) constituted a “massive infodemic” and argued that this situation “makes it hard for people to find trustworthy sources and reliable guidance when they need it.”

Objective: This infoveillance study, conducted during the early phase of the COVID-19 pandemic, focuses on the social media platform Twitter. It allows monitoring of the dynamic pandemic situation on a global scale for different aspects and topics, languages, as well as regions and even whole countries. Of particular interest are temporal and geographical variations of COVID-19–related tweets, the situation in Europe, and the categories and origin of shared external resources.

Methods: Twitter’s Streaming application programming interface was used to filter tweets based on 16 prevalent hashtags related to the COVID-19 outbreak. Each tweet’s text and corresponding metadata as well as the user’s profile information were extracted and stored into a database. Metadata included links to external resources. A link categorization scheme—introduced in a study by Chew and Eysenbach in 2009—was applied onto the top 250 shared resources to analyze the relative proportion for each category. Moreover, temporal variations of global tweet volumes were analyzed and a specific analysis was conducted for the European region.

Results: Between February 9 and April 11, 2020, a total of 21,755,802 distinct tweets were collected, posted by 4,809,842 distinct Twitter accounts. The volume of #covid19-related tweets increased after the WHO announced the name of the new disease on February 11, 2020, and stabilized at the end of March at a high level. For the regional analysis, a higher tweet volume was observed in the vicinity of major European capitals or in densely populated areas. The most frequently shared resources originated from various social media platforms (ranks 1-7). The most prevalent category in the top 50 was “Mainstream or Local News.” For the category “Government or Public Health,” only two information sources were found in the top 50: US Centers for Disease Control and Prevention at rank 25 and the WHO at rank 27. The first occurrence of a prevalent scientific source was Nature (rank 116).

Conclusions: The naming of the disease by the WHO was a major signal to address the public audience with public health response via social media platforms such as Twitter. Future studies should focus on the origin and trustworthiness of shared resources, as monitoring the spread of fake news during a pandemic situation is of particular importance. In addition, it would be beneficial to analyze and uncover bot networks spreading COVID-19–related misinformation.
Introduction

Overview

The emergence of SARS-CoV-2 and the associated COVID-19 [1] was first observed and described in China [2-6]. The subsequent spread across Asia [7] and Europe [8], including Northern Italy [9-12], in early 2020 sparked a significant increase in public interest and media coverage [13] including on the social media platforms Weibo [14] and Twitter [15,16]. During the following weeks, several SARS-CoV-2 infections were reported in other European countries [17,18] including the United Kingdom [19], Germany [20,21], France [22], and Spain [23].

According to Merchant and Lurie [24], several aspects play an important role in coping with the COVID-19 pandemic situation, especially in the digital age. First, “directing people to trusted sources” stands out, and neither a vaccine or drug against SARS-CoV-2 exists as of the time of writing. Second, the authors describe “social media as a diagnostic tool and referral system.” By monitoring related activities on different social media platforms, public authorities or research institutions can gather valuable insights into regional trends, country-specific trends, or even the global situation. Third, misinformation and rumors can quickly spread in a globally connected world [24,25]. Misbeliefs, fake news, and conspiracy theories pose a severe threat and might put people’s lives in danger [26]. In this context, Merchant and Lurie [24] propose a strategy of “counteracting misinformation” actively. In this way, they argue that “enabling a culture of preparedness” could be achieved.

In this context, the origin of information plays a central role in the dissemination of evidence-based information about the SARS-CoV-2 virus and the associated COVID-19. On February 2, 2020, the World Health Organization (WHO) constituted a “massive infodemic” and argued that this situation “makes it hard for people to find trustworthy sources and reliable guidance when they need it” [27,28].

Several trustworthy sources seem to be of particular interest [15,29]: research, public health, and government institutions, as well as news agencies or broadcasting companies and digital or print newspapers.

Related Work

In 2009, Eysenbach [30] described the infodemiology and infoveillance concepts as a set of “public health informatics methods” to “analyze search, communication and publication behavior on the Internet.” During the 2009 H1N1 flu pandemic, Chew and Eysenbach [31] applied this concept for a content analysis of topic-related posts on Twitter in which they analyzed diseases-related trends, the origin of shared resources, and the sentiment expressed in swine flu tweets as posted via the platform.

Fu et al [32] analyzed how people reacted to the Zika epidemic in the Americas from 2015 to 2016. The authors analyzed 132,033 tweets with the keyword “zika” written in the languages English, Spanish, and Portuguese via the Twitter application programming interface (API). The authors reported that the top ranked shared resources originated from social media platforms such as “Facebook, Instagram, Twitter, YouTube, LinkedIn, Tumblr, the blogging site WordPress, […] which accounted for 26% of all domains.” In the Zika study, the Centers for Disease Control and Prevention (CDC) and the WHO amounted to “0.06%” and “0.05%,” respectively. This corresponded to a 90th and 140th rank, respectively.

However, people do not only share evidence-based or trustworthy content in social media environments [33]. Southwell et al [34] pointed out that misinformation and perils exist that can lead to a spread of incorrect information, ambiguous meanings, and misperceptions, which can persist for a long period of time, and it can be resource intensive to counter misinformation “once it has enjoyed wide exposure.”

In the context of the current COVID-19 pandemic, an example of such incorrect information is the “5G conspiracy theory” [35], which led to phone masts being attacked in the United Kingdom [36].

Abd-Alrazaq et al [16] analyzed the content and sentiment of about 2.8 million COVID-19–related tweets retrieved via the Twitter standard search API written in the English language. They identified “four main themes: origin of the virus; its sources; its impact on people, countries, and the economy; and ways of mitigating the risk of infection” by applying topic modelling techniques using latent Dirichlet allocation. However, the analysis of shared resources and temporal and geographical variations of their 2.8 million tweets collection was not in the focus of their study.

Aims of the Study

For this infoveillance study, during the early phase of the COVID-19 pandemic, the authors decided to focus on the social media platform Twitter, as the platform allows monitoring of the dynamic pandemic situation on a global scale in real time for different aspects of a topic, languages, as well as regions and even whole countries.

In this context, the research questions (RQs) of this study were as follows:

1. What tweet volume was observed among COVID-19–related hashtags at the beginning of the pandemic before and after the WHO announced the name of the disease?
2. How did information on COVID-19 and its associated impact spread during the epidemic situation in Europe from early February to early April 2020?
3. What proportion of information originates from public institutions, media channels, and scientific journals, and which channels stand out?

To the best of the authors’ knowledge, no similar COVID-19 study has been conducted on a comparable scale.

**Methods**

**Study Design**

This *infoveillance* study on the use of hashtags in the early onset of SARS-CoV-2 in the European countries consists of three stages. First, to answer RQ1, tweets with SARS-CoV-2– and COVID-19–related hashtags were collected. An analysis of which hashtags were used depending on 7-day intervals was conducted after the WHO announcement that named the disease on February 11, 2020. Second, based on the given geolocation information, the number of tweets from the European countries and their variations in time were analyzed (RQ2). Third, European tweets with online resources (ie, URL information) were extracted. The target of the URL was examined to determine its origin (eg, news agency, government institution, social media).

**Study Setting**

In the early onset of the SARS-CoV-2 epidemic, several hashtags emerged worldwide. Based on the global Twitter trends and media coverage in January 2020, eight hashtags were initially included for collecting tweets beginning on February 9, 2020. In late February and at the beginning of March 2020, several other hashtags were increasingly used and, therefore, included in the study setting (see Multimedia Appendix 1). The special European focus was initiated by monitoring the worsening of the severe SARS-CoV-2 outbreak in the Northern Italian regions Lombardy and Emilia Romagna [10,11,37]. For this reason, the authors decided to add the two Italy-specific hashtags #coronavirusitaly and #coronavirusitalia that were prevalent around the third week of February 2020, as reported by Twitter trends at that time.

In total, 16 hashtags were selected for collecting COVID-19–related tweets for the purpose of temporal, geolocation, and link category analyses.

**Data Acquisition**

**Twitter Data**

For this study, tweets were collected between February 9 (midnight Central European Summer Time [CEST]) and April 11 (11:59 PM CEST), 2020, using the “Filter realtime Tweets” endpoint of the Twitter Streaming API [38] via the Java library Twitter4J [39] with the “standard” access level. To build the related filter query, the aforementioned hashtags (see Study Setting) were connected using the OR operator. Matching tweets were then processed by a self-implemented software framework written in Java (Oracle Corporation). Duplicate tweets as well as retweets were removed in this process. A tweet’s text, its metadata (eg, URLs appended to a tweet), as well as the user’s profile information were extracted. The results were then stored in a *PostgreSQL* in v10.12 [40]. The processing workflow is depicted in Figure 1.
Twitter Analysis

In the context of this study, a tweet contains at least one of the 16 hashtags [a] to [p] in Multimedia Appendix 1 as described in the section Study Setting. All analyses were conducted based on these hashtags. Additionally, detected hashtags mentioned in a specific tweet were not considered.

Twitter provides geographic information of a Twitter user’s location (ie, latitude $\phi$ and longitude $\lambda$) [41]. According to the Twitter API, such geographic information can either be an exact point location or a bounding box (ie, a larger area or an entire region). Given such a bounding box, our analysis framework computed the geometric center of it and used this information as a point location.

However, Twitter users can deactivate sharing of their location information. If the geographic information was given, we leveraged this information to plot tweet locations on a map. The authors defined the European area with geographical limits ranging from $34.839^\circ<\phi<75.00^\circ$ latitude (excluding the islands of Svalbard) and $-31.26192^\circ<\lambda<-59.34569^\circ$ longitude. Corresponding maps visualize the geographical and temporal spread of the pandemic via tweets in the European countries.

Link Category Analysis

Twitter users can share external resources to disseminate important information or to support an individual statement. In the context of RQ3, all URLs shared by users, excluding retweets or citations, were of particular interest. Before categorization could be conducted, URLs shortened by a corresponding service (eg, bit.ly, buff.ly) were resolved in an automatic procedure using the crawler4j framework [42]. In case shortened links could not be resolved, those URLs were left as originally captured via our analysis framework (see Figure 1). Next, domain aggregation was applied on each unique URL [43] (ie, “https://mhealth.jmir.org/” becomes “jmir.org”). The domain aggregation was conducted by a self-implemented software written in Java using the public suffix list provided by the Mozilla Foundation [44]. This transformation was conducted on a Ubuntu 18.04 LTS 64-bit computer running Java 11.0.7 on April 22, 2020.

The most prevalent (n=250) domain-aggregated URLs associated with a web site, as shared by Twitter users, were categorized according to the categories introduced by Chew and Eysenbach [31] in 2010. The category “No Reference” was not considered, as only tweets containing at least one URL were included in the link category analysis. Two additional categories with respect to RQ3 were introduced: (1) “Scientific resource” (eg, journal, magazine, preprint servers, or university provided COVID-19 dashboard) and (2) “URL Shortener.”

The categorization was conducted manually by all three authors independently. Subsequently, the interrater reliability metrics percent agreement (PA) [45] and Fleiss $\kappa$ [46] were computed. If there was a split situation, the authors discussed the specific case and resolved all unclear cases.

Statistical Analysis

Data were analyzed with the statistics software $R$ (The R Foundation for Statistical Computing) in version 3.6.3 (February 29, 2020) on a Ubuntu 18.04 LTS 64-bit computer. The $R$ package ggplot2 [47] was used for visualization of tweets’ and hashtags’ temporal and geographic variations. In addition, $R$ was used to compute PA and Fleiss $\kappa$.

Ethical Approval
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Results

Principal Findings

Since the emergence of the first reports of human SARS-CoV-2 virus infections in China in late December 2019 and early January 2020 [5], the public interest and social media use grew steadily. The volume of #covid19-related tweets increased with the WHO announcement after February 11 [1] and stabilized at the end of March at a high level. Several hashtags were used in the early phase of the SARS-CoV-2 outbreak, such as #nCov2019, #nCov19, #nCov, and #2019nCov. Those earlier forms of referencing COVID-19 did not show substantial volume after the WHO announcement. Thus, the naming of the disease was a major signal to address the public audience with a public health response via social media platforms (ie, Twitter).

The situation in Europe changed with the #coronavirus outbreak in (Northern) Italy [37]. Public interest rose with climbing numbers of infections, as Italy became a hot spot of the epidemiological situation on the European continent. Country-specific hashtags were used to report on the Italian situation, and with the spread of the disease in Europe, users in other countries engaged with their individual hashtags such as #coronavirusES (Spain), #coronaFrance (France), and #coronavirusDeutschland (Germany). Nevertheless, neutral hashtags such as #covid19 or #COVID—19 showed constant use and corresponding high volume.

Many Twitter users expressed their engagement by sharing either image or multimedia content, or URLs to external references of which they believed provided important information to other users. A quarter of the observed tweets were posted with images, and another third provided links to external references. Of these references, 1 out of 5 cross-linked to posts in social media platforms (eg, YouTube, Instagram, or Reddit). Mainstream or local news resources were shared by 1 out of 8 posts. References to information provided by governmental or public health institutions and COVID-19–related scientific resources were posted rarely (1 out of 100).

Sample Characteristics

Between February 9 (midnight CEST) and April 11 (11:59 PM CEST), 2020, a total of 21,755,802 distinct tweets posted under the 16 hashtags were collected and stored in the study database. Those tweets were posted by 4,809,842 distinct Twitter accounts of which 83,560 were verified by the platform itself [48]. On average, each tweet contained 3.18 hashtags (min=1, max=47). The most prevalent languages were identified according to Twitter’s language classification [49] and are listed in Table 1.

http://www.jmir.org/2020/8/e19629/
Of the 21,755,802 tweets, 25.78% (n=5,608,189) of tweets used (animated) images. Likewise, 4.95% (n=1,076,180) of all posts shared multimedia material (ie, videos). In total, 7,753,841 (34.16%) posts shared external resources. On average, a tweet referencing an external URL contained 1.04 URLs (min=1, max=10).

**Table 1.** Language distribution of the study sample.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Language</th>
<th>Observations (n=21,755,802), n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>English</td>
<td>11,829,991 (54.38)</td>
</tr>
<tr>
<td>2</td>
<td>Spanish</td>
<td>3,037,910 (13.96)</td>
</tr>
<tr>
<td>3</td>
<td>Undefined</td>
<td>1,325,729 (6.09)</td>
</tr>
<tr>
<td>4</td>
<td>French</td>
<td>1,246,211 (5.73)</td>
</tr>
<tr>
<td>5</td>
<td>Italian</td>
<td>898,979 (4.13)</td>
</tr>
<tr>
<td>6</td>
<td>Turkish</td>
<td>493,155 (2.27)</td>
</tr>
<tr>
<td>7</td>
<td>German</td>
<td>446,502 (2.05)</td>
</tr>
<tr>
<td>8</td>
<td>Portuguese</td>
<td>310,332 (1.43)</td>
</tr>
<tr>
<td>9</td>
<td>Indonesian</td>
<td>242,068 (1.11)</td>
</tr>
<tr>
<td>10</td>
<td>Hindi</td>
<td>228,966 (1.05)</td>
</tr>
<tr>
<td>11</td>
<td>Thai</td>
<td>227,665 (1.05)</td>
</tr>
<tr>
<td>12</td>
<td>Japanese</td>
<td>220,032 (1.01)</td>
</tr>
<tr>
<td>13</td>
<td>Arabic</td>
<td>195,541 (0.90)</td>
</tr>
<tr>
<td>14</td>
<td>Dutch</td>
<td>178,768 (0.82)</td>
</tr>
<tr>
<td>15</td>
<td>Catalaan</td>
<td>155,535 (0.71)</td>
</tr>
<tr>
<td>≥16</td>
<td>Other</td>
<td>718,418 (3.30)</td>
</tr>
</tbody>
</table>

### Twitter Analysis

#### Temporal Variations of Tweets

The total number of occurrences for each hashtag is presented in Table 2. The data shows a heterogeneous distribution of hashtag volume. The hashtags #WuhanVirus and #Wuhan were less frequently used than more generic hashtags such as #covid19. The four top hashtags in the study database represent 93.98% (24,203,025/25,754,619) of all hashtags mentioned: (1) #coronavirus, (2) #covid19, (3) #COVID—19, and (4) #Covid_19.

Figures 2 and 3 each depict the number of tweets per day that contained at least one of the COVID-19–related hashtags. Overall, the number of daily tweets rose during the study period. The use of #covid19 increased throughout February and March. The trend was similar to the use of #coronavirus. However, the use of the hashtag #COVID—19 was fluctuating periodically. Similar peaks in usage could be detected for #Covid_19.

Multimedia Appendix 2 provides a complete list of all depictions of temporal variations for each hashtag separately.
Table 2. Number of tweets per hashtag in ranked order within 7-day intervals.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Hashtag</th>
<th>Feb 9, n (%)</th>
<th>Feb 16&lt;sup&gt;a&lt;/sup&gt;, n (%)</th>
<th>Feb 23, n (%)</th>
<th>Mar 1, n (%)</th>
<th>Mar 8, n (%)</th>
<th>Mar 15, n (%)</th>
<th>Mar 22&lt;sup&gt;b&lt;/sup&gt;, n (%)</th>
<th>Mar 29&lt;sup&gt;b&lt;/sup&gt;, n (%)</th>
<th>Apr 5, n (%)</th>
<th>Total, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>#coronavirus</td>
<td>337,478 (65.91)</td>
<td>159,013 (57.32)</td>
<td>1,000,498 (61.89)</td>
<td>1,287,233 (56.53)</td>
<td>2,057,022 (51.46)</td>
<td>1,609,870 (42.35)</td>
<td>1,537,502 (38.20)</td>
<td>1,553,761 (34.30)</td>
<td>1,587,109 (32.42)</td>
<td>11,20886</td>
</tr>
<tr>
<td>2</td>
<td>#covid19</td>
<td>84,892 (16.58)</td>
<td>79,568 (28.68)</td>
<td>354,548 (21.93)</td>
<td>553,564 (24.31)</td>
<td>1,114,486 (27.88)</td>
<td>1,263,151 (33.23)</td>
<td>1,599,310 (39.73)</td>
<td>1,972,964 (43.55)</td>
<td>2,130,548 (43.52)</td>
<td>9,153081</td>
</tr>
<tr>
<td>3</td>
<td>#COVID—19</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
</tr>
<tr>
<td>4</td>
<td>#Covid_19</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
</tr>
<tr>
<td>5</td>
<td>#CoronaVirusUpdate</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
</tr>
<tr>
<td>6</td>
<td>#CoronaVirusUpdates</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
<td>—/—</td>
</tr>
<tr>
<td>7</td>
<td>#CoronaOutbreak</td>
<td>6237 (1.22)</td>
<td>2305 (0.83)</td>
<td>6070 (0.38)</td>
<td>96,691 (4.25)</td>
<td>105,210 (2.63)</td>
<td>16,081 (0.42)</td>
<td>10,052 (0.25)</td>
<td>11,611 (0.26)</td>
<td>14,131 (0.10)</td>
<td>268,388</td>
</tr>
<tr>
<td>8</td>
<td>#Wuhan</td>
<td>35,142 (6.86)</td>
<td>17,230 (6.21)</td>
<td>24,242 (1.50)</td>
<td>17,421 (0.77)</td>
<td>19,081 (0.48)</td>
<td>12,770 (0.34)</td>
<td>11,467 (0.28)</td>
<td>13,648 (0.30)</td>
<td>31,707 (0.65)</td>
<td>182,708</td>
</tr>
<tr>
<td>9</td>
<td>#WuhanVirus</td>
<td>10,301 (2.01)</td>
<td>4301 (1.55)</td>
<td>5522 (0.34)</td>
<td>5825 (0.26)</td>
<td>47,418 (1.19)</td>
<td>30,699 (0.81)</td>
<td>28,420 (0.47)</td>
<td>22,942 (0.57)</td>
<td>22,690 (0.69)</td>
<td>178,118</td>
</tr>
<tr>
<td>10</td>
<td>#coronavirusitalia</td>
<td>—/—</td>
<td>—/—</td>
<td>18,838 (1.17)</td>
<td>24,697 (1.08)</td>
<td>46,517 (1.16)</td>
<td>11,694 (0.31)</td>
<td>982 (0.24)</td>
<td>916 (0.20)</td>
<td>11,499 (0.51)</td>
<td>132,240</td>
</tr>
<tr>
<td>11</td>
<td>#sarscov2</td>
<td>369 (0.07)</td>
<td>4881 (1.76)</td>
<td>14,964 (0.93)</td>
<td>16,913 (0.74)</td>
<td>19,615 (0.49)</td>
<td>11,400 (0.30)</td>
<td>11,915 (0.30)</td>
<td>16,710 (0.37)</td>
<td>22,215 (0.45)</td>
<td>118,982</td>
</tr>
<tr>
<td>12</td>
<td>#2019nCov</td>
<td>18,041 (3.52)</td>
<td>5496 (1.98)</td>
<td>10,226 (0.63)</td>
<td>11,172 (0.49)</td>
<td>6330 (0.16)</td>
<td>2389 (0.06)</td>
<td>2471 (0.06)</td>
<td>3167 (0.07)</td>
<td>2393 (0.16)</td>
<td>62,231</td>
</tr>
<tr>
<td>13</td>
<td>#coronavirusitaly</td>
<td>—/—</td>
<td>—/—</td>
<td>3379 (0.21)</td>
<td>12,238 (0.54)</td>
<td>15,137 (0.38)</td>
<td>7082 (0.19)</td>
<td>3391 (0.08)</td>
<td>2562 (0.06)</td>
<td>1750 (0.04)</td>
<td>45,539</td>
</tr>
<tr>
<td>14</td>
<td>#nCov2019</td>
<td>11,426 (2.23)</td>
<td>2718 (0.98)</td>
<td>4255 (0.26)</td>
<td>3799 (0.17)</td>
<td>3951 (0.10)</td>
<td>2053 (0.05)</td>
<td>1043 (0.03)</td>
<td>1206 (0.03)</td>
<td>727 (0.01)</td>
<td>31,178</td>
</tr>
<tr>
<td>15</td>
<td>#nCov</td>
<td>6563 (0.46)</td>
<td>1265 (0.46)</td>
<td>2086 (0.13)</td>
<td>1831 (0.08)</td>
<td>2935 (0.07)</td>
<td>1385 (0.04)</td>
<td>565 (0.01)</td>
<td>856 (0.02)</td>
<td>535 (0.07)</td>
<td>17,994</td>
</tr>
<tr>
<td>16</td>
<td>#nCov19</td>
<td>1618 (0.32)</td>
<td>645 (0.23)</td>
<td>2382 (0.13)</td>
<td>1707 (0.07)</td>
<td>4151 (0.10)</td>
<td>1893 (0.05)</td>
<td>979 (0.02)</td>
<td>1166 (0.03)</td>
<td>768 (0.06)</td>
<td>15,309</td>
</tr>
<tr>
<td>Total</td>
<td>N/A&lt;sup&gt;d&lt;/sup&gt;</td>
<td>512,040 (1.97)</td>
<td>277,422 (1.07)</td>
<td>1,616,632 (6.23)</td>
<td>2,276,938 (8.78)</td>
<td>3,996,999 (15.41)</td>
<td>3,801,512 (14.66)</td>
<td>4,025,003 (15.52)</td>
<td>4,530,376 (17.47)</td>
<td>4,895,498 (18.88)</td>
<td>2502402</td>
</tr>
</tbody>
</table>

<sup>a</sup>During this 7-day interval technical issues occurred for approximately 3 days.

<sup>b</sup>During this 7-day interval technical issues occurred for approximately 1 day.

<sup>c</sup>No data available.

<sup>d</sup>N/A: not applicable.
Geographical Variations of Tweets

In the beginning of February 2020, the SARS-CoV-2 epidemic spread over Europe. The northern regions of Italy especially had a massive outbreak of COVID-19 [9]. To investigate the tweets’ volume spread, all tweets that contained geographic coordinates were included in this subanalysis. Longitude and latitude information were available for 4.40% (957,947/21,755,802) of the tweets in the study database; filtered for the longitude and latitude representing the geographical borders of Europe, 29.83% (285,763/957,947) of tweets qualified. Each tweet was plotted in a geographical map of
Europe for each 7-day interval in the observation period (see Figure 4).

For an animated video that covers the observation period between February 9, 2020, and April 11, 2020, see Multimedia Appendix 3. For a high-resolution collection of the subplots in Figure 4, see Multimedia Appendix 4. In addition, Figure 5 presents a cumulative plot of all 285,763 tweets that provided geolocation information for the European continent. More tweets could be observed in the vicinity of countries’ capitals (eg, Paris, Madrid, Vienna, or Berlin) or in densely populated areas such as the Benelux Union or South England. A higher number of tweets with geolocations was observed in Central and Western European countries than compared to Eastern Europe. Interestingly, tweet volumes in Turkey seemed to be higher than in surrounding countries.

Figure 4. Geolocation information of COVID-19–related tweets depicted for each 7-day interval. From top left (February 9, 2020, to February 15, 2020) to bottom right (April 5, 2020, to April 11, 2020). A single red dot denotes one tweet. Tweets with the same geographical information are plotted on top of each other. *No tweets were collected between February 20, 2020, and February 22, 2020, and between March 28, 2020, and March 29, 2020, due to technical issues.
Figure 5. Cumulative depiction of all tweets in European countries between February 9 and April 11, 2020. Each red dot denotes one tweet. Tweets with the same geographical information are plotted on top of each other. *No tweets were collected between February 20, 2020, and February 22, 2020, and between March 28, 2020, and March 29, 2020, due to technical issues.

Link Category Analysis

The most prevalent (n=250) domain-aggregated URLs were categorized by three researchers independently according to the categories introduced by Chew and Eysenbach [31]. These URLs accounted for 46.38% (3,596,538/7,753,841) of all shared resources in our study database. The three researchers achieved a PA of 0.628 and a Fleiss $\kappa$ of 0.639. According to Landis and Koch [50], these $\kappa$ values correspond to a “substantial agreement.” In 4.4% (11/250) of the cases, no majority vote was achieved and those were subsequently cleared by discussion among all of the authors. The link category “Not Accessible” was not selected, as all domains were accessible by every researcher.

Table 3 presents the top 50 shared domains and their link categories, and the occurrences of each domain in the study database. The complete list of the top 250 can be found in Multimedia Appendix 5. The most frequently shared resources originated from various social media platforms and are represented in the ranks 1-7. Cross-linking resources on social media (even on the same platform [ie, Twitter]) could be observed. The most prevalent category in the top 50 was “Mainstream or Local News.” The resources of the newspapers The Guardian and the New York Times were the leading domains in this category, followed by the broadcasting services CNN and BBC. Only two domains qualified for the category “Government or Public Health” in the top 50: CDC at rank 25 and the WHO at rank 27. No scientific resource was contained in the top 50. The first occurrence was the British journal Nature at rank 116.

The relative proportion of tweets that shared references to external resources varied during the study period. A longitudinal subanalysis revealed a constant trend without major peaks for each day of the study (see Figure 6).
Table 3. Categorized top 50 shared website domains. Total number of occurrences of external references (n=7,753,841).

<table>
<thead>
<tr>
<th>Link category and rank</th>
<th>Domain</th>
<th>Occurrences, n (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mainstream or local news</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>theguardian.com</td>
<td>52,733 (0.68)</td>
</tr>
<tr>
<td>11</td>
<td>nytimes.com</td>
<td>42,735 (0.55)</td>
</tr>
<tr>
<td>13</td>
<td>cnn.com</td>
<td>35,494 (0.46)</td>
</tr>
<tr>
<td>14</td>
<td>bbc.co.uk</td>
<td>28,286 (0.36)</td>
</tr>
<tr>
<td>15</td>
<td>washingtonpost.com</td>
<td>27,316 (0.35)</td>
</tr>
<tr>
<td>19</td>
<td>bbc.com</td>
<td>25,853 (0.33)</td>
</tr>
<tr>
<td>28</td>
<td>nyti.ms</td>
<td>17,720 (0.23)</td>
</tr>
<tr>
<td>30</td>
<td>reuters.com</td>
<td>17,589 (0.23)</td>
</tr>
<tr>
<td>33</td>
<td>cnbc.com</td>
<td>17,321 (0.22)</td>
</tr>
<tr>
<td>35</td>
<td>bloomberg.com</td>
<td>16,330 (0.21)</td>
</tr>
<tr>
<td>37</td>
<td>elpais.com</td>
<td>15,888 (0.20)</td>
</tr>
<tr>
<td>38</td>
<td>ouest-france.fr</td>
<td>14,976 (0.19)</td>
</tr>
<tr>
<td>40</td>
<td>francetvinfo.fr</td>
<td>14,609 (0.19)</td>
</tr>
<tr>
<td>41</td>
<td>scmp.com</td>
<td>14,072 (0.18)</td>
</tr>
<tr>
<td>43</td>
<td>reut.rs</td>
<td>13,637 (0.18)</td>
</tr>
<tr>
<td>46</td>
<td>forbes.com</td>
<td>13,242 (0.17)</td>
</tr>
<tr>
<td>48</td>
<td>nypost.com</td>
<td>12,464 (0.16)</td>
</tr>
<tr>
<td>49</td>
<td>businessinsider.com</td>
<td>12,433 (0.16)</td>
</tr>
<tr>
<td><strong>News blog, feed, or niche news</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17</td>
<td>medium.com</td>
<td>26,201 (0.34)</td>
</tr>
<tr>
<td>42</td>
<td>zazoom.it</td>
<td>13,926 (0.18)</td>
</tr>
<tr>
<td>45</td>
<td>zazoom.info</td>
<td>13,303 (0.17)</td>
</tr>
<tr>
<td>47</td>
<td>topicza.com</td>
<td>12,960 (0.17)</td>
</tr>
<tr>
<td><strong>Government or public health</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>cdc.gov</td>
<td>19,729 (0.25)</td>
</tr>
<tr>
<td>27</td>
<td>who.int</td>
<td>18,298 (0.24)</td>
</tr>
<tr>
<td><strong>Personal blog</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>wordpress.com</td>
<td>22,376 (0.29)</td>
</tr>
<tr>
<td><strong>Social network</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>twitter.com</td>
<td>378,508 (4.88)</td>
</tr>
<tr>
<td>2</td>
<td>youtu.be</td>
<td>365,716 (4.72)</td>
</tr>
<tr>
<td>3</td>
<td>instagram.com</td>
<td>290,336 (3.74)</td>
</tr>
<tr>
<td>5</td>
<td>youtube.com</td>
<td>144,502 (1.86)</td>
</tr>
<tr>
<td>6</td>
<td>facebook.com</td>
<td>95,166 (1.23)</td>
</tr>
<tr>
<td>7</td>
<td>linkedin.com</td>
<td>79,787 (1.03)</td>
</tr>
<tr>
<td>16</td>
<td>pscp.tv</td>
<td>26,823 (0.35)</td>
</tr>
<tr>
<td><strong>Online store</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>amzn.to</td>
<td>25,378 (0.33)</td>
</tr>
<tr>
<td><strong>Scientific resource</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>_b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Link category and rank</td>
<td>Domain</td>
<td>Occurrences, n (%)</td>
</tr>
<tr>
<td>------------------------</td>
<td>--------------</td>
<td>--------------------</td>
</tr>
<tr>
<td><strong>URL shortener</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>tinyurl.com</td>
<td>44,768 (0.58)</td>
</tr>
<tr>
<td>24</td>
<td>trib.al</td>
<td>21,409 (0.28)</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>paper.li</td>
<td>204,077 (2.63)</td>
</tr>
<tr>
<td>9</td>
<td>google.com</td>
<td>47,184 (0.61)</td>
</tr>
<tr>
<td>12</td>
<td>chng.it</td>
<td>41,316 (0.53)</td>
</tr>
<tr>
<td>18</td>
<td>fiverr.com</td>
<td>25,905 (0.33)</td>
</tr>
<tr>
<td>21</td>
<td>ift.tt</td>
<td>23,304 (0.30)</td>
</tr>
<tr>
<td>22</td>
<td>avaaz.org</td>
<td>22,938 (0.30)</td>
</tr>
<tr>
<td>26</td>
<td>arcgis.com</td>
<td>18,604 (0.24)</td>
</tr>
<tr>
<td>29</td>
<td>worldometers.info</td>
<td>17,670 (0.23)</td>
</tr>
<tr>
<td>31</td>
<td>yahoo.com</td>
<td>17,588 (0.23)</td>
</tr>
<tr>
<td>32</td>
<td>apple.news</td>
<td>17,584 (0.23)</td>
</tr>
<tr>
<td>34</td>
<td>openstream.co</td>
<td>16,442 (0.21)</td>
</tr>
<tr>
<td>36</td>
<td>goo.gl</td>
<td>16,310 (0.21)</td>
</tr>
<tr>
<td>39</td>
<td>joinzoe.com</td>
<td>14,827 (0.19)</td>
</tr>
<tr>
<td>44</td>
<td>shoutcast.com</td>
<td>13,635 (0.18)</td>
</tr>
<tr>
<td>50</td>
<td>dy.si</td>
<td>12,343 (0.16)</td>
</tr>
</tbody>
</table>

*aLink category as extension of the list given in Chew and Eysenbach [31].

*bNo domain qualified for a rank below or equal to 50. The full listing with all scientific resources under this category is found in Multimedia Appendix 5.

Figure 6. The relative proportion of tweets with links to external resources. The capital letter “A” represents the naming of the disease by the World Health Organization on February 11, 2020. Blue rectangles: No tweets were collected between February 20 and 22 as well as between March 28 and 29 due to technical issues.
Discussion

Principal Results

The COVID-19–related tweet volume observed in this study increased constantly during the weeks of February 2020. However, this study did not investigate whether tweet volumes correlated with infection or death rates in different European countries. It can be assumed that increasing SARS-CoV-2 infection figures correlate with increased public interest and engagement on social media platforms. In addition to rising infection rates, several other factors such as the death of a celebrity due to COVID-19 could have increased public interest in the progress of the pandemic. In this context, the hashtag-specific analysis revealed that #COVID—19 and #Covid_19 in particular were fluctuating periodically without a clear connection to specific events.

The analysis over time revealed that the first Twitter hot spots in Europe developed not only in the capital cities of London and Paris but also in the region of Milan, Italy. The northern regions of Italy showed a sharp increase in tweet volume in the beginning and middle of February.

As the epidemic spread further over Europe, an increase of tweet volume over most of Western and Central Europe could be observed. However, the increase of tweets was not that prevalent in Eastern European countries (eg, Czech Republic, Poland, Romania) and in Southeastern Europe (eg, Serbia, Croatia). The public in Turkey increased their Twitter activity around the second week of March (see Figure 4) when the first COVID-19 case was officially confirmed by the Turkish health authorities.

The most frequently shared resources linked to various social media platforms and were represented by the ranks 1-7. The CDC website reached the 25th rank and the WHO website the 27th rank in the top 250 shared domain analysis. By contrast, the first occurrence of a prevalent scientific source is Nature at rank 116. Nevertheless, it was surprising that a high-class journal such as Nature was only directly referenced in 0.08% (6043/7,753,841) of the links to external resources shared on Twitter. Likewise, this finding applied for other scientific sources: Science (rank 147; 4615/7,753,841, 0.06%), The New England Journal of Medicine (rank 154; 4405/7,753,841, 0.06%), medRxiv (rank 170; 4123/7,753,841, 0.05%), and Johns Hopkins University (rank 199; 3586/7,753,841, 0.05%). Even with these numbers at hand, it remains an open question whether direct references to scientific sources should be included more actively for the purpose of public health communication on Twitter or not, given that a broad media coverage, which translates scientific language for a broader audience, seems necessary to disseminate important COVID-19–related research results to the public.

Limitations

Many social media platforms were used to share personal opinions, information, and news or stories around a particular topic. In the context of the COVID-19 pandemic, different platforms were in the public interest. In the setting of this study, only contributions on the platform Twitter were investigated and public disease-related data was analyzed. For this reason, the reported findings may not be mapped and applicable to other social networks such as Facebook, Reddit, or YouTube.

Amplification of particular tweets can increase visibility of certain resources shared by users. In this context, retrospective queries and related analyses were limited by the capabilities as given by the “Post, retrieve, and engage with Tweets” endpoint [51] of the Twitter API with the “standard” access level. For this reason, the authors could not update the data collection of tweets at the end of the study period regarding retweets and likes. Consequently, no deep analysis of certain resources’ popularity could be conducted. It remains a future task to analyze these relationships, even though it seems impractical given the “standard” access level.

In addition, the Twitter API ensures, that privacy of nonpublic tweets is respected. This is why the “Filter realtime Tweets” endpoint [38] does not return privately posted tweets. Therefore, those users and tweets could not be included in this study. Yet, it is estimated that only a small proportion of Twitter users configure their account as fully private.

Most Twitter users configure their individual privacy settings to hide their personal geolocation. For this reason, the analyses of geographical variations was limited to a comparatively low amount of data. In the context of our study, geolocation data was only available for 4.40% (957,947/21,755,802) of the collected tweets. However, this subsample still accounts for around 1 million tweets in total. In this context, the study found Eastern European users of Twitter to be less engaged during the study period. This might originate from low Twitter adoption rates in Eastern Europe [52].

This study investigated the SARS-CoV-2 outbreak situation in Europe with a specific interest. This originated from the epidemic spread of the virus in Europe, starting in Italy [9-11]. This spread was accompanied by increased media coverage and public interest in Europe [21,53,54] and worldwide [55]. Researchers of different disciplines started analyzing regional differences among European countries such as Italy, Spain, France, Germany, or Austria [17]. In the context of this study, this motivated RQ2 and the specific analyses as reported. It is worth emphasizing, however, that the European languages cannot be mapped easily to very fine-grained country borders on classical maps. Therefore, the European region had to be approximated by using the geo-information and the bounding box, as described in the Methods section, defined by corresponding geo-coordinates. This resulted in a subsample of 285,763 tweets for the European region subanalysis.

Furthermore, the special European focus was initiated by monitoring the worsening of the severe SARS-CoV-2 outbreak in the Northern Italy regions of Lombardy and Emilia Romagna [11,37]. For this reason, the authors decided to add two Italy-specific hashtags that were prevalent around the third week of February 2020, as reported by Twitter trends at that time. However, it should be noted that those two hashtags account for only 0.18% (%coronavirusitaly; 45,439/25,932,420) and 0.51% (%coronavirusitalia; 132,240/25,932,420) of all hashtag usages in the study’s data collection. As the spread of the virus progressed over several countries in Europe, many other country-specific hashtags appeared in Twitter trend statistics.
The authors decided to avoid including all possible variations and country-specific subhashtags. This possibility limits comparisons among different countries in Europe. Nevertheless, the generic hashtags for COVID-19 remained stable over the full study period. Thus, tweets can be found in the data collection for every European country.

The collection of data was conducted in real time. Sadly, due to technical issues on February 20-22 and March 28 and 29, 2020, data could not be collected during these time spans. The issue in February originated from a loss of connectivity to the PostgreSQL study database, which was not discovered for around 48 hours during a weekend. A second, technical issue in late March resulted from an unexpected memory allocation problem on the processing server. Once the issue was resolved by a software patch, the system was capable of collecting and storing tweets correctly again.

**Comparison With Prior Work**

During the 2009 H1N1 flu pandemic, Chew and Eysenbach [31] applied the infoveillance concept for a content analysis for which they “archived over 2 million Twitter posts containing keywords ‘swine flu’, ‘swineflu’ and/or ‘H1N1’.” The authors analyzed diseases-related trends, the origin of shared resources, and the sentiment expressed in swine flu tweets. In our study, more than 20 million COVID-19–related tweets were analyzed for temporal or geographical characteristics and trends as well as for the link category of external resources. In the 2009 study [31], the authors found that “government and health agencies were only linked 1.5% of the time.” For a top 250 list, this low proportion is confirmed by our findings (78,786/7,753,841, 1.02%). Chew and Eysenbach [31] found that “news websites were the most popular sources (23.2%).” Likewise, our analysis revealed that the link category “Mainstream and local news” was represented by 11.97% (928,467/7,753,841), which was substantially lower than in 2009. In this context, our findings suggest that Twitter users cross-reference to Twitter itself or to other social media platforms (1,406,419/7,753,841, 18.14%), whereas this group was reported to represent only 2% of the corresponding category in the study by Chew and Eysenbach [31]. Moreover, the authors of the H1N1 flu study reported that “61.8% of all tweets had links [..].” In our study, this proportion was found to be 34.16% (7,431,226/21,755,802), which was substantially lower.

Fu et al [32] analyzed how people reacted to the Zika epidemic in the Americas from 2015 to 2016. The authors analyzed 132,033 tweets with the key word “zika” written in the languages English, Spanish, and Portuguese via the Twitter API. The authors reported, that the top ranked shared resources originated from social media platforms such as “Facebook, Instagram, Twitter, YouTube, LinkedIn, Tumblr”, the blogging site WordPress, [...] which accounted for 26% of all domains. This could be confirmed by our results, as social media platforms were ranked on the positions 1-7 accounting for 18.14% (1,406,419/7,753,841) of all shared resources. In the Zika study, the CDC and the WHO accounted for 0.06% and 0.05%, respectively. This corresponded to a 90th and 140th rank, respectively, compared to a 25th (19,729/7,753,841, 0.25%) and a 27th (18,298/7,753,841, 0.24%) rank, respectively, in our analysis on shared resources. The comparison suggests that public health-related material provided via the CDC or the WHO was shared more frequently than during the Zika outbreak between 2015 and 2016. This increase might originate from multiple reasons: improved, timely provisioning of disease-related material by either the CDC, the WHO, or both; higher awareness of the public for quality aspects of material and evidence-based sources; or the use of easy language or easily comprehendible infographics by the public health teams of the CDC, the WHO, or both.

Abd-Alrazaq et al [16] analyzed the content and sentiment of about 2.8 million COVID-19–related tweets, retrieved via the Twitter standard search API, written in the English language. By contrast, our study design made use of Twitter’s real-time Streaming API, which allows for a constant intake to the study database. In [16], the authors made use of the search terms “corona,” “2019-nCov,” and “COVID-19.” In our study, we monitored 16 hashtags for a time span of 9 weeks. This resulted in a data collection with a total of approximately 21.8 million topic-related tweets. With our analysis framework, we were able to monitor specific regions (Europe) and countries, in particular the SARS-CoV-2 outbreak in Italy.

**Future Directions**

This study demonstrates how COVID-19–related tweets can be analyzed for a certain region (Europe). With the continuous progression of the pandemic situation, which is to be expected in the next months worldwide, further regions should be analyzed in-depth. Therefore, the authors encourage other researchers to contribute their analyses with a special focus on regions such as Africa, South and North America, or Asia. Moreover, different analysis techniques can be leveraged to learn more about what users share in the current pandemic situation. For this purpose, one could use sentiment analysis or conduct social network graph analysis to uncover patterns that might be hidden in the data. Sentiment analysis is of particular interest, as it could reveal differences between regions or even between several countries, such as demonstrated by Abd-Alrazaq et al [16] for tweets written in the English language [16].

Long-term Twitter monitoring based on geographical data could be a supporting tool for local health authorities. With an average tweet volume per city, region, or even country, significant peaks well above the 7-day average could be reported to official institutions quickly in an electronic, interoperable format. In this sense, an automated analysis tool could be an extension of our software components to capture pandemic-related tweets in real time.

Future studies should also focus on the origin and trustworthiness of shared resources. Monitoring the spread of fake news during a pandemic situation seems of particular importance [24,26]. Timely measures to fight and reduce the spread of COVID-19 misinformation could thus be supported. In addition, it would be beneficial to analyze and uncover bot networks spreading COVID-19–related misinformation. In this study, we could uncover periodicity of at least one hashtag (#COVID—19). This might be linked to a hidden bot network, which justifies further investigation.

http://www.jmir.org/2020/8/e19629/
In future work, the authors intend to publish the data collection according to the Developer Agreement and Policy of Twitter [56]. Other researchers might analyze this data collection with a different focus or with their own scientific perspective. By providing this data set, the requirement of providing one’s own technical infrastructure would pose no barrier for non–computer science disciplines. We hope to provide this data set publicly, regularly updated in 1 week intervals.

Conclusions

The naming of the disease by the WHO on February 11, 2020 [1], was a major signal to address the public audience with a public health response via social media platforms. The volume of #covid19-related tweets increased after the WHO announcement and stabilized at the end of March at a high level.

During the spread of the SARS-CoV-2 virus in Europe between February 2020 and early April 2020, the public interest and media coverage increased rapidly. Consequently, the engagement of citizens on social media platforms rose accordingly. On April 16, 2020, Dr Hans Kluge, the WHO director for Europe, characterized the situation as “we remain in the eye of the [COVID-19] storm” [57]. The findings of this study allow for a detailed analysis for the European region and how citizens of different European countries shared their opinions, experiences, and concerns on Twitter. The detailed maps of Europe are available for each 7-day interval starting on February 9, 2020.

Social media platforms were ranked at the position of 1-7, counting for 18.14% (1,406,419/7,753,841) of all shared resources. The CDC website reached the 25th rank (19,729/7,753,841, 0.25%) and the WHO website the 27th rank (18,298/7,753,841, 0.24%) of the top 250 shared domain analysis. Future studies should focus on the origin and trustworthiness of shared resources, as monitoring the spread of fake news during a pandemic situation is of particular importance.
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Abstract

Background: When we were unable to identify an electronic data capture (EDC) package that supported our requirements for clinical research in resource-limited regions, we set out to build our own reusable EDC framework. We needed to capture data when offline, synchronize data on demand, and enforce strict eligibility requirements and complex longitudinal protocols. Based on previous experience, the geographical areas in which we conduct our research often have unreliable, slow internet access that would make web-based EDC platforms impractical. We were unwilling to fall back on paper-based data capture as we wanted other benefits of EDC. Therefore, we decided to build our own reusable software platform. In this paper, we describe our customizable EDC framework and highlight how we have used it in our ongoing surveillance programs, clinic-based cross-sectional studies, and randomized controlled trials (RCTs) in various settings in India and Ecuador.

Objective: This paper describes the creation of a mobile framework to support complex clinical research protocols in a variety of settings including clinical, surveillance, and RCTs.

Methods: We developed ConnEDCt, a mobile EDC framework for iOS devices and personal computers, using Claris FileMaker software for electronic data capture and data storage.

Results: ConnEDCt was tested in the field in our clinical, surveillance, and clinical trial research contexts in India and Ecuador and continuously refined for ease of use and optimization, including specific user roles; simultaneous synchronization across multiple locations; complex randomization schemes and informed consent processes; and collecting diverse types of data (laboratory, growth measurements, sociodemographic, health history, dietary recall and feeding practices, environmental exposures, and biological specimen collection).

Conclusions: ConnEDCt is customizable, with regulatory-compliant security, data synchronization, and other useful features for data collection in a variety of settings and study designs. Furthermore, ConnEDCt is user friendly and lowers the risks for errors in data entry because of real time error checking and protocol enforcement.

(J Med Internet Res 2020;22(8):e18580) doi:10.2196/18580
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Introduction

Background

Our research on human nutrition and global health spans multiple countries, encompasses both interventional and observational study designs, and requires secure data collection and management. Noting the benefits of electronic data capture (EDC) over paper-based data capture [1,2], beginning in 2012, we searched for an EDC tool for our research projects on human health and were unable to find a package that met our needs. With several research projects on our roadmap that would be deployed in remote, international regions with complex longitudinal protocols, strict eligibility requirements, and distributed research teams, we aimed to use EDC over paper-based data capture to enforce our study protocols and provide better data security, data validation, and have instant access to data. In surveying EDC packages currently available on the market (Table 1), some had to be ruled out completely because of the unreliable internet coverage in areas we focused on for our studies (compared with Research Electronic Data Capture [REDCap], which had not yet released its mobile app when our initial research projects were being conducted in 2013 [3]). Other packages identified did not provide the required features specific to our study protocols, such as our strict data security specifications (compared with Open Data Kit [ODK]) [4]. To address this, we felt that we had the correct clinical and technical team in place to build our own EDC tools to solve our needs and potentially those of a large community of researchers in the future.

Objectives

As we developed our plans for creating the EDC tools for our research studies, we decided that instead of a custom tool for each study, a better investment would be one reusable platform that could be applied to each research project, with limited customizations for each iteration. The upfront investment would be higher, but subsequent deployments should build on the initial investment. Mobile phones and tablet devices are commonly used, even in lower-resource settings where our studies are located. We felt that an EDC tool for tablets would be easier for our local research staff to learn, more transportable, and less expensive to deploy than laptops. In this paper, we describe ConnEDCt, the EDC platform that we developed and successfully deployed for clinic-based cross-sectional studies, randomized controlled trials (RCTs), and surveillance projects.
Table 1. ConnEDCt, REDCap, and Open Data Kit electronic data capture systems.

<table>
<thead>
<tr>
<th>Feature</th>
<th>ConnEDCt</th>
<th>REDCap&lt;sup&gt;a&lt;/sup&gt;</th>
<th>REDCap Cloud</th>
<th>Open Data Kit 1 Suite, ODK-X&lt;sup&gt;b&lt;/sup&gt; Suite</th>
</tr>
</thead>
<tbody>
<tr>
<td>Requirement to use</td>
<td>FileMaker license</td>
<td>Nonprofit organization with sufficient IT infrastructure. Join REDCap Consortium, license agreement with Vanderbilt University. Must submit new license to obtain a new REDCap system per each group of users</td>
<td>Fee-based hosting by a third-party company</td>
<td>Web access, user comfort in coding</td>
</tr>
<tr>
<td>Mobile app and platform</td>
<td>FileMaker Go on iPhone, iPad</td>
<td>REDCap mobile app; MyCap on iPhone, iPad, Android</td>
<td>REDCap Cloud mobile app on iPhone, iPad, Android</td>
<td>Yes: ODK Connect, Android app</td>
</tr>
<tr>
<td>Software and operating system</td>
<td>Claris FileMaker on Mac, Windows</td>
<td>Web server, database server, SMTP&lt;sup&gt;d&lt;/sup&gt; email server, file server (optional) on any laptop</td>
<td>Web server, database server, SMTP email server, fileserver (optional) on any laptop</td>
<td>ODK Aggregate app, ODK Briefcase app, ODK Central app; XML documents created using ODK JavaRosa library any laptop</td>
</tr>
<tr>
<td>Web based</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Offline data capture</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Data synchronization: software</td>
<td>Yes: MirrorSync [5]</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Study designs</td>
<td>Customizable</td>
<td>Customizable</td>
<td>Customizable</td>
<td>Customizable</td>
</tr>
<tr>
<td>Study protocol enforcement for sched-</td>
<td>Yes</td>
<td>Not noted</td>
<td>Not noted</td>
<td>Not noted</td>
</tr>
<tr>
<td>uled encounters</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Electronic-informed consent</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Automated eligibility determination</td>
<td>Yes</td>
<td>Not noted</td>
<td>Not noted</td>
<td>Yes</td>
</tr>
<tr>
<td>Randomization</td>
<td>Yes: any form can be implemented</td>
<td>Yes: any form can be implemented</td>
<td>Yes: any form can be implemented</td>
<td>Yes: predetermined types allowed</td>
</tr>
<tr>
<td>Conditional CRFs&lt;sup&gt;e&lt;/sup&gt; based on midline serial sampling or other criteria</td>
<td>Yes</td>
<td>Not noted</td>
<td>Not noted</td>
<td>Not noted</td>
</tr>
<tr>
<td>Open source</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Regulatory-compliant security and encryption</td>
<td>Title 21 CFR&lt;sup&gt;f&lt;/sup&gt; Part 11, HIPAA&lt;sup&gt;g&lt;/sup&gt;, GDPR&lt;sup&gt;h&lt;/sup&gt;</td>
<td>HIPAA, Part 11, FISMA&lt;sup&gt;i&lt;/sup&gt; standards (low, medium, or high), GDPR, depending on environment</td>
<td>Best practice security, Title 21 CFR Part 11 compliant, industry regulations, HIPAA compliant, data privacy technology</td>
<td>Security of third-party libraries are not vetted, require user’s security staff to review libraries and source code on GitHub</td>
</tr>
<tr>
<td>Secure data collection</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Export type</td>
<td>Excel, can be customized per user requirement</td>
<td>Excel, PDF, SPSS, SAS, Stata, R</td>
<td>Excel, PDF, SPSS, SAS, Stata, R</td>
<td>Export to CSV&lt;sup&gt;k&lt;/sup&gt;, JSON&lt;sup&gt;l&lt;/sup&gt; (text only), KML&lt;sup&gt;m&lt;/sup&gt; (for mapping applications)</td>
</tr>
<tr>
<td>Logic checks/concurrent error checking</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Customizable user roles</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Translation and cultural adaptation</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
### ConnEDCt Consists of a Distributed Database, Data Entry Interfaces, Data Management Interfaces, Scripted Business Rules, Data Synchronization, and Data Security Features

ConnEDCt consists of a distributed database, data entry interfaces, data management interfaces, scripted business rules, data synchronization, and data security features [6]. The main components of ConnEDCt are a client-side database, a cloud-based database server, a data synchronization engine, iOS mobile devices, and laptop personal computers. ConnEDCt is built with FileMaker Pro Advanced by Claris International Inc. [7], a commercial, cross-platform, relational database platform. FileMaker Pro Advanced provided the important advantages of rapid development and the ability to deploy cross-platform on iOS, Mac, and Windows platforms. One tool is therefore easily deployed on iPads and laptops, which are our primary computing devices. ConnEDCt’s features, quality, and safety are reliable compared with existing guidelines and requirements, including Good Clinical Data Management Practices [8], the Food and Drug Administration (FDA) [9], and Title 21 Code of Federal Regulations (CFR) Part 21 [10].

### Configuration of ConnEDCt

Study designers conduct a design process using Microsoft Excel templates to define the study schema. A forms schedule template is used to define case report form (CRF) usage over scheduled visits in a longitudinal study. The intersection of CRFs and scheduled visits in a two-dimensional matrix in this template shows which CRFs are instantiated per visit. In addition, CRFs can be defined for unscheduled instantiation. Study designers use data dictionary Excel templates to define variables within CRFs along with select lists, skip logic, etc. The study designers then document the eligibility criteria formulas within another Excel template.

The data dictionaries are then translated into FileMaker tables and fields in a FileMaker template file. FileMaker provides an easy-to-use interface for creating CRF tables and fields within the integrated development environment. A study designer can accomplish this step with minimal training. The final steps of implementation require some developer skills and are easily repeatable within a framework structure. These implementations include the forms schedule schema, eligibility criteria formulas, CRF validation, loading a randomization table, and synchronization. Once ConnEDCt has been configured for a study, the server files are then hosted on an internet-connected server, and client files are deployed to laptops and iPads.

We continue to develop the features of ConnEDCt further to enable study designers to complete the implementation of the majority of study protocols with minimal developer involvement. We anticipate that to maximize the flexibility of study protocols, we will always benefit from some custom or specialized development for novel EDC features.

### Key Features

#### Management of Research Teams and Different Roles

Several roles were required to implement and operate ConnEDCt. Software developers and systems integrators performed programming and other technical tasks such as database and server management. Data managers helped translate clinical requirements into data definitions and used software interfaces to define the scheduled and unscheduled study events, CRFs, variables, validation criteria, and eligibility...
criteria. Each study event involves capturing data in one or more CRFs. A CRF is a collection of related variables to be entered during a study event. The data manager also manages data exports for analysis by using external statistical and analytics software. Research associates/assistants perform data entry during interviews, direct observations, and also enter laboratory results. User-level privileges to various database features and data vary by role. For example, research assistants may create new participants and enter data, whereas research coordinators and principal investigators may additionally edit the entered data in the event of errors found as data managers. Different users can access ConnEDCt with their own account, secured by a custom username and password, which contains different levels of privileges depending on the user role.

**Asynchronous Data Synchronization**

A key feature of ConnEDCt is the ability to capture data on a mobile device while offline and, at a later time, when an internet connection is available, send the captured data to a cloud-based server. In addition, study schema revisions can be deployed on mobile devices. The asynchronous data transport can be finely controlled such that data can be selectively deployed to individual mobile devices. In this manner, data can be synchronized in 1 direction only to minimize data traffic and to maintain data privacy. Data previously stored in mobile devices will remain in the FileMaker Go app on mobile devices to enable research assistants to track participant progress throughout the study. After study completion, the data are completely removed from mobile devices.

**Real-Time Assessment of Eligibility**

Assessing eligibility is a key process in participant screening and study enrollment. ConnEDCt provides automated features to determine participant eligibility based on criteria specified a priori. Eligibility algorithms are evaluated programatically at runtime to provide feedback on participant eligibility. Figure 1 shows the workflow for evaluating the eligibility of a new participant. As eligibility criteria may be defined by including variables from different CRFs, eligibility is evaluated on completion of each predicate CRF. Participant exclusion can be determined based on a negative evaluation of a single criterion, whereas inclusion is determined on completion of all predicate CRFs.
Electronic Consent and Signatures

Electronic signatures and health records are regulated under the FDA Title 21 CFR Part 11 of the CFR of the United States [11]. Part 11 requires strict data security, including user authentication, encryption, and auditability. Data security regulations vary by country, and ConnEDCt is compliant with currently known rules and adaptable to potential future data security requirements. For example, when study protocols require audiovisual evidence of consent, ConnEDCt can use a mobile device’s built-in camera and microphone to capture the consent process.

Enforcement of Complex Study Protocols

We designed ConnEDCt to support complex, longitudinal study protocols and minimize training requirements for field research.
staff. ConnEDCt provides features to support predefined longitudinal study schema, automated assignment of randomized study arms and midline serial sampling, and automated scheduling of additional CRFs based on captured responses. When ConnEDCt is configured for a study, visit records (e.g., screening, baseline, midline, and endline) will be created as dictated by the study schema. CRFs are organized within appropriate visits. A visit is complete when all CRFs within the visit have been completed and signed. The interface clearly shows the schedule of visits (Figure 2) and the required CRFs for a particular visit (Figure 3). When the study includes an RCT, ConnEDCt can reference a randomization table to automatically assign a randomized arm to an eligible participant. When the study protocol includes midline serial sampling, ConnEDCt uses the internal randomization table to selectively include designated CRFs at the randomly designated midline visit (Figure 4). When responses to study questions determine the need for additional CRFs, they will be created on demand and presented in the visit schedule—for example, a response to a question on the number of pregnancies may trigger the same number of pregnancy CRFs, or a response on a sick form may trigger a blood or saliva sample CRF. These features reduce the learning curve for the research team. We believe that this improves the interview experience by allowing research assistants to focus on the study participant instead of on data management and study protocol compliance.

**Designed for Flexibility and Reuse**

The ConnEDCt architecture has a flexible schema and is designed to be adaptable to varying study protocols. Therefore, ConnEDCt is designed for flexibility and reuse. Events, event types, event forms, form schedules, form types, and eligibility criteria are defined in the data model and can be modified in the user interface. Validation rules and postprocessing triggers are built in a framework, minimizing the amount of custom code. In this manner, subsequent research studies can be implemented with minimal modification to the conceptual schema or programmatic code. When a new study protocol is implemented, entities for visits and CRFs are created, whereas the programming that controls participant management, navigation, eligibility, and study protocols responds to changes in study protocol design.

**Language Customization and Data Location**

The ConnEDCt system can also accommodate CRFs in multiple languages, as shown in Figure 5. Professionally translated questionnaires can be entered into FileMaker using native multilingual keyboards. Furthermore, data can be synchronized to and primarily stored on in-country servers, where available, to comply with local laws in many settings.
Figure 2. Schedule of visits for (A) clinical setting: FeverPhone, Ecuador; (B) RCT, Mumbai; (C) RCT, South India; (D) surveillance, South India. RCT: randomized controlled trial.
Figure 3. Schedule of visits for (A) clinical setting: FeverPhone, Ecuador; (B) RCT, Mumbai; (C) RCT, South India; (D) surveillance study, South India. RCT: randomized controlled trial.
**Figure 4.** Example of display of all CRFs required for (A) baseline visit, for clinical setting: FeverPhone, Ecuador; (B) baseline visit for RCT, South India; and (C) health questionnaire visit for surveillance, South India. CRF: case report form; RCT: randomized controlled trial.
Results

Description of Current Implementation: Case Studies

The ConnEDCt platform has been used in a variety of contexts within our research teams, including cross-sectional studies in clinical settings, surveillance studies (a repeated cross-sectional study in the clinic or the community, the latter surveying thousands of households), and RCTs (Table 2).
Table 2. ConnEDCt usage in case studies: clinic-based cross-sectional studies, surveillance studies, and randomized controlled trials.

<table>
<thead>
<tr>
<th>Study design</th>
<th>Clinic-based cross-sectional study</th>
<th>Surveillance (repeated cross-sectional studies)</th>
<th>RCT&lt;sup&gt;a&lt;/sup&gt;</th>
<th>RCT</th>
<th>RCT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Location</td>
<td>Ecuador</td>
<td>South India</td>
<td>Mumbai</td>
<td>South India</td>
<td>South India</td>
</tr>
<tr>
<td>Study reference</td>
<td>FeverPhone</td>
<td>Periconceptional program</td>
<td>Biofortified pearl millet</td>
<td>Multiple biofortified food crops</td>
<td>Quadruple fortified salts</td>
</tr>
<tr>
<td>ClinicalTrials.gov ID</td>
<td>N/A&lt;sup&gt;b&lt;/sup&gt;</td>
<td>NCT04048330</td>
<td>NCT02233764</td>
<td>NCT02648893</td>
<td>NCT03853304</td>
</tr>
<tr>
<td>Status</td>
<td>Active</td>
<td>Active</td>
<td>Complete</td>
<td>Active</td>
<td>Planned</td>
</tr>
<tr>
<td>Synchronization methods</td>
<td>Continuously, using mobile SIM card, simultaneously from multiple locations</td>
<td>Daily, after data collection</td>
<td>Daily/weekly, after data collection</td>
<td>Daily, after data collection</td>
<td></td>
</tr>
<tr>
<td>Number of participants entered into ConnEDCt</td>
<td>Overall 404 children and adults (including pregnant women)</td>
<td>2404 households (2876 women)</td>
<td>407 children</td>
<td>345 mother-infant dyads</td>
<td>1000 women of reproductive age</td>
</tr>
<tr>
<td>Informed consent process</td>
<td>Separate consent or assessment forms depending on participant’s age</td>
<td>Complex, depending on participant’s age (estimated or actual)</td>
<td>3 forms (prescreening, screening, enrollment)</td>
<td>1 form, with multiple levels of consent</td>
<td>Complex, depending on participant’s age (estimated or actual)</td>
</tr>
<tr>
<td>Eligibility</td>
<td>Evaluated in real time on completion of CRFs</td>
<td>Evaluated in real time on completion of CRFs</td>
<td>Evaluated in real time on completion of CRFs</td>
<td>Evaluated in real time on completion of CRFs</td>
<td></td>
</tr>
<tr>
<td>Unique features</td>
<td>Continuous synchronization across multiple locations simultaneously; ability for forms to be signed by multiple study personnel to trace missing information</td>
<td>Only requisite CRFs appear for research staff to complete; complex randomization algorithm for study ID creation</td>
<td>Midline serial sample randomization scheme</td>
<td>2-level randomization to midline serial sample</td>
<td>Only requisite CRFs appear for research staff to complete; randomization scheme to establish 2x2 factorial design</td>
</tr>
<tr>
<td>Data types entered</td>
<td>Laboratory assay results, growth measurements, sociodemographic data, health history and current clinical signs, dietary frequency, and biological specimen collection dates and processing</td>
<td>Laboratory assay results; anthropometric measurements; sociodemographic data; complete reproductive history; general health history and clinical signs and symptoms; 24-hour recall; risk factors for birth defects (environmental exposures, medication use, and history of fever); and biological specimen collection volume, dates, and storage conditions</td>
<td>Laboratory assay results; growth measurements; sociodemographic data; infant and young child feeding; health history and clinical signs and symptoms; biological and specimen collection dates</td>
<td>Laboratory assay results; growth measurements; sociodemographic data; infant and young child feeding; health history and clinical signs and symptoms; and biological specimen collection dates</td>
<td>Laboratory assay results; anthropometric measurements; sociodemographic data; complete reproductive history; general health history and clinical signs and symptoms; 24-hour dietary recall; food frequency questionnaire; risk factors for birth defects (environmental exposures, medication use, and history of fever); and biological specimen collection volume, dates, and storage conditions</td>
</tr>
<tr>
<td>Language customization</td>
<td>Spanish</td>
<td>Telugu</td>
<td>Hindi</td>
<td>Telugu</td>
<td>Telugu</td>
</tr>
</tbody>
</table>

<sup>a</sup>RCT: randomized controlled trial.
<sup>b</sup>N/A: not applicable.
<sup>c</sup>CRF: case report form.

**Clinical Research: Clinic-Based Cross-Sectional Studies**

ConnEDCt has been the primary data collection tool for clinic-based cross-sectional studies in clinical settings of Ecuador for the National Institutes of Health-funded project *FeverPhone: Point of Care Diagnosis of Acute Febrile Illness* using a Mobile Device and was integral in the development of the Ecuador FeverPhone project protocols and manual of operations. Multiple types of users, based at different locations, input data into separate tablet computers with distinct CRFs on participant recruitment, eligibility, and informed consent; multiple participant study visits; and specimen management and laboratory results. The integration of ConnEDCt across
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devices with daily synchronization of data to a cloud database and local computers allows research staff to easily review data for quality control, implement protocol revisions, and share progress with international collaborators.

**Surveillance Research: Repeated Cross-Sectional Studies in a Clinic or the Community**

The ConnEDCt platform provides the foundation for a periconceptional surveillance program, **Periconceptional Surveillance for Prevention of Anemia and Birth Defects in India**, funded by the US Centers for Disease Control and Prevention. This preintervention biomarker survey is being conducted among 1500 women of reproductive age (15-40 years) who are not pregnant or lactating along with their households in Southern India (ClinicalTrials.gov ID: NCT04048330; as reported in Finkelstein JL, Fothergill A, Johnson CB, et al., 2020). ConnEDCt allows enumerators to select from an imported list of households and to individually screen all women from each household while integrating all household-level data into each woman’s final record. Synchronization is performed daily after data collection on all iPads. This allows for the maintenance of all household characteristics for women in the study while preventing enumerators from needing to re-enter data for all women within a household.

**RCTs: Intervention Studies**

The ConnEDCt platform for surveillance described above will be incorporated for an upcoming randomized efficacy trial, **A Randomized Trial of Quadruple Fortified Salt for Anemia and Birth Defects Prevention in Southern India** (ClinicalTrials.gov ID: NCT03853304; quadruple fortified salt [QFS]). This trial will be conducted among 1000 women of reproductive age who are not pregnant or lactating with their households using similar algorithms for eligibility and CRFs for data collection as the surveillance study.

ConnEDCt was also used for an RCT in Mumbai, **Effect of Iron/Zinc-biofortified Pearl Millet on Growth and Immunity in Children Aged 12–18 Months in India** (ClinicalTrials.gov ID: NCT02233764) that completed data collection in July 2018 [12]. The full protocol of the study was integrated into ConnEDCt, which included the eligibility evaluation of over 400 participants; randomization to one of 2 experimental arms, accounting for a random midline serial sample; and a diverse set of CRFs to collect data from participants at 9 monthly follow-up visits. After a training session, local research assistants independently scheduled visits and collected data throughout the trial, including synchronization to the secure server. Importantly, ConnEDCt was also able to be modified after pilot testing among research assistants and participants in the field to improve the workflow, such as improving the placement of certain buttons or options on each form screen. Real-time feedback of data throughout the trial allowed for error checking concurrently with data collection. Specifically, data were exported from ConnEDCt as a relational database in the form of an Excel spreadsheet (1 per each type of CRF) using a custom script. These data were then imported and merged into 1 full database in statistical software packages and subsequently analyzed for errors, such as biologically implausible values or typographical errors during data entry. One asset of the ability to analyze the data in SAS concurrently with the trial permitted examination of the raw variables for a particular eligibility criterion necessitating advanced statistical analysis, after which results could be re-entered into ConnEDCt. The ability to access the full database concurrently as the trial was ongoing was also crucial to summarizing data, such as technical reports to the study funders and progress reports, as well as any adverse events for our data safety and monitoring board.

The EDC framework established for the Mumbai trial was customized and expanded for a second ongoing RCT evaluating multiple biofortified food crops (MBFC) in children and their mothers, **Effect of a Biofortified Food Basket on Micronutrient Status and Immune and Cognitive Function among Infants in India** in Madanapalle, South India (ClinicalTrials.gov ID: NCT02648893) to incorporate a different type of participant (mother-child dyads) and CRFs specific to the trial. The protocol was modified to include (1) a 2-level randomization to 1 of 4 color-coded groups, with 2 groups corresponding to each treatment arm and randomization to a midline sampling point; (2) visit scheduling and tracking over a 9-month follow-up period; and (3) data collection across integrated CRFs to handle screening and eligibility determination, sample collection, and participant tracking. A randomization protocol was created that was executed by the study statistician and shared with the ConnEDCt programmer to incorporate into the database. Similar to Mumbai, the MBFC trial is synchronizing daily after data collection during screening, baseline, and follow-up appointments.

**Errors During Implementation**

During implementation of data capture, the more common errors included inputting the wrong CRF for a participant at the wrong visit or miscoding variables (eg, a numeric coding for a character variable). These were easily resolved by the database developer and/or data manager.

**Discussion**

**Principal Findings**

The benefits of using ConnEDCt as an EDC system greatly outweigh the few challenges. Below, we describe how we addressed potential or actual issues of connectivity, complexity in consent forms, participant confidentiality, and research staff compliance.

**Problem 1: Connectivity**

In all settings, data were synchronized to the server and the participant’s data were harmonized by the MirrorSync software [5]. To account for lapses in internet connectivity and prevent data conflicts, synchronization was performed at the end of each day of data collection in the RCTs to avoid data conflicts and any need for internet connectivity throughout the data collection process. In practice, 1 iPad was assigned to a particular participant for the duration of the visit and, after completion of the visit, all iPads were synced to the data server.

In contrast to RCTs, the clinic-based cross-sectional study in Ecuador (FeverPhone) required multiple users to input data for
a single participant using separate devices in different clinical locations. Therefore, regular synchronization was important for study procedures. The clinical site did not offer wireless internet access, but each iPad was fitted with a prepaid mobile SIM card to allow for regular synchronization during participant visits.

For the periconceptional surveillance program, the database was designed such that iPads could remain at 1 station for data collection while participants moved from station to station. This greatly simplified data collection and allowed each enumerator to continue using the same iPad to help track enumerator productivity and workflow.

Problem 2: Complex Consent Forms

In Mumbai’s RCT, informed consent was taken at 3 separate visits: prescreening (consent to noninvasive data collection), screening (consent to biospecimen collection and growth measurements), and enrollment (consent to participate in the trial), including informed consent signatures per the type of data collected. During follow-up, we included informed consent signatures on biological specimen collection forms to remind participants of their option to opt out of the trial at any time.

One RCT in Southern India, the MBFC trial, combined the informed consent process into a single form, with multiple levels of consent. Participants were asked separately for their consent to screening and participation in the trial, subsequent biological sample storage and analysis, and future analyses of their biological samples, which may include genetic analysis. This allowed documentation and tracking of different levels of consent for each participant as well as allowing for tracking of which participants consented to future analyses.

At the Ecuador clinical site, study procedures required separate consent or assent forms depending on the participant’s age. ConnEDCt automatically provided the appropriate consent or assent forms based on the date of birth information provided in the recruitment CRF. ConnEDCt would further limit progress of forms they needed to complete to enroll. Additionally, to simplify and streamline the process, we adapted ConnEDCt such that it only allowed necessary CRFs to appear on the iPad for the research assistants, making it impossible for research assistants to fill out the incorrect set of CRFs.

Problem 3: Confidentiality

Confidentiality was maintained in RCTs, clinic-based cross-sectional studies, and repeated cross-sectional studies, such as our surveillance program, through many layers of security. First, each field personnel had their own computer-generated unique username and password to access the database. Second, although participant names were included in the database to facilitate tracking of each participant locally, names were easily removed for deidentification after exporting the data. Participants were identified with ID numbers derived from a 4-digit sequentially generated code and a letter corresponding to the participant’s color group study allocation.

The periconceptional surveillance program includes women of reproductive age and their families—and a hierarchical data structure. In the database, each participant has an identifying individual participant ID and a household ID, which in combination, uniquely identifies them as a participant in the periconceptional surveillance program; the latter being generated by ConnEDCt. Their personal ID incorporates a code that indicates that they are a participant in the surveillance program, a code indicating which iPad their data were collected on, and an additional 4-digit code (generated sequentially by ConnEDCt) to ensure that all participants have unique IDs. This identification system in ConnEDCt allows for an undetermined number of participants to be enrolled in the surveillance program while ensuring that no duplicate IDs are utilized. The structure of the IDs (3 concatenated codes) also provides flexibility to add and remove pieces to indicate the person’s participation in potential future studies led by the Finkelstein research group in this area (eg, for the upcoming QFS randomized efficacy trial).

Problem 4: Compliance

The data collected in the periconceptional surveillance program are very detailed and complex. To improve data quality during collection, we built various safeguards into the data collection tools. For free-entry numeric variables, limits were placed around values entered that would flag responses and indicate enumerators that data entered seemed implausible. For example, if a participant’s weight was entered as 1 kg, a flag would pop up on the iPad screen, indicating that the response was outside the anticipated range and ask the enumerator to verify the entry before moving forward. In addition to raw variable entry, these flags were also built in to read across multiple variables that were deemed to be of high importance. If a participant’s response was left blank, or if a response to question 1 directly contradicted with an entry for question 3, a flag would pop up and ask the enumerator to verify before continuing. Finally, various time stamps were built into variables throughout the questionnaire to allow for remote monitoring of enumerator progress. Enumerators had to log in using their unique username and password before any data entry and had to sign each form indicating the participant was eligible and which set of assent/consent forms they needed to sign). To simplify and streamline the process, we adapted ConnEDCt such that it only allowed necessary CRFs to appear on the iPad for the research assistants, making it impossible for research assistants to fill out the incorrect set of CRFs.
they entered data on using their unique username and password before they could continue.

The RCTs incorporated similar compliance measures into the ConnEDCt EDC system, including real-time calculations for replicate measurements, thresholds for variation to prompt additional replicates, and flagging of responses outside of expected ranges. Adaptive and forced protocols are also implemented into CRFs. For example, anthropometric measurements for the first replicate need to be entered before the next replicate fields will be displayed, meaning a full replicate of the measurement protocol is followed instead of basic remeasurements with participants and equipment in the same position. Adaptive protocols and instructions are also included. For example, for certain anthropometric measurements such as triceps skinfold, the research assistant determines the participant’s dominant arm, triggering ConnEDCt to prompt the research assistant to use the participant’s other, nondominant arm. Furthermore, warning pop-ups (logic checks) for impossible or nonbiologically plausible data (such as body weight entered or calculated as a negative number) were incorporated into ConnEDCt, allowing real-time data correction during data collection, minimizing challenges in ascertaining errors during data cleaning and analysis. Queries, raised by research assistants and/or data managers concurrently with the study or after data collection is completed, can be settled by data managers who have form modification privileges. ConnEDCt includes an audit trail to monitor when data were modified and by whom.

Conclusions
ConnEDCt, an EDC system, is an ideal tool for research studies, particularly those with complex protocols in settings where internet access is limited. In addition to mitigating the time required and error-prone nature of paper-based data collection methods, ConnEDCt represents a fixed framework that is adaptable to a variety of study designs. As demonstrated in a variety of settings, the ConnEDCt EDC system has been integral to carrying out several studies, all diverse in design and setting, types of participants, and overall goals for the research. Compared with other EDC tools [1,2,13-24], ConnEDCt’s benefits, including its utility as a mobile system, the ability to collect data without internet access, customization options for specific study designs, and data security, are comparable with systems such as REDCap and other systems [3,25,26], while at the same time serving complex protocols more precisely than other systems. An EDC system can be made as a straightforward framework that is adaptable for the successful management and completion of almost all kinds of field-based research studies and allows for easy export and transfer of collected data into statistical processing software for further analyses.
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