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Abstract

Developing or independently evaluating algorithms in biomedical research is difficult because of restrictions on access to clinical
data. Access is restricted because of privacy concerns, the proprietary treatment of data by institutions (fueled in part by the cost
of data hosting, curation, and distribution), concerns over misuse, and the complexities of applicable regulatory frameworks. The
use of cloud technology and services can address many of the barriers to data sharing. For example, researchers can access data
in high performance, secure, and auditable cloud computing environments without the need for copying or downloading. An
alternative path to accessing data sets requiring additional protection is the model-to-data approach. In model-to-data, researchers
submit algorithms to run on secure data sets that remain hidden. Model-to-data is designed to enhance security and local control
while enabling communities of researchers to generate new knowledge from sequestered data. Model-to-data has not yet been
widely implemented, but pilots have demonstrated its utility when technical or legal constraints preclude other methods of sharing.
We argue that model-to-data can make a valuable addition to our data sharing arsenal, with 2 caveats. First, model-to-data should
only be adopted where necessary to supplement rather than replace existing data-sharing approaches given that it requires significant
resource commitments from data stewards and limits scientific freedom, reproducibility, and scalability. Second, although
model-to-data reduces concerns over data privacy and loss of local control when sharing clinical data, it is not an ethical panacea.
Data stewards will remain hesitant to adopt model-to-data approaches without guidance on how to do so responsibly. To address
this gap, we explored how commitments to open science, reproducibility, security, respect for data subjects, and research ethics
oversight must be re-evaluated in a model-to-data context.
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Introduction

Sharing health data is essential to accelerate knowledge and
discovery through opportunities for replication, validation,
meta-analysis, and creative reuse [1]. Indeed, many research
funding agencies, institutions, and scientific journals encourage
or even require the disclosure of research data to the broader
scientific community as a means to foster collaborations and to
increase scientific accountability, transparency, and
reproducibility [2]. Traditionally, data generated as part of
research projects or routine clinical care are shared with the
scientific community by means of direct download, with the

data recipients analyzing data in their local computing
environments. However, it is impractical to share some data
sets in this manner because of their large size or because of legal
restrictions on transfer between institutions or across sovereign
borders. One common category of legal restriction is the
confidentiality requirement applicable to health information,
such as those required in the United States by the Health
Insurance Portability and Accountability Act [3]. Another
category of legal restriction is the limitations on cross-border
transfers of certain data. For example, the European Union
restricts the transfer of personal data to external countries under
its General Data Protection Regulation2016/679 (GDPR) [4].
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Finland’s Secondary Use Act requires health care data, including
nonidentifiable data, to be processed in a secure data center
based in Finland [5]. For more examples internationally, see
International Compilation of Human Research Standards [6].
Furthermore, researchers and health care institutions who
generate data may be concerned over relinquishing data assets
given their perceived commercial or academic value, the costs
of organizing and annotating data, the confidentiality and
security of individual-level data, and loss of oversight of future
data use.

The traditional data sharing governance role of health care
institutions has been as custodians of data, whose primary
responsibility was to keep data secure and confidential. This
was achieved through silos, as illustrated by the patchwork of
distinct health and accounting records one accumulates when
navigating health care systems from hospitals to specialty
clinics. The move to open data governance for broadening data
sharing practices since 2000 represents a shift of that philosophy,
one in which the community of data recipients is collectively
responsible for protecting and maintaining the integrity of the
data [7]. Open data is attractive in some ways, precisely because
it externalizes the very real financial and logistical costs of data
governance while providing opportunities for new research
perspectives. However, open data governance may be
insufficient for many holders of clinical data sets with
individual-level privacy or intellectual property concerns.

In between data custodianship and open data governance, data
stewardship is an institutional commitment to maximizing the
organizational, scientific, and societal benefits of data sharing
when also protecting data against privacy and security breaches
and misuse [8]. Data stewards may be data generators
themselves (eg, hospitals or research institutions) or an honest
broker who acts as an independent mediator and trusted partner
on behalf of one or more data generators and data users. An
honest broker is generally mandated contractually or otherwise
to protect and manage secure access to data under the ultimate
legal control of another organization.

Data stewards (whether data generators or honest brokers) can
now adopt different technical models for making data accessible
to users. Typically, a data steward provides access by
transferring copies of data to users. This copy-and-download
model, however, raises concerns about unaccountable data
management and use. Two alternative models promise greater
security. In a researcher-to-data approach, a steward makes data
available to users within a secure and auditable (cloud)
computing environment. In a model-to-data approach, users can
submit queries or algorithms to run on secure, hidden data. Each
data access model involves different divisions of costs between
stewards and users as well as tradeoffs between data use and
data protection.

The first part of our paper compares these models primarily in
the context of a single health data resource, controlled by a
single entity (although this could be a pooled or centralized
resource). We highlight the challenges that arise when
attempting to scale each data access model beyond single health
data resources to networks of multiple resources. The second
part of our article focuses on the model-to-data approach.

Admittedly, there are only a few existing implementations of
model-to-data, and all these essentially involve single resources.
Scaling model-to-data to connect multiple resources requires
the establishment of a federated data system and, at this time,
these systems remain to be largely theoretical. We argued that
model-to-data can be a valuable addition to our data sharing
arsenal, but it should only be adopted where truly necessary.
This approach should supplement rather than replace existing
data sharing approaches for the following reasons. First,
model-to-data tends to limit scientific freedom and
reproducibility. Second, although model-to-data reduces
concerns over data privacy and loss of local control when
sharing clinical data, it is not an ethical panacea. Model-to-data
approaches require just as much, if not more, attention to matters
of ethical and legal governance as other data sharing approaches.
Third, furnishing the appropriate infrastructure and expertise
for a model-to-data approach requires a significant and sustained
investment of resources. Misaligned incentives remain to be a
major barrier to data sharing, generally [1]. The challenges of
aligning incentives are likely to be exacerbated for
model-to-data, given the associated expenses of hosting both
data and analyses. Finally, all the aforementioned scientific,
legal-ethical, and resource challenges also threaten the
scalability of model-to-data from single data resources to
networks of multiple resources (federated data systems).

Technical Data Access Models

Data sharing has long been synonymous with a
copy-and-download approach, where data stewards transfer
copies of data sets to researchers. The resulting loss of control
over data raises a range of privacy, credit, and proprietary
concerns. Access governance mechanisms, such as due diligence
review of access requests by a data access committee and data
access agreements, can mitigate these concerns to some degree,
but may limit access by researchers who do not have a
recognized institutional affiliation. Data recipients must also
have the expertise and means to provide data hosting,
management, and analysis environment. Emerging technical
data sharing models aim to further alleviate tradeoffs between
data use and data protection (Figure 1). In a researcher-to-data
approach, instead of transferring a copy of the data to data
recipients, researchers programmatically access data sets that
are maintained in a secure computing environment. This
approach arose from the development of cloud computing.
Cloud cyberinfrastructure has successfully expanded
programmatic access to data and analysis tools to a global
community of researchers, in many cases cheaply and
efficiently, without the cost and logistical challenges of data
transfer [9]. These secure computing environments are
sometimes characterized as virtual data enclaves or data safe
havens [10,11]. A data safe haven implies a collective resource
kept in a secure computing environment and managed with
appropriate ethical and legal governance for the mutual benefit
of individuals, communities, and the society. Data safe havens
can enable investigators to conduct exploratory research or can
limit investigators to conduct a preapproved analysis, but only
results, not individual data, are permitted to leave [11]. An
example is the Centers for Medicare & Medicaid Services
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Virtual Research Data Center, which allows research on
Medicare and some Medicaid claims [12].

Data safe havens address the costs, risks, and logistical
challenges of sharing large, sensitive data sets by obviating the
need for copying and distributing the data. Additionally, the
cloud platform may allow researchers without intensive local
computing resources to run complex analytical models in rented
cloud computing infrastructures. Nonetheless, data safe havens
do not fully resolve concerns over privacy leaks and misuse
because data users must still be trusted to some degree to keep
the data within the secure environment and to use the data
appropriately. However, these risks can be reduced through
access oversight, data use agreements, and active monitoring.
Finally, because users can directly interact with data in secure
environments, data stewards can share at least some of the costs
of data hosting and curation with them.

A comparison of the technical data access models has been
provided in Table 1.

A more secure approach has been piloted to allow researchers
to extract knowledge from sensitive data sets that remain
sequestered. In a model-to-data approach, researchers submit
their analytic code or model to a data steward, who maintains
the restricted data set in a secure computing environment. The
data steward runs the code and returns outputs (eg, summary
or performance statistics) to researchers. Data are not moved
or even made directly accessible to data users. Model-to-data
is made possible by container technologies (eg, Docker) that
simplify the bundling and transfer of software models and their

dependencies across computing platforms [13]. The utility of
model-to-data has been successfully demonstrated in
crowdsourced research competitions involving confidential
medical data [14,15]. For example, the Digital Mammography
DREAM Challenge enabled the analysis of >640,000
deidentified digital mammography images from >86,000
individuals, without transferring or providing direct access to
the images [13]. Lisa Austin and David Lie incorporate a version
of model-to-data as part of a safe sharing sites proposal, where
“computations may be performed on the data in a secure and
privacy-protective manner without releasing the raw data, and
all data sharing is transparent and auditable” [16]. It may be
important depending on the context that the safe sharing site is
an independent, honest broker. More recently, the Korean
OpenData4Covid19 initiative used a model-to-data approach
to share novel coronavirus disease–related health care data with
researchers worldwide to fight the pandemic. Researchers must
submit their analyses to be run by the Korean Data Centre. Only
aggregate results are returned [17]. This example demonstrates
how model-to-data can allow data to be rapidly shared with a
broad community of users than would otherwise be possible.

We discussed the 4 categories of challenges confronting the
model-to-data technical data access approach: (1) scalability to
multiple resources, (2) scientific governance, (3) legal-ethical
governance, and (4) incentives and sustainability. Data stewards
must consider each of these challenges to determine if and how
a model-to-data approach should be adopted in a particular
context.

Figure 1. Common Data Sharing Models.
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Table 1. Comparison of technical data access models.

Model-to-dataResearcher-to-dataCopy-and-downloadCharacteristics

Completely borne by data
steward

Primarily borne by data stewardShared between data steward and data userCosts of data curation

Borne by data steward (users
may be charged for compute)

Borne by data steward (users may be
charged for compute)

Borne by data userCost of computing infras-
tructure

Least freedom. Limited by

APIa structure and computing
infrastructure

Limited freedom. Limited by computing
infrastructure and terms of use

Greatest degree of freedom. Limited by terms
of use

Researcher freedom (eg,
methods and tools)

Very strong. Data remains hid-
den from users. Data can be
withdrawn at any time

Strong. Data shared with third party
users within a secure and auditable
computing environment. Data can be
easily withdrawn

Weak. Many copies of data shared with many
users, possibly in many countries, subject only
to data access agreements. Difficult to audit.
Difficult to withdraw data once shared

Security and confidential-
ity of individual-level
data

Very strong. Individual-level
data are not downloadable or
viewable. Only results are re-
leased

Strong. Individual-level data may be
viewable but not downloadable. Only
results are released. Outputs may need
to be deidentified

Weak. Deidentification and data access agree-
ment limiting reidentification

Data privacy protection

Weak. Researchers must share
query/workflow with data
steward

Medium. Researchers’ activities are su-
pervised/audited

Very strong. Researchers submit proposals but
maintain control over methods

Security and confidential-
ity of Researchers’ Ideas
or Code

Consent may be needed for re-
search use only

Consent may be needed for research use
only

Consent may be needed for research use, shar-
ing, and cross-border transfer

Informed consent

Data steward may need to pro-
vide research ethics approval

Data steward may need to provide re-
search ethics approval

Data user may need research ethics approvalResearch ethics oversight

Difficult but theoretically possi-
ble through a federated data
system

Can only be done indirectly through an
individual-level meta-analysis

Straightforward through a distributed data
commons, with some shared infrastructure (eg,
access portal)

Scalability to multiple
resources

Data use agreement onlyData use agreement and computing envi-
ronment terms of use

Data access/transfer agreement and data use
agreement

Legal agreements

aAPI: application programming interface.

Scalability of Model-to-Data to a Network
of Multiple Resources

Thus far, we have only considered the case of providing access
to a single data resource held by a single data steward. Much
of the value of data sharing occurs, however, where multiple
data resources are connected into a network. Researchers often
seek to achieve greater statistical power or refine an algorithm
by aggregating multiple data sets. This is particularly relevant
to research requiring a comprehensive analysis of data sets at
scale. For instance, efforts in achieving precision medicine rely
on the ability to combine a vast amount of diverse data types
to investigate health and wellness [18]. There is also a strong
interest in combining data across sectors to improve knowledge.
For example, AllIn partners are looking for solutions to intersect
data from diverse community resources to improve community
health outcomes [19]. However, combining data from diverse
sources is challenging because of the lack of interoperable
standards between various data models (eg, OMOP, PCORnet,
and TrinetX) [20].

In addition, data sharing networks or consortia must agree on
a shared technical solution, raising additional complexity [21].
Consortia of data stewards can agree to centralize or pool their
data into a single repository governed by common ethical and
legal governance rules and processes (eg, the All of Us Research

Program [22]). Once the data are centralized, the data stewards
must still decide on a technical data sharing model (ie,
copy-and-download, researcher-to-data, or model-to-data).
Where data distribution is problematic, a researcher-to-data
approach may naturally align with a centralized consortium
model. The aggregated data can be hosted in a single, secure
computing environment. The stewards of the repository can
then grant qualified researchers access to data and tools within
the secure environment. Admittedly, centralization still involves
relinquishing local control and trusting a third party to govern
the data. However, these concerns can still be mitigated by
adopting a researcher-to-data or a model-to-data approach as
copies of data would not be further distributed to researchers.

Where data cannot be shared or centralized, model-to-data can
still theoretically enable a virtual form of data aggregation
through a federated data system (ie, distributed data system).
A federated data system is composed of a network of
autonomous data repositories or nodes that share a common
data structure/schema and governance principles, but the data
remains localized. Users can run an identical query or analysis
at each data repository [23]. The results of the queries or
analyses are aggregated and returned to the researcher who
submitted the query. A federated data system enabling linkage
and analysis of sensitive health care data in multiple repositories
is proposed by the European Personal Health Train, where
analytical tasks visit data sources [24]. Data sets are likened to
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stations, algorithms are likened to the payload delivered by a
train, and the network is likened to the train track. However,
because of the variety of challenges explored below, federated
data systems remain to be largely theoretical at this time.

Federated data systems potentially provide high levels of local
security, control, and sovereignty as data remain hidden at each
node in the network. They also potentially allow for the
scalability of some analyses across multiple nodes into large,
virtual cohorts. In addition, federated data systems can share
ethical and legal governance standards (eg, access and use
policies) and associated technical infrastructure like user
authentication and authorization, such as the researcher passports
infrastructure proposed by the Global Alliance for Genomics
and Health [25]. Federated data systems can, in theory, also
allow for virtual analysis of international cohorts without
sacrificing compliance with data localization requirements, such
as the cross-border transfer restrictions imposed by the European
GDPR [26,27]. With model-to-data, only the results of
algorithmic queries, and not the underlying individual-level
data, need to leave a particular territory.

Challenges hampering the implementation of federated data
systems include reaching and maintaining “agreement and
commitment from federation members on the shared goals,
operating principles, metrics for success and apportionment of
the benefits and commercial value” [23]. Negotiation is also
needed to determine what aspects of the data sharing architecture
will be common versus what parts will be decentralized, and
who will pay for building and maintaining the common aspects.
Given that finding consensus solutions about these aspects in
large groups can be difficult, large federated data systems may
need to appoint a governing body to facilitate decisions among
the federated members and designate data stewards at each node
to implement the federation’s resolutions. In a federated data
system, each node is accountable to all other nodes. Thus, the
effectiveness of governance may be inversely proportional to
the number of nodes. In short, although complicated, large
virtual cohorts can still theoretically be achieved through
federated analyses, where algorithms run across multiple secure
databases, with aggregation of results.

Many projects are piloting this federated data system approach.
For example, the World Economic Forum aims to connect
genomic databases from Canada, Australia, the United States,
and the United Kingdom to enable queries of rare disease
patients. Two European-funded Horizon 2020 projects
implementing the federated data system approach include (1)
the Research on European Children study and the Adults Born
Preterm study, which connects multiple European cohort studies
and aims to improve health, development, and quality of life
for preterm and low-birth weight individuals [28,29] and (2)
EUCAN-Connect, which aims to connect genomic databases
to advance precision medicine [30].

Although an attractive alternative to the copy-and-download
and researcher-to-data approaches, model-to-data, including
federated model-to-data, highlights key scientific, ethical, and
legal governance issues that must be addressed as we balance
scientific innovation and discovery with data protection.

The current lack of guidance may discourage the real-world
implementation of model-to-data solutions. We aim to address
this gap by identifying key points to consider for data stewards,
focusing on a single data resource model-to-data approach. We
conclude that model-to-data should only be adopted in limited
circumstances, as a complement to rather than as a substitute
for existing data sharing models. This argument applies by
extension to the more complicated case of federated data systems
involving a network of multiple resources made available
through model-to-data.

Scientific Governance of Model-to-Data

The effectiveness of any data sharing model is a function of the
type, quality, and richness of the data; the number of problem
solvers who can access the data; the diversity of questions and
analysis methods that can be applied; and the ability to validate
and compare outputs. Modern data sharing governance
philosophy has been popularly articulated according to the FAIR
guiding principles that data be findable, accessible,
interoperable, and reusable [31]. The FAIRness of data is always
heavily dependent on the actions and abilities of the data
steward. FAIRness is all the more dependent on stewards in the
case of model-to-data as the data user has no ability to curate
or conduct quality assurance on the data. In this paper, we focus
on the case of a single data resource. Many of these issues will
be challenging in the case of a federated data system involving
multiple resources, as participating resources will all have to
agree on standards and cost-sharing arrangements.

Findable
To be findable, data resources must be associated with rich,
accurate, and standardized metadata. Metadata must generally
be openly accessible for researchers to discover relevant data
sets through data search engines. New technologies such as
genomic Beacons and clinical Beacons allow researchers to
search for individual-level traits, outcomes, or genetic variants
without revealing detailed individual-level data [32]. Beacon
technology works through an application programming interface
(API), allowing researchers to query a data set (“do you have
any patients with genetic variant ABC?”) and receive a simple
Yes or No in response (or some slightly more detailed
demographic or clinical information about the individual).
Individual-level search may be equally possible across different
data sharing models, with appropriate protections in place to
ensure that searches do not leak excessive information about
individuals. In model-to-data, enabling meaningful discovery
may also call on data stewards to provide sufficient metadata
or, better, an unbiased, representative training (testbed or
sandbox) data set to help users understand the characteristics
of the sequestered data set or to develop, train, and test their
workflows and machine learning algorithms. The selection,
composition, curation, and annotation of the representative
training data sets is critical to the success of model-to-data as
the training data set is used to fit models. Curation of the training
(visible) and validation (sequestered) data sets must match
perfectly for the data to be truly findable.
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Accessible
Model-to-data enables analyses of sequestered data that cannot
be directly accessed by researchers. At least superficially, the
model-to-data approach is one way to resolve tensions between
openness and confidentiality. In model-to-data, the data steward
does not focus on securely transferring data to trustworthy and
qualified users or on controlling access to a cloud computing
environment, yet the data steward may still play an important
governance and scientific oversight role. Determinations may
still need to be made about who is authorized to analyze the
data (ie, who can submit code to run on the data), and these
determinations would need to be enforced through defined user
authentication and authorization processes. In this manner, the
model-to-data data steward will need to play a role akin to
traditional data access committees in the review of data user
access requests. Data stewards may also need to take on a more
hands-on scientific advisory role, reviewing the appropriateness
and scientific validity of the submitted analysis codes, providing
feedback on model performance, and troubleshooting. Further
complicating the responsibilities of the model-to-data data
steward is the reality of finite computing and advisory resources.
Because data are not directly accessible, model-to-data may
enable data stewards to expand access to a wider group of data
users than would otherwise be allowed because of reduced
concerns over security and privacy. However, broadening access
would need to be balanced with the need to be parsimonious
against limited resources.

Interoperable
The responsibility for making data interoperable in
model-to-data rests primarily with the data stewards, as data
users cannot access the data directly. Furthermore, data stewards
must ensure that their computing environment is interoperable
to enable the third-party code to run accurately. This need for
interoperable platforms is encouraging harmonization of not
only data collection approaches but also technology
architectures, data ontologies, formats, and governance
structures. Indeed, the Global Alliance for Genomics and Health
[33] has proposed a federated international ecosystem of
genomic databases for which it is developing technical standards
and policy frames to make the data available to authorized data
users under relevant conditions [34]. The GA4GH Cloud Work
Stream developed standardized computing routines, protocols,
and tools (APIs) to enable the portability of algorithms, tools,
and workflows across cloud environments in large-scale
distributed projects [35]. These standards are being piloted in
GA4GH Driver Projects, including the National Cancer Institute
Genomic Data Commons [33,36] and the Canadian Distributed
Infrastructure for Genomics [37]. These ongoing efforts to
harmonize data ontologies, formats, and workflows support the
interoperability of data sets both in the cloud as well as in the
model-to-data research.

Reusable
The goal of data reuse is to enable the generation of new
knowledge from data and to enable validation of previous
findings to promote scientific consensus. In order for data to be
reusable through model-to-data, data stewards must ensure that
the data are high quality, rich, and fit-for-purpose. Preparing

data for analysis is often the most taxing part of data science
[38]. Regardless of the data sharing model, data generators and
stewards bear a significant degree of responsibility for data
curation. There are also efforts to harmonize clinical assays as
evidenced by the proposed Diagnostic Accuracy and Innovation
Act [39]. Where copies of data are distributed, researchers can
participate to various degrees in curating data to render it usable
for specific purposes. In model-to-data, however, the
responsibility for curation and annotation of the sequestered
data set is entirely the responsibility of data stewards.

Ensuring the Quality of Research Outputs
A concern for data sharing generally is not only ensuring the
quality of data but also the quality of research outputs. These
results are usually in the form of summary statistics, but
increasingly data science outputs also include trained algorithms.
Usually, the quality of research outputs is left to quality control
by journals and peer review. Owing to their intensive role in
data curation and algorithmic facilitation, in some cases,
model-to-data data stewards may insist on coauthorship or may
reserve the right to review abstracts or manuscripts before
publication, although these approaches can raise concerns about
scientific freedom.

Ethical and Legal Governance of
Model-to-Data

Considerations for ethical data sharing go beyond scientific
concerns. Data stewards adopting a model-to-data approach
must also address issues of privacy, confidentiality, security,
ownership, research ethics oversight, and sustainability.

Privacy, Confidentiality, and Security of Patients’Data
Concerns about risks to privacy are at the core of resistance to
data sharing. Data sharing models involving the distribution of
data to researchers rely heavily on deidentification (the process
of removing direct identifiers). However, the residual
reidentification risk of even limited genetic or demographic
data sets has been clearly demonstrated [40]. Data access
governance mechanisms (eg, due diligence review of access
requestors, data access agreements) may mitigate risks, but
ultimately depend on trust [41]. There are few means available
to monitor obligations to keep data confidential and secure and,
even if a breach is detected, it is not clear if and how a breach
could be sanctioned. In model-to-data, by contrast, no copies
of data are distributed, reducing privacy risks. Data stewards
do not have to predict all possible future reidentification
scenarios or assess the trustworthiness of data requesters to keep
data secure when they enable model-to-data research.

However, there remain some limited privacy concerns regarding
model-to-data. First, to make model-to-data data sets usable,
limited training sets of data may need to be distributed. It may
be possible to distribute synthetic or noisy training data sets as
a way to preserve the data subject’s privacy and data
confidentiality. Second, privacy risks may differ depending on
whether model-to-data access is provided for algorithm training,
validation, or application. Unintended memorization of data
has been shown to occur during the training of algorithms [42].
Outputs from applying a model could contain identifiable
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information, or such information may be reverse engineered or
inferred. Privacy leaks can be reduced by adding safeguards
such as auditing of outputs and limiting what kinds of outputs
may be returned to researchers. Even when the release is limited
to outputs or knowledge, there may still be a need for careful
risk assessment and calibration between openness and privacy
protection.

Informed Consent and Research Ethics Oversight
Whereas model-to-data may allow data stewards to meet data
confidentiality and localization requirements, ethical concerns
remain related to the principles of informed consent and research
ethics oversight. Ethically, patients have an interest in knowing
who is being provided access to their data and what their data
are being used for, even if those parties never directly access
their individual-level data. Data privacy laws, particularly the
European GDPR [4], require a legal basis, such as consent or
public interest, to be able to analyze personal data for certain
research purposes. The US National Institutes of Health’s
dbGAP genomic data repository imposes ethical data use
limitations on data based on the scope of the participant’s
consent [43]. With model-to-data, legal constraints on use may
appear to be diminished or inapplicable as individual-level data
are not disclosed to third parties. Nevertheless, data use may
raise ethical and social license concerns if data were used by
controversial parties or for controversial purposes without
patients’knowledge. Data stewards are responsible for ensuring
appropriate oversight of data use. This responsibility overlaps
with the scientific oversight mechanisms discussed above.

A traditional mechanism to ensure the ethical conduct of health
research is to subject project proposals to approval and oversight
by an independent research ethics oversight body (eg,
Institutional Review Board, Research Ethics Committee). In a
model-to-data context, however, the locus of research ethics
oversight may need to shift from the data user’s institution to
the data steward, where the actual analysis of data is performed.
This shift may in fact allow access to a wider range of data users
from outside academic or health care institutions—who would
not necessarily be subject to human subject research
regulations—to analyze data (eg, commercial researchers and
citizen scientists). The data steward would essentially provide
a research ethics review as a service to these users. In the case
of a federated data system involving multiple data stewards,
some level of coordinated research ethics oversight between
stewards would need to be developed. For example, a data user
could receive approval from one data steward in a network and
the other stewards could mutually recognize that approval.
Fortunately, models for coordinated oversight of data-intensive
research have already been developed and could be adapted to
the model-to-data context [41,44].

Confidentiality and Security of Researchers’Ideas and
Software
A central strength of model-to-data is that it improves data
security. However, the trust patterns required to enable security
in model-to-data research are novel. In traditional data sharing
models, data subjects and data generators must trust data users
to secure individual-level data. In model-to-data, by contrast,
data users must trust that data stewards will keep their queries

and code secure from unauthorized access and that data stewards
will not appropriate the ideas or internet protocols of data users
for themselves. This issue becomes more problematic when
scaling model-to-data to multiple resources. From this
perspective, allowing an honest broker to act as the data steward
in model-to-data may be desirable (although this would require
data generators to transfer control over their sensitive data to
the honest broker). Involving an independent trusted third party
can reduce real or perceived conflicts of interest. Another
potential solution analogous to privacy-preserving record linkage
is to enable secure computation without the data steward being
able to directly inspect the query or code [45,46]. The query or
code is encrypted and sent to a trusted third party to unencrypt
at runtime. However, this may be technically complex and data
stewards may insist on inspecting the nature of the submitted
algorithm. Model-to-data stewards must also consider the
security risks associated with allowing outside code to be run
inside their protected computing environment (eg, tampering).
Providing read-only access to data directories limits the risks
that input data may be altered. Preventing network access while
executing the analysis code reduces the risk that users may
accidentally download data.

Data Sharing Incentives and
Sustainability

The FAIRness of data in model-to-data contexts is heavily
dependent on the role of the data steward. The FAIRness of
analysis workflows is also increasingly key for the
reproducibility of data-intensive health research. In the context
of model-to-data, this FAIRness may additionally be essential
for trust between data users and data stewards [24,47]. Data
stewards need to possess not only traditional data governance
expertise but also significant computational and analysis skills,
a rare combination, and one without formally recognized
qualifications at this time. These issues of oversight may hamper
the adoption of model-to-data. Ultimately, by shifting more
responsibility for data curation and infrastructure costs to data
stewards, model-to-data represents a fundamental recalibration
of the tripartite responsibilities of data generators, data users,
and funders envisaged by the Toronto Statement on
Pre-publication Data Sharing, a policy promoting rapid data
sharing by large-scale community resource projects in biology
[48]. Although model-to-data may seem like a technical
decision, it significantly exacerbates the incentive problem
already plaguing data sharing [49]. To succeed, model-to-data
requires dedicated support from funders as well as from the
highest level of leadership within organizations seeking to share
data.

Similarly, all databases face sustainability challenges [50]. Who
pays for the development, management, and maintenance of
data sets, especially over time? For model-to-data, similar
questions must also be asked about the sustainability of
maintaining computing environments and security infrastructure.
Open data distribution models promise a cheap solution to the
preservation of data sets in part through the existence of
numerous copies of the data set. In model-to-data, a data steward
is trusted with preserving the data set and providing access to
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it over time. Different sustainability models may need to be
explored, from fee-for-access to sustained public funding. The
choice of model may be influenced by the source of investment
in data generation, curation, and infrastructure. Private investors
may want to commercialize data access, whereas public funders
may insist on an open science approach. One solution could be
a commitment by funders to pay for stewardship as a utility
contract, one that simultaneously sustains infrastructure and
explicitly requires strict platform neutrality. Good contracting
practices that guarantee the portability of data sets from steward
to steward in the event of bankruptcy or bad faith would also
be essential. Furthermore, data stewards must be careful to avoid
conflicts of interest toward either the data generators who entrust
them with the data or data users who entrust their hypothesis
and analysis methods to them. Ultimately, the question for
model-to-data approaches and, by extension, federated data
systems, is whether the benefits to science and society are worth
the cost. The first-of-its-kind economic evaluation of federated
data systems concluded that their return on investment was
unclear [51].

The major concerns related to sustainability in model-to-data
are the evaluation and reproducibility of model-to-data research,
the key to research quality, and transparency. If a data steward
were to refuse or discontinue algorithmic access services, this
would imperil research reproducibility. This issue becomes
greater at scale. In a federated data system, all it takes is for one
data steward in a network to withdraw algorithmic access to
undermine reproducibility. The reproducibility of model-to-data
research may be vulnerable to the caprices of funders, scientific
priorities, politics, or even individual data subjects. Indeed,
because there is only one copy of a data subject’s data in
model-to-data, it may also be easier for subjects to withdraw
their data. On the one hand, model-to-data supports individual
autonomy, allowing individuals to control how their data are
(or are not) shared and used over time, which may bolster public
trust and willingness to share. On the other hand, this may make
reproducibility of research more susceptible to the caprices of
individuals.

Conclusions

Model-to-data promises to unlock health data currently stuck
behind institutional (fire)walls and country borders, providing
access to researchers without sacrificing security, confidentiality,
or local control. Model-to-data can improve the quality of
research outputs by providing access to more data.

For algorithms, model-to-data access can serve as a means of
rapid, continuous quality control. The accuracy of algorithms
can be determined or compared through benchmarking, where
the algorithm is run on a standard data set. For traditional
research findings, model-to-data may allow peers to reach
consensus about insights if running different models generates
similar findings. In practice, however, this technical access
model involves significant costs and drawbacks. It falls short

of its utopian promise of technology, overcoming legal and
human constraints on data sharing. We have argued that
model-to-data should only be adopted where necessary to
supplement rather than to replace existing data sharing
approaches for scientific, legal-ethical, and resource reasons.
By segregating researchers from data, model-to-data tends to
limit scientific freedom, integrity, and reproducibility. Although
model-to-data scores high on security and confidentiality, ethical
concerns persist about individual control over who uses their
data and for what purposes. Model-to-data also presents a
coordination puzzle for research ethics oversight systems, with
the research analysis occurring in an institution different from
that of the researcher.

Model-to-data intensifies the incentive issues already plaguing
open science [49]. Data stewards must provide expertise and
resources to curate data, maintain technical infrastructure, and
conduct scientific activities on behalf of users. Meanwhile,
direct benefits tend to accrue to data users. Scalability is another
concern for model-to-data. Scalability from a single resource
to multiple resources is possible with a federated data system.
However, as these systems scale, the challenges of maintaining
scientific data harmonization, technical standardization, and
agreements about cost and benefit sharing scale as well. The
scale of federated data systems may therefore be naturally
limited to a smaller number of trusted parties.

We predict that the model-to-data approach will become an
increasingly attractive option for particular use cases as the
scale, diversity, and regulatory complexity of international data
sharing continue to rapidly increase. This assumes that the
scientific, legal-ethical, incentives, and network issues described
above are addressed. Model-to-data will be most useful for
large-scale stand-alone resources or small networks of resources
when scientific data standards are well established, where the
inquiry is clearly defined in advance (eg, in a hackathon
challenge), and when providing access to a specific community
of users who would not otherwise be authorized. Ultimately,
the success of model-to-data may require the migration of
expertise in data curation, data science, and technical
interoperability from institutions hosting researchers to those
hosting data. It may further depend on the willingness of funders
to support the creation and sustainability of data centers and
their networks. Although expensive for single data stewards,
model-to-data may be more efficient overall by reducing the
need for redundant, secure computing environments.

We are cautiously optimistic that model-to-data can unlock at
least some data sets for broader sharing, for at least some uses,
but we remain skeptical that it can fully square the circle. To
successfully adopt an model-to-data approach, the concept of
data stewardship needs to be reconfigured, with implications
that reach the organization’s core business model. At least for
now, responsible scientific, ethical, and legal data governance
remains a reliably human endeavor.
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